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Preface

The APS volumes “Polymer Crystallization: From Chain Microstructure to

Processing” appear about 10 years after the three APS volumes (180, 181, and

191) “Interphases and Mesophases in Polymer Crystallization” edited by Giuseppe

Allegra. The volumes follow a series of workshops on polymer crystallization held

in Genova in 2010, 2012, and 2014, which were triggered by the need to stimulate

debate and share new ideas among leading scientists from academia and industry on

emerging topics related to the crystallization of polymers. We decided to collect

some of these contributions into two APS volumes, eventually including the

contributions of additional authors to fix the new concepts, ideas, and findings

into a unified project reflecting the state of art.

With the development of new theoretical and experimental tools for investigat-

ing matter at the atomic level, significant advances in the understanding of phe-

nomena associated with polymer crystallization have been achieved. However,

elucidating the fundamental physical and chemical issues that govern the crystal-

lization process in a polymer, by which chain molecules move from the melt state to

a semicrystalline state with formation of lamellar crystals, is still a challenge.

The volumes include a wide range of different topics. The first section of

Volume I is related to molecular aspects of polymer crystallization, with chapters

on polymorphism (“Crystallization of Statistical Copolymers”), properties of sta-

tistical copolymers (“Molecular View of Properties of Random Copolymers of

Isotactic Polypropylene”), the crystallization of cyclic polymers (“Crystallization

of Cyclic Polymers”), and precision ethylene copolymers (“Crystallization of

Precision Ethylene Copolymers”). This section ends with a chapter devoted to the

crystallization of giant molecules (“Supramolecular Crystals and Crystallization

with Nanosized Motifs of Giant Molecules”). The second section of Volume I deals

with two different basic aspects of the nucleation process that are also important in

industrial processes: self-nucleation (“Self-nucleation of Crystalline Phases Within

Homopolymers, Polymer Blends, Copolymers and Nanocomposites”) and nucle-

ation at high supercooling (“Crystal Nucleation of Polymers at High Supercooling

of the Melt”).

v



Volume II begins with a section concerning aspects of polymer crystallization

that have often been overlooked in the literature and are related to concomitant

crystallization and cross-nucleation (“Concomitant Crystallization and Cross-

Nucleation in Polymorphic Polymers”), surface-induced epitaxial crystallization

(“Epitaxial Effects on Polymer Crystallization”), and study of the origin of banded

spherulites with nanofocus X-ray diffraction (“Microstructure of Banded Polymer

Spherulites: New Insights from Synchrotron Nanofocus X-Ray Scattering”). The

two latter chapters are illustrative examples of modern investigation of crystal

morphology at the molecular level. The second section of Volume II collects

important issues in industrial application and processing. Topics includes the use

of synchrotron light for studying phase transformation during processing or defor-

mation in real time (“Real-Time Fast Structuring of Polymers Using Synchrotron

WAXD/SAXS Techniques”), the role of amorphous phase in stress-induced

crystallization of natural rubber (“Strain-Induced Crystallization in Natural Rub-

ber”), the influence of cooling rate and pressure on polymer crystallization

(“Non-isothermal Crystallization of Semicrystalline Polymers: The Influence of

Cooling Rate and Pressure”), and the modeling of flow-induced crystallization

(“Modeling Flow-Induced Crystallization”).

We are thankful to all contributors to the project for their high quality work.

These two volumes cover only a few aspects of polymer crystallization, and final

solutions to the big problems in the field have not been assessed. Several topics

covered in the volumes are still under development and need additional in-depth

analyses, checks, and improvements. Nonetheless we hope that the selected topics

will stimulate new discussions, inspire new theories and experiments, intrigue new

followers, and initiate new research in this fascinating world.

Napoli, Italy Finizia Auriemma

Claudio De Rosa

Genova, Italy Giovanni Carlo Alfonso

04 July 2016
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Concomitant Crystallization and

Cross-Nucleation in Polymorphic Polymers

Dario Cavallo and Giovanni C. Alfonso

Abstract Crystallization of polymorphic polymers can lead to different structures,

starting from the same melt or solution. Comprehensive understanding of crystalliza-

tion modalities in such systems is of primary technological and scientific relevance,

because it can enable prediction – and possible control – of the polymorphic compo-

sition of a material and, in turn, of its properties. Several structuring pathways are

possible. A given structure can develop either directly or through successive metasta-

ble states. The latter case obeys the so-calledOstwald’s rule of stages. Under particular
thermodynamic and kinetic conditions, two or more polymorphs can nucleate and

grow concomitantly. Moreover, cross-nucleation is observed when a faster growing

polymorph nucleates on a previously existing polymorph. This chapter is focused on

concomitant crystallization and cross-nucleation between polymer polymorphs, two

topics that have seldom been considered in the past and lack critical review. First, the

scattered pieces of information in the polymer literature are collected and discussed.

Within this framework, we present two relevant examples taken from our own work,

concerning concomitant crystallization of poly(pivalolactone) polymorphs and cross-

nucleation in seeded crystallization of isotactic poly(1-butene).

Keywords concomitant crystallization • cross-nucleation • nucleation •

polymorphic polymers • polymorphism
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1 Introduction

Polymorphism, which is the ability of a given substance to acquire different ordered

arrangements in the solid state (i.e., to crystallize into different structures) is an

ubiquitous phenomenon in nature and material science. Basically, all types of

crystallizable compounds can exhibit polymorphism: it is found in complex organic

molecules [1], in simple molecules such as water [2], and even in single chemical

elements (e.g., sulfur and phosphorus).

Clearly, the different structures of the same substance (i.e., the polymorphs) can

display remarkably different physical properties, including melting point, solubil-

ity, and electrical properties. Striking examples are the polymorphs (also referred to

as allotropes) of carbon: diamond and graphite. The differences in their mechanical

properties such as hardness and electrical conductivity are self-evident.

In the field of pharmaceuticals, the polymorphism of a certain drug is of great

concern. Crystallization of the same molecule into different structures can result in

largely different dissolution rates and bioavailability [1]. Given the importance of this

issue, it is not surprising that the production of different crystalline modifications of a

given drug has been the object of patent litigations between pharmaceutical industries.

Crystallizable macromolecules (i.e., semicrystalline polymers) are no exception

and frequently show polymorphism [3–5]. To give some examples, both isotactic

poly(4-methyl-1-pentene) (i-P4M1P) and poly(vinylidene fluoride) (PVDF) present

five known structures [6, 7]. Polymer crystals are characterized by the ordered

packing of chain segments, which acquire a regular and low energy conformation,

into a unit cell. Therefore, two basic types of polymorphs can be found in semi-

crystalline polymers. Polymorphism can arise from different packing modes of

sequences of repeating units possessing identical regular conformation, or from the

possible existence of several low-energy conformations for a given polymer. An

example of the first type is isotactic polypropylene (i-PP), in which the same

threefold helical conformation is packed in a monoclinic, trigonal, or orthorhombic

lattice in the α-, β- and γ-forms, respectively [8, 9]. The chains of syndiotactic

polypropylene (s-PP), on the other hand, adopt a helical conformation in Form I

crystals and a more extended trans planar conformation in Form III [10].

Also in the case of macromolecules, polymorphs of the same polymer can exhibit

largely different properties. For instance, the β-phase of PVDF exhibits piezoelectric
properties, whereas the α-phase does not [11]. In addition, the mechanical response

2 D. Cavallo and G.C. Alfonso



can also vary substantially between different crystalline modifications of the same

polymer. In the case of i-PP, the trigonal β-phase displays enhanced toughness

compared with the monoclinic α-phase of the same material [12, 13].

The ability to “steer” the crystallization process by controlling which structure

develops (when multiple choices involving both packing mode and conformation

exist) represents the holy grail of material scientists and crystallization engineers.

What drives the system towards the formation of a particular polymorph is an issue

of fundamental scientific and technological relevance. Hence, an understanding of

the intimate mechanisms of polymorphic crystallization is of paramount impor-

tance. Although we are fairly able to describe the crystallization process by taking

into account thermodynamic and kinetic aspects, control of the phenomenon is far

less straightforward. In this respect, a striking example is that of “disappearing

polymorphs” [14]. The term refers to cases of organic molecules in which a given

polymorph, which has previously been routinely obtained, suddenly becomes very

difficult to prepare. This behavior, which challenges the notion of reproducibility of

a scientific experiment, is attributed to unintentional contamination with “seeds”

(i.e., small crystallites or foreign bodies) that promote formation of the unwanted

polymorph.

Different crystallization pathways can be recognized when dealing with poly-

morphic substances. A common observation is the so-called Ostwald’s rule of

stages [15], according to which a phase transition occurs through steps of increasing

thermodynamic stability (i.e., from the least to the most stable polymorph in

successive stages). If suitable thermodynamic and kinetic conditions are met, two

(or more) polymorphs can also form concomitantly, that is, they nucleate indepen-

dently and grow simultaneously in the same melt or supersaturated solution [16]. A

fast growing polymorph can also nucleate heterogeneously on the surface of

another polymorph, without requiring any phase transition between them. This

latter scheme has recently been referred to as cross-nucleation [17].

In this chapter we present an overview of the different crystallization pathways

encountered in polymorphic polymers. First, a comprehensive review of the exam-

ples of concomitant polymorphism and cross-nucleation in polymer literature

are provided. In this framework, we discuss some relevant case studies from our

own work, namely, the concomitant crystallization of α- and γ-forms of poly

(pivalolactone) (PPVL) and Form II-on-Form I cross-nucleation in isotactic poly

(1-butene) (i-PBu).

2 Crystallization Pathways in Polymorphic Systems

2.1 Ostwald’s Rule of Stages

At the end of the nineteenth century, Ostwald proposed his famous rule, which

states that “when leaving a metastable state, a given chemical system does not seek

out the most stable state, rather the nearest metastable state that can be reached

Concomitant Crystallization and Cross-Nucleation in Polymorphic Polymers 3



without loss of free energy.” Although Ostwald’s statement is sometime indicated

as a “law,” it must be remembered that it is an empirical observation, void of solid

theoretical foundation.

Nevertheless, Ostwald’s rule is widely observed in a variety of systems, such as

organic molecules [1], inorganic compounds [18], proteins [19–21], and colloids

[22, 23]. On the other hand, a number of exceptions to Ostwald’s rule of stages have
been observed [1, 24–26].

Several attempts to rationalize the empirical Ostwald’s rule have been carried

out. Possible explanations rely on analysis of nucleation kinetics of the stable and

metastable phases [27–29], or are based on irreversible thermodynamics, which

show that Ostwald’s rule of stages minimizes entropy production [30, 31].

In the field of polymer crystallization, the occurrence of Ostwald’s rule of stages
and the role of metastable states have been reviewed and discussed in detail by

Keller and Cheng [32–35]. It is not the purpose of this chapter to provide examples

additional to their work, but rather to focus on crystallization pathways that have

been substantially disregarded in the polymer literature, namely, concomitant

polymorphism and cross-nucleation. Therefore, we only briefly describe the pro-

posed interpretation of Ostwald’s rule of stages in polymer crystallization, focusing

on the peculiarity of polymer molecules with respect to other materials. A more

detailed discussion and review of relevant cases can be found elsewhere [32–35].

Conformation to Ostwald’s rule of the phase transition in polymeric systems

rests on both kinetics and thermodynamics. Similar to the case of crystals of small

molecules [27–29], a kinetic justification of the phenomenon has been proposed, in

which the rates of formation of the competing stable and metastable phases are

considered. The overall rate of phase transition can be controlled either by the

primary nucleation rate or by the growth rate. For the range of undercoolings (i.e.,

the difference between the equilibrium melting temperature and the actual temper-

ature) in which the growth rate is determined by the secondary nucleation process, a

general expression for the overall transition rate, R, is:

R ¼ α � exp β

TΔTn

� �
ð1Þ

where α contains transport and frequency terms; β is the free energy barrier, which

relates to the work required to form a nucleus (primary or secondary) of critical

size; n is an integer dependent on the type of nucleation; and ΔT ¼ T0
m � T is the

undercooling, where (T0m) is the equilibrium melting temperature and T is the actual

temperature. The barrier term is proportional to the ratio between the surface free

energy and the melting enthalpy of the particular phase considered (σ/ΔH ). Equa-

tion (1) holds for each polymorph. All other factors being equal, the smaller the free

energy barrier, the faster the transformation rate.

The validity of Ostwald’s rule indicates that Rmetastable>Rstable, but this relation

only holds if:
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σ

ΔH

� �
meta

<
σ

ΔH

� �
stable

ð2Þ

Given that the transition rates are equal to zero at the equilibrium melting point of

the specific structure (T0m;meta and T0m;stable) and that T0
m,meta < T0

m, stable, in the most

probable situation the two formation rates cross over below a certain temperature

[32]. The result is schematically depicted in Fig. 1a. It can be deduced that

Ostwald’s rule of stages has some intrinsic limits of validity. Indeed, three different

temperature regions, characterized by distinct crystallization behaviors, are found.

For temperatures between the equilibrium melting point of the stable and metasta-

ble phases, structuring can only occur directly to the stable phase (i.e., the behavior
predicted by Ostwald’s rule cannot be observed). However, below a certain tem-

perature, T*, an inversion of the formation rate of the two structures occurs, with the

metastable phase developing faster than the stable phase, in agreement with

Ostwald’s rule of stages. Finally, in the temperature region between T* and

T0m;metathe formation rates of the two structures are comparable, and the outcome

of the crystallization process can be the concomitant crystallization of the two

polymorphs.

Inversion of the formation rate of the different phases with temperature, which

provides a kinetic justification for Ostwald’s principle, has been observed experi-

mentally for a number of polymers possessing crystalline and liquid crystalline

(metastable) phases [36–38]. The same situation has also been reported for the more

pertinent cases of true crystalline polymorphs, such as for the trigonal β-phase and
monoclinic α-phase of i-PP [39, 40] and for the α- and β-phases of poly(butylene
adipate) (PBA) [41] and s-PS [42].

As mentioned above, Ostwald’s rule of stages in polymer crystallization is not

only based on kinetic issues, but it also involves thermodynamics. In order to

appreciate the link between kinetics and thermodynamics, the peculiar shape of

polymer crystals must be accounted for. In fact, chain-folded lamellar crystals,

Fig. 1 (a) Formation rate as a function of temperature for polymers exhibiting polymorphism. (b)

Melting temperature as a function of lamellar thickness for two different structures of the same

polymer

Concomitant Crystallization and Cross-Nucleation in Polymorphic Polymers 5



whose thickness is typically in the range 5–50 nm, are the basic morphological

entities of semicrystalline polymers. The reduced crystal size in one direction

results in a destabilizing effect of the high-energy fold surfaces, which needs to

be taken into account because surface effects on crystal stability are typically

negligible only for phase sizes well beyond the micrometer level. The melting

point depression associated with the reduced size of polymer crystals can be

quantified by the Gibbs–Thomson relation:

Tm ¼ T�
m 1� 2σe

lΔH

� �
ð3Þ

where Tm is the actual melting temperature of a crystal of thickness l, T0m is the

equilibrium melting temperature (of an ideal crystal of infinite size), ΔH is the

melting enthalpy of the crystal, and σe is the fold surface free energy. The effect of

the lateral surfaces of the lamella on crystal stability can usually be neglected. As

shown in Fig. 1b for a polymorphic polymer, the actual melting temperature of the

lamellar crystals is linearly dependent on the reciprocal of their thickness. It

becomes clear that phase (or polymorph) stability is dependent on size. The terms

“stable” or “metastable” polymorph must be referred to phases of macroscopic (i.e.,

“infinite”) size. In this context, the “classical” stability is determined by the

equilibrium melting point: T0
m,stable > T0

m,meta. If more than one polymorph is

present, each has its own, different size dependence of the melting point according

to Eq. (3) (see Fig. 1b). The slope of the linear relationship between Tm and l�1 is

equal to T0m(σe/ΔH ). If the inequality (σe/ΔH )meta< (σe/ΔH )stable holds, the two

lines of Fig. 1b cross over at a particular value of reciprocal lamellar thickness. This

means that the stability of the two polymorphs can invert with size. In other words,

a macroscopically metastable phase can become the more stable phase when its

dimensions are small enough, and vice versa. The conventionally stable phase

becomes metastable when its size is sufficiently small. The stability inversion of

polymorphs with size has been experimentally observed, for example, in polyeth-

ylene crystallizing under pressure (hexagonal and orthorhombic phases) [32–34], in

monoclinic and orthorhombic PBA [41], and in α- and β-polymorphs of s-PS [42].

We notice that the condition for the inversion of polymorph stability with size is

the same as that of Eq. (2), which pertains to inversion in the order of transforma-

tion rates between stable and metastable polymorphs. Thus, the link between

thermodynamics and kinetic factors behind Ostwald’s rule of stages in polymers

is provided. Indeed, the stability diagram of Fig. 1b indicates the minimum phase

size required to attain stability at a given temperature. From the kinetics point of

view, this smallest stable size is related to the size of the critical nucleus, which

determines the energetic barrier for crystal growth: the smaller the critical size, the

faster the transformation. Therefore, the concepts of higher stability of the “mac-

roscopically” metastable polymorph in the limits of small size and faster formation

rate are interlinked.

6 D. Cavallo and G.C. Alfonso



Consequently, Ostwald’s rule of stages is often obeyed in polymers because, at

the beginning of the crystallization process, the metastable phase is the stable phase

(as a result of its small size) and, at the same time (again thanks to the small size) is

the phase that develops faster.

2.2 Concomitant Crystallization of Polymorphs

Before describing examples of concomitant crystallization of polymorphs, the

thermodynamic and kinetic requirements for its occurrence are briefly introduced.

Considering for simplicity a dimorphic system, two different situations can be

distinguished from the thermodynamic point of view (see Fig. 2). By plotting the

Gibbs free energy of the various phases (liquid, polymorph 1, and polymorph 2) as a

function of temperature, monotropic or enantiotropic behavior can be identified as

shown in Fig. 2a, b, respectively.

In a monotropic polymorphic system, one of the polymorphs (polymorph 1 in

Fig. 2a) is metastable throughout the entire temperature range with respect to the

second polymorph. In this system, only polymorph 2 and the liquid are ultimately

stable, below and above Tm,2, respectively. Enantiotropic behavior is instead

observed when each of the three phases is stable in a certain temperature range.

Inversion of the stability of the two polymorphs occurs with increasing temperature

above the T2�1 indicated in Fig. 2b. Eventually, the liquid become the most stable

phase above the melting point of polymorph 1, Tm,1.

Obviously, a necessary (but not sufficient) condition for concomitant crystalli-

zation in a monotropic system is that the crystallizing liquid should be undercooled

with respect to both polymorphs (i.e., the temperature should be lower than Tm,1 of

Fig. 2a). This strictly thermodynamic requirement implicitly contains a kinetic

constraint. In order to reach such a low temperature, the stable polymorph has to

possess slow crystallization kinetics, otherwise it would consume all the crystalliz-

able liquid. This is often the case for semicrystalline polymers, which can typically

Fig. 2 Gibbs free energy versus temperature at constant pressure for (a) monotropic and (b)

enantiotropic systems

Concomitant Crystallization and Cross-Nucleation in Polymorphic Polymers 7



attain very large undercooling before being able to crystallize at a measurable rate.

Analogously, in the enantiotropic system described in Fig. 2b, concomitant crys-

tallization of polymorphs 1 and 2 can be observed only if the crystallization

temperature is lower than the melting point of polymorph 2 (Tm,2, not shown in

the figure).

As indicated by Fig. 2, as a consequence of thermodynamics, at a given

temperature (and pressure) only one of the polymorphs is stable, all others being

metastable. Therefore, the simultaneous crystallization of two polymorphs is an

out-of-equilibrium situation and the metastable polymorph tends to transform into

the stable polymorph. Clearly, the lifetime of the metastable structure is determined

by the kinetics of transition. As a matter of fact, transient polymorphs can disappear

almost instantaneously, can last for a long time (e.g., weeks) as in the case of

Form II of i-PBu [43, 44]), or even survive practically indefinitely (e.g., the β-phase
of i-PP). The non-equilibrium nature of concomitant crystallization of polymorphs

holds both for monotropic and enantiotropic systems, at any temperature, with the

exception of the polymorph 2-to-polymorph 1 transition temperature (T2�1 in

Fig. 2b). At that temperature, both structures are equally stable and co-exist in an

equilibrium mixture. For lower temperatures, polymorph 1 tends to transform into

polymorph 2, and vice versa at higher temperatures.

We now examine the kinetic aspects underlying polymorphic crystallization. A

nucleation event is assumed to be the rate-determining step of the crystallization

process. This can be either primary or secondary nucleation, that is, the formation of

a new nucleus in the bulk of the undercooled melt or at the growth front of the

crystal. Under this condition, the kinetics of polymorph crystallization can be

understood by considering diagrams of the system free energy as a function of an

appropriate reaction coordinate (see Fig. 3). The reaction coordinate is an abstract

coordinate that represents the progress along the transformation pathway, from

liquid to crystalline state. In this case, it can be identified with the size or the “order

parameter” of a crystalline cluster.

The formation rate of a nucleus of the new phase is associated with a free energy

penalty, caused by the creation of new interfaces. On the other hand, this loss of free

Fig. 3 Gibbs free energy versus reaction coordinate for systems in which concomitant crystalli-

zation is (a) likely or (b) unlikely to occur
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energy is counterbalanced by a gain in stability that is proportional to the volume of

the nascent phase. As a result, an activation energy barrier for the nucleation

process is originated, the height of which depends on the nucleus size and, in

turn, on the undercooling. In order to observe spontaneous growth of the nucleus,

this activation energy barrier has to be overcome. The frequency of nucleation

events (i.e., the crystallization rate in a wider sense) is inversely related to the

magnitude of this activation barrier. It is important to note that crystallization

kinetics in a polymorphic system has nothing to do with the relative stability of

the two forms. This is schematized in Fig. 3. Polymorph 2 is more stable than

polymorph 1; nevertheless, its crystallization is slower given the higher energy

barrier associated with the formation of a nucleus of critical size (G*
2 > G*

1).

From a kinetics perspective, it is clear that, in order to observe concomitant

crystallization of polymorphs, the activation free energy landscape should resemble

the scheme shown in Fig. 3a. In this case, the energy barriers for nucleation of the

two polymorphs are very similar and concomitant crystallization can occur.

Figure 3b represents a situation in which concomitant crystallization of

polymorphs 1 and 2 is unlikely. The less stable polymorph 1 is kinetically favored

(G*
1 < G*

2 ) over polymorph 2 and should be the main crystallization product.

However, the resulting system would be in a metastable state and could evolve

towards the thermodynamic “target” product (polymorph 2). A paradigmatic exam-

ple of the scheme in Fig. 3b for polymorphic polymers is crystallization of i-PBu.

The stable trigonal Form I grows about 100 times slower than the mestastable

tetragonal Form II, as a result of an energetic barrier for secondary nucleation that is

more than four times larger for Form I than for Form II [45, 46]. By contrast,

concomitant observation of Forms II and I is possible in the crystallization of

1-butene/propene copolymers. Copolymerization both lowers the energy barrier

for direct evolution of Form I from the molten state (thus following the scheme of

Fig. 3a) and accelerates the thermodynamically driven Form II-to-Form I transfor-

mation [47, 48].

Next we give some examples of concomitant crystallization of polymorphs.

Many cases of concomitant polymorphism in small organic molecules have been

neatly summarized and discussed in the review by Bernstein, Davey, and Henck

[16]. The interested reader can also find there some extraordinary cases of trimor-

phic concomitant crystallization. However, a similar review is lacking for poly-

mers. To highlight the extent and importance of the phenomenon in the realm of

polymers, we report and attempt to rationalize all examples that, to the best of our

knowledge, can be found in the literature.

The various examples, collected in a schematic form in Table 1, are discussed in

detail. These concomitantly crystallizing polymorphs can also show cross-

nucleation between them; we consider this aspect in a later Section 2.3.

Concomitant Crystallization and Cross-Nucleation in Polymorphic Polymers 9



Table 1 Examples of polymorphic polymers showing concomitant crystallization of different

structures

Polymer

Polymorphs (name,

structure) Crystallization conditions References

i-PP α (monoclinic), β
(trigonal)

• Melt crystallization between approxi-

mately 110 and 140�C
• Presence of selective (β-phase)
nucleants

• Crystallization in temperature gradi-

ents

• Application of shear flow fields

[39, 40, 49–

55]

i-PP α (monoclinic), γ
(orthorhombic)

• Melt crystallization at high pressures

and temperature (e.g., P> 75 MPa,

T> 140�C)
• Crystallization of defective,

metallocene synthesized i-PP

[56–59]

i-PBu Form II (tetragonal),

Form III

(orthorhombic)

• Melt crystallization in the presence of

traces of amyl acetate

[60]

i-P4M1P Form I (tetragonal),

Form III (tetragonal)

• Crystallization from slowly cooled

diluted xylene and semidiluted n-octane
solutions

[61]

i-P4M1P Form II (mono-

clinic), Form III

(tetragonal)

• Crystallization from semidiluted solu-

tions of carbon disulfide, cyclooctane,

cycloheptane, tetraethyltin, and

tetramethyltin

[62]

s-PS α (trigonal), β
(orthorhombic)

• Isothermal crystallization between

230 and 260�C (or cooling at rates

>10�2 and <30�C/s) after mild heat

treatment of the melt

[63–66]

PVDF α (pseudo-

orthorhombic), γ
(monoclinic)

• Melt crystallization at high tempera-

tures (�155 to 175�C)
[67–69]

PVDF α (pseudo-

orthorhombic), β
(orthorhombic)

• Solution casting at intermediate evap-

oration temperatures/solvent evapora-

tion rates.

[70–72]

PHP β (orthorhombic), γ
(orthorhombic)

• Melt crystallization at temperatures

between 30 and 65�C
[73]

PHP β (orthorhombic), γ
(orthorhombic), δ
(not given)

• Melt crystallization at intermediate

undercoolings (T¼ 65–60�C) after
annealing in the melt at low

temperatures

[74]

PBA α (monoclinic), β
(orthorhombic)

• Melt crystallization at intermediate

undercoolings (30�C> T> 27�C)
[41, 75–82]

PBN α (triclinic), β
(triclinic)

• Non-isothermal melt crystallization at

rates between 0.2 and 10�C/min

• Isothermal melt crystallization

between 210 and 225�C

[83, 84]

PHexT α (monoclinic), β
(triclinic)

• Isothermal melt crystallization

between 90 and 135�C
[85, 86]

(continued)
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2.2.1 Isotactic Polypropylene

One of the most studied cases of concomitant polymorphism is that of the trigonal

β-phase and monoclinic α-phase of i-PP [39, 40, 49–55]. The β-form is metastable

with respect to the α-structure over the whole temperature range [55]; upon heating

it melts and re-crystallizes in the monoclinic structure. The two structural modifi-

cations can be distinguished by polarized optical microscopy (POM), given that the

spherulites of the β-polymorph are much more birefringent than those of the

α-phase, and they can also show banding associated with twisting of lamellae

along the radial direction (see Fig. 4a) [50, 53, 89]. The trigonal modification

grows slightly faster (20–30%) than monoclinic polymorphs at temperatures

between about 133–141 and 90–105�C, as shown in Fig. 4b [39, 40, 54].

Notwithstanding its faster growth, the probability of β-phase spontaneous nucle-
ation is much lower than that of the α-modification. Therefore, concomitant crys-

tallization of the two polymorphs is quite rare in the neat polymer [89].

However, there are very efficient and selective nucleating agents for trigonal

modification (e.g., calcium pimelate) [90]. Concomitant crystallization of the α-
and β-polymorphs is thus observed in i-PP loaded with a small amount (0.01–0.5 wt

%) of β-phase nucleants [39, 40, 50, 53, 54]. Alternatively, concomitant crystalli-

zation of the two polymorphs in neat polymer can occur if the crystallization is

carried out using a temperature gradient [49] or in the presence of a shear flow field

[51, 52].

Isotactic polypropylene provides another example of concomitant crystallization

of polymorphs, that of α- and γ- (orthorhombic) phases. In common Ziegler–Natta

i-PP, formation of the γ-polymorph is promoted when crystallizing under elevated

pressures: its content starts to increases at a few hundred bar, and eventually

prevails over the α-phase at pressures around 1.5 kbar [56, 91]. The stability of

the two structures is very close; the α-phase is thought to be slightly more stable at

ambient conditions, but the situation can change with increasing pressure [56]. Con-

comitant crystallization of the two polymorphs occurs in a wide range of temper-

ature and pressures; typically, for a given pressure, the α- and γ-phases coexist for

Table 1 (continued)

Polymer

Polymorphs (name,

structure) Crystallization conditions References

PHepT α (orthorhombic), β
(not given)

• Melt crystallization between 55 and

80�C after annealing in the melt at low

temperatures (T¼ 110�C)

[87]

PE15Cl Form I (triclinic),

Form II (not given)

• Melt crystallization in a very narrow

temperature range (53–54�C)
[88]

i-PP isotactic polypropylene, iPBu isotactic poly(1-butene), i-P4M1P isotactic poly(4-methyl-1-

pentene), s-PS syndiotactic polystyrene, PVDF poly(vinyldenefluoride), PHP poly

(3-hydroxypropionate), PBA poly(butylene adipate), PBN poly(butylene-2,6-naphthalate),

PHexT poly(hexamethylene terephthalate), PHepT poly(heptamethylene terephthalate), PE15Cl
polyethylene with a chlorine atom on every 15th backbone carbon atom
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crystallizations below a critical temperature. For example, a mixture of the two

structures is found in samples crystallized under a pressure of 1.25 kbar at temper-

atures between 145 and 155�C. Higher temperatures result in the development of

the γ-phase only [56].

It is important to note that, in contrast to what happens in i-PP β-phase,
concomitantly crystallizing α- and γ-polymorphs do not form different spherulites.

Instead, the two structures are intermixed inside the same spherulitic superstructure,

with γ-phase lamellae nucleating epitaxially on α-phase lamellae [91, 92]. As a

consequence, wide-angle X-ray diffraction (WAXD) is needed to distinguish the

monoclinic and orthorhombic structures.

A high content of γ-form develops in metallocene synthesized i-PPs containing

stereo- or regiodefects along the chains. The amount of γ-phase increases with

increasing total defect content [57–59]. A mixture of monoclinic (α-) and ortho-

rhombic (γ-) modifications is obtained over a large range of crystallization temper-

ature, with the relative content of the two forms depending on the undercooling and

chain regularity. Kinetic studies have revealed that both polymorphs start to grow at

the same time and develop at the same rate [57].

It is worth mentioning that the γ-polymorph can also crystallize concomitantly

with the β-structure if proper β-selective nucleating agents are present. This hap-

pens, for instance, in the crystallization under pressure of nucleated Ziegler–Natta

i-PP [93]. Crystallization of a defective metallocenic i-PP gives rise to a more

complex picture. If a high load of β-phase nucleants is added, concomitant
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Fig. 4 (a) Optical micrograph showing β- (brighter, banded) and α- (darker) spherulites in i-PP.

(b) Temperature dependence of the linear growth rate of α- and β-modifications. Inset: Ratio of the
β- over α-growth rate as a function of crystallization temperature. Adapted with permission from

[50, 53, 54]

12 D. Cavallo and G.C. Alfonso



crystallization of the three polymorphs (α-, β-, and γ-) was found, both in isothermal

and non-isothermal conditions [94].

2.2.2 Isotactic Poly(1-Butene)

Isotactic poly(1-butene) (i-PBu) exhibits an intriguing polymorphic behavior.

Three structures, characterized by different chain conformations and packing

modes, have been identified [43, 95–97]. The chain segments in the crystals

adopt a 3/1, 11/3, and 4/1 helical conformation in Forms I, II, and III, respectively.

Crystallization of the orthorhombic Form III is typically observed in dilute or

semidilute solutions, whereas melt crystallization invariantly leads to the formation

of the tetragonal structure, Form II. However, Form II is metastable and evolves

toward the ultimately stable trigonal Form I during storage at room temperature.

The concomitant formation of Form III with either Form I or Form II from i-PBu

solutions has been reported [98, 99]. However, the results have not been rational-

ized; indeed, the outcome of solution crystallization, in terms of polymorphic

composition, is not straightforward. It has been shown that it critically depends

on several experimental parameters, such as the crystalline structure prior to

dissolution, the dissolution temperature and time, and the crystallization/solvent

evaporation conditions [98, 99]. More interestingly, Forms III and II have been

crystallized concomitantly from the melt in the present of traces of amyl acetate

[60]. The two structures can be recognized by their different spherulitic morphol-

ogies (see Fig. 5). In addition to the typical highly birefringent Form II spherulites,

weakly birefringent teardrop-shaped spherulites are also observed. These latter

Form III spherulites display concentric extinction rings, indicating lamellar twisting

(Fig. 5). A very small quantity of Form I is also obtained along with the two other

major components.

Fig. 5 Optical micrographs showing concomitant crystallization in i-PBu: bright Form II and

weakly birefringent Form III spherulites. Reproduced with permission from [60]
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2.2.3 Isotactic Poly(4-methyl-1-pentene)

Isotactic poly(4-methyl-1-pentene) (i-P4M1P) shows a very rich polymorphic

behavior. Up to five structures have been identified [6, 61, 62, 100]. Form I is the

most stable structure, and is the polymorph that develops in melt-crystallization.

The chains possess a 7/2 helical conformation and are packed in a tetragonal unit

cell. The other polymorphs crystallize from solutions of the polymer in various

solvents [61, 62]. Form II has a 4/1 helical conformation of the chains, and a

monoclinic unit cell. The same chain conformation is shared by Form III, with a

tetragonal packing. Form IV has a more extended 3/1 helix, arranged in a hexagonal

structure. Form V, which has been found in concentrated cyclohexane gels, is

suggested to be a polymer–solvent compound, but no structural details have been

given [101, 102].

A systematic investigation of i-P4MP1 crystallization forms in various solvents,

and under different cooling rates, has been carried out by Charlet

et al. [61, 62]. Several conditions led to the simultaneous crystallization of more

than one structure. A mixture of Forms I and III was obtained from slowly cooled

dilute xylene solutions. The same two polymorphs also developed in semidilute

(0.02–0.08 vol%) n-octane solutions. The use carbon disulfide, some cycloalkanes,

and tetraalkyltins as solvent resulted in concomitant formation of Forms II and

III [62].

2.2.4 Syndiotactic Polystyrene

Syndiotactic polystyrene (s-PS) displays a complex polymorphic behavior: four

different crystalline forms, two mesomorphic structures, and several clathrates have

been reported [63, 103]. Two of the crystalline polymorphs (α- and β-phases) are
able to crystallize concurrently from the melt if appropriate conditions are adopted.

Both structures present all-trans planar zig-zag conformation of the chains, packed

in a trigonal or orthorhombic lattice for the α- and β-forms, respectively [103]. The

thermal stability of the two polymorphs is similar, with the β-phase exhibiting a

slightly higher equilibrium melting point than the α-form [64]. However, a stability

inversion with crystallite size has been suggested [42]. s-PS belongs to the family of

polymers whose crystallization outcome, in terms of polymorphic composition, is

greatly affected by the melt annealing treatment (melt memory) [63, 65]. In par-

ticular, the fraction of α-phase obtained under a given crystallization condition

decreases with increasing melt annealing temperature and time (i.e., with the

progressive destruction of temperature-sensitive nuclei of the α-form).

If the melting conditions are mild enough to leave some residual α-nuclei,
concomitant crystallization of α- and β-phases is found over a wide range of cooling
rates or isothermal crystallization temperatures [63–66]. As an example, Fig. 6a

shows WAXD patterns obtained for an s-PS sample cooled at about 10�C/min from
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various maximum melt temperatures. Concomitant presence of the two polymorphs

is observed for melt annealing temperatures lower than 300–310�C [63].

The α- and β-polymorphs are concomitantly produced in melt crystallization

upon cooling at rates between 10�2 and 30�C/s, with their relative amount being a

function of the cooling rate [104]. At higher and lower cooling rates, only α- or
β-phase is formed, respectively. Equivalently, a mixture of the two structures

develops at crystallization temperatures between 230 and 260�C. High temperature

favors formation of the β-phase, whereas the α-phase prevails at low temperatures

[66]. This is in agreement with the measured growth rates of the two polymorphs,

which intersect at around 260�C (see Fig. 6b). The orthorhombic β-structure grows
increasingly faster than α-crystals at temperatures higher than 260�C. Both struc-

tures reach their maximum growth rate around 225�C, but at this low temperature

the α-phase grows about two–three times faster than the β-form [64].

2.2.5 Poly(vinylidenfluoride)

Poly(vinylidene fluoride) (PVDF) exhibits five different crystalline modifications

[7], three of which are of interest regarding concomitant polymorphism. The α-form
is the polymorph commonly obtained by melt crystallization. The unit cell com-

prises two chains with TGTG0 conformation packed in a pseudo-orthorhombic cell.

In the piezoelectric β-form, trans-planar chains pack in an orthorhombic lattice.

The γ-polymorph exhibits a monoclinic unit cell, with a- and b-axis repeat distances

Fig. 6 (a) Wide angle X-ray diffraction patterns of s-PS crystallized on cooling at 10�C/min after

5 min annealing in the melt at the indicated temperatures. (b) Measured and extrapolated growth

rate of the α- and β-polymorphs of s-PS. Adapted with permission from [63, 64]
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identical to the α-form but double the c-axis periodicity, compatible with a

T3GT3G
0 conformation of the chain segments [67].

Crystallization from the melt at relatively high temperatures leads to the con-

current formation of α- and γ-phase spherulites (see Fig. 7a) [67–69]. The γ-form
spherulites, recognizable by the weak birefringence and sometimes irregular shape,

are typically more limited in number and size than their α-counterparts. The

temperature region for concomitant α- and γ-crystallization varies with the molec-

ular features of the particular PVDF sample; it roughly spans 20�C, ranging from

155 to 175�C [67, 68]. In a large part of this temperature range, α-form spherulites

grow much faster than those of the γ-form; therefore, the latter are typically

engulfed by the former. However, the ratio of the growth rates of the two poly-

morphs is not constant with temperature. With decreasing undercooling the ratio

approaches unity and, at temperatures close to the melting point of the less stable

α-form, the growth rates invert their order, that is, the γ-phase grows faster than the
α-polymorph (see Fig. 7b) [67].

Crystallization of PVDF from cast solutions in various solvents often leads to

concomitant formation of α- and β-phases. Systematic studies were conducted by

Gregorio et al. [70–72]. A 20 wt% PVDF solution in dimethylacetamide was

allowed to evaporate at various temperatures, and the phase content of the recov-

ered polymer film was determined by infrared spectroscopy. Co-existence of α- and
β-forms was found for evaporation temperatures between about 70 and 110�C;
lower temperatures favored formation of only the β-phase, whereas at higher

temperatures PVDF crystallized completely in the α-form [70]. Further studies
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Fig. 7 (a) γ-phase spherulites surrounded by highly birefringent α-phase spherulites in PVDF

crystallized at 160�C. (b) Growth rates of α- (open circles) and γ- (black circles) spherulites as a
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varying the type of solvent and polymer concentration revealed that the polymor-

phic outcome basically depends on the evaporation rate. At low rates the β-phase
prevails, whereas high rates of solvent removal result in predominant formation of

the α-polymorph. A mixture of the two structures is obtained at intermediate

evaporation rates, which have been quantitatively evaluated to be between

1� 10�4 and 3.5� 10�4 g s�1 cm�2 [72]. These values of evaporation rates are

reached at different evaporation temperatures for the various solvents, depending

on the relative boiling point. For example, β-phase forms together with α-phase at
evaporation temperatures between 80 and 120�C for N,N-dimethylformamide

(boiling point of 153�C) and between 100 and 140�C in N-methyl-2-pyrrolidone

(boiling point 202�C) [71].

2.2.6 Poly(3-hydroxypropionate)

Poly(3-hydroxypropionate) (PHP) belongs to the family of biodegradable poly-

mers, which are receiving increased attention because of their low environmental

impact. This polyester can crystallize from the melt in two orthorhombic structures,

β- and γ-forms, which share the same all-trans chain conformation [5, 73,

74]. Moreover, an additional form, adopting a helical conformation, develops in

low molecular weight samples [74]. The γ- and β-phases crystallize concomitantly

upon melt crystallization between approximately 30 and 65�C, with the relative

content of the two depending on crystallization temperature. The γ-polymorph

prevails at high temperatures, suggesting that it is the more thermodynamically

stable form, whereas the β-phase is kinetically favored [73]. In low molecular

weight PHP, an additional polymorph, the δ-phase, is found. Its nucleation is

critically dependent on the temperature of melt annealing. Provided that a suffi-

ciently low melting temperature is chosen, δ-phase can crystallize concurrently

with γ- and β-forms [73, 74]. Spherulites of the δ-polymorph nucleate and grow

first, followed by the formation of mixed γ/β spherulitic morphologies.

2.2.7 Poly(butylene adipate)

The monoclinic (α-) and orthorhombic (β-) structures of poly(butylene adipate)

(PBA) share the same planar zig-zag chain conformation, which is slightly com-

pressed in the case of the α-polymorph [5]. The monoclinic structure is the most

stable, with an equilibrium melting point of 64�C, compared with 54�C for the

β-form. However, this polymer provides an example of polymorph stability inver-

sion with size, therefore the α-phase is the stable structure only when macroscopic

crystals are considered (see Sect. 2.1) [41].

Generally speaking, the kinetically favored β-phase crystallizes at large

undercoolings, whereas the α-phase prevails at higher temperatures. Concomitant

crystallization of the two polymorphs is observed in an intermediate range of

undercoolings [41, 75–77]. Only α-phase develops above approximately 30�C,
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whereas the β-phase largely prevails at crystallization temperatures below 27�C. In
contrast to other polymers, in which the concomitant crystallization of polymorphs

can take place in a wide range of conditions (e.g., i-PP), the temperature window for

the simultaneous formation of the α- and β-phases of PBA is extremely narrow,

about 3–4�C, at most [41, 75].

The temperature range for concomitant crystallization can, however, be widened

by blending miscible amorphous [78] or semicrystalline [79, 80] polymers with

PBA, or by adding to the polymer suitable nanoparticles that enhance α-form
nucleation [81]. In these cases, the minimum temperature for the occurrence of

α-phase is lowered, thus extending the temperature range of concomitant crystal-

lization up to 12–15�C [78, 81]. On the other hand, copolymerization of butylene

adipate with hexamethyleneadipate (HA), a co-unit that is easily hosted in the

lattice of PBA β-phase, progressively hinders the concomitant crystallization of

the two forms [82]. Indeed, the temperature range of coexistence of the two

structures becomes narrower with increasing HA concentration in the copolymer.

Crystallization of only the β-phase in the whole temperature range is observed for

HA contents above 30 mol% [82].

2.2.8 Poly(butylene-2,6-naphthalate)

The aromatic polyester poly(butylene-2,6-naphthalate) (PBN) is an engineering

plastic that can crystallize in two crystal forms [105]. Both α- and β-structures
pack in a triclinic unit cell, with the β-form having a slightly higher crystalline

density with respect to the α-structure [106]. The chain conformations of the two

polymorphs also differ in the extension of the methylene residues and in the

co-planarity of the ester groups and the naphthalene rings [107].

Polymorphic crystallization of PBN has been investigated by means of WAXD

in non-isothermal and isothermal conditions [83, 84]. Reflections of both structures

are found in the diffraction patterns of samples crystallized non-isothermally, by

cooling at rates between 0.2 and 10�C/min. Concomitant crystallization of the two

forms is also observed for isothermal crystallization temperatures in the range 210–

225�C [84]. The relative content of α- and β-polymorphs varies with crystallization

temperature: the α-phase content increases with increasing undercooling and exclu-
sive formation of this polymorph is obtained below 205�C.

2.2.9 Other Examples

Two aromatic polyesters with a relatively long methylene sequence, poly

(hexamethylene terephthalate) (PHexT) and poly(heptamethylene terephthalate)

(PHepT), have been reported by Woo et al. to exhibit concomitantly crystallizing

polymorphs [85–87, 108]. PHexT develops α- and β-forms in different relative

amounts when crystallized between 90 and 135�C. Two different spherulitic mor-

phologies exist for the two polymorphs: spherulites with a well-developed Maltese
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cross with α-monoclinic structure and dendritic-type spherulites with β-triclinic
phase [85, 86]. PHepT shows a much more complex crystalline morphology, with

up to six different types of spherulites for α- and β-polymorphs [87]. Starting from a

sample crystallized in the β-phase, mild melting treatment at low annealing tem-

perature leads to concomitant crystallization of the α- and β-polymorphs in a wide

temperature range (55–80�C).
The crystallization of a precisely substituted polyethylene, containing a chlorine

atom along the polymer chain on each and every 15th backbone carbon (PE15Cl),

provides a further example of concomitant crystallization of polymorphs [88]. Form I

is proposed to be triclinic, with chains in all-trans conformation, and melts around

60�C. Form II has a non-planar, herringbone-like packing of the chains, and its crystals

are stable up to about 70�C. Surprisingly, the system changes from crystallizing in the

pure Form I to developing only Form II within 1�C of undercooling [88]. The two

polymorphs crystallize concurrently only between 53 and 54�C. In this extremely

narrow temperature range, the formation rates of the two structures invert their order.

Poly(ethylene oxide) (PEO) is known to form molecular complexes with several

guest small organic molecules [109–111]. In these systems, PEO and the small-

molecule guest crystallize in the same crystalline lattice, with a specific stoichio-

metric ratio between polymer repeating units and guest compound. The formation

of these molecular complexes does not generally rely on selective interactions

between the molecule and the polymer chain; instead, it is the result of a more

general physical association based on steric complementarity. Some of these

compounds are found to be polymorphic and also display concomitant crystalliza-

tion of the different forms. PEO/resorcinol molecular complex (with 2:1 stoichi-

ometry) crystallizes into α- and β-polymorphs, which exhibit melting points around

90 and 70�C, respectively [112]. Unbanded α-form and banded β-form spherulites

crystallize together from the melt at room temperature. Also PEO/para-nitrophenol
molecular complex (with 2:3 stoichiometry) show two polymorphs: a stable

α-phase and a metastable β-phase [113]. The two forms grow simultaneously

from the melt over a wide temperature range. The α-phase grows significantly

faster than the β-form for all the explored temperatures. The difference in growth

rate can be as large as an order of magnitude in the proximity of the β-phase melting

point.

Recent examples of concomitant crystallization of polymorphs have also been

reported for poly(1,3-dixolan) (PDOL) [114] and polyethylene with precisely

spaced ethyl branches on every 21st carbon (EB21) [115]. However, the focus of

these studies was on the occurrence of cross-nucleation between polymorphs.

Therefore, they are discussed in the next section.

A description of concomitant crystallization of PPVL, based on experimental

work of our group [116], is presented in Sect. 3. This polymer crystallizes concur-

rently in two different structures: the monoclinic α-form and the orthorhombic

γ-polymorph. The γ-phase is elusive to study, because it is the minor component

and develops very slowly. The γ-spherulites are quickly engulfed by the fast-

growing α-phase, which often nucleates at their periphery (a case of cross-

nucleation; see Sect. 2.3). Therefore, the reduced size of γ-spherulites is not
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adequate for determining their growth rate using direct methods. Section 3 includes

the description of a method to quantitatively derive the growth rate of the slow

polymorph, by means of analysis of the interspherulitic boundary profiles [116].

2.2.10 Polymorphic Self-Poisoning?

In the framework of concomitant crystallization of polymorphs, we briefly mention

the occurrence of a peculiar effect on the structuring kinetics that arises from the

competitive crystallization of two forms. An unusual temperature dependence of

the overall crystallization rate/growth rate on temperature has been sometimes

reported, both for melt [73, 77] and solution [117, 118] crystallization. The obser-

vations are summarized in Fig. 8; the temperature dependence of growth (or crystal-

lization) rate displays two maxima separated by a sharp minimum at intermediate

temperatures.

Fig. 8 Growth rates as a function of crystallization temperature for (a) PBA and (b) PHP. (c)

Onset time for crystallization in a 10 wt% solution of s-PS in cis-decalin at different temperatures.

(d) Rates of crystallization/gelation as a function of temperature for a solution i-PS in trans-
decalin. Adapted with permission from [73, 77, 117, 118]
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In low molecular weight PBA (Fig. 8a), the α-phase develops above 30�C and

the β-form below 26�C. A small decrease in the spherulitic growth rate is measured

at around 28�C, where both polymorphs develop from the melt [77]. An even

clearer situation is encountered in PHP (Fig. 8b). Here, the minimum between the

two bell-shaped curves is more evident: the growth rate decreases by almost one

order of magnitude in the vicinity of 53�C. Away from the temperature of such a

minimum, pure β- or γ-phases develop, at high and low temperatures, respectively.

Again, a mixture of the two forms is obtained at temperatures close to the minimum

in the growth rate [73].

A similar situation is found in solution crystallization of s-PS and i-PS. In cis-
decalin, s-PS forms a crystalline β-phase at around 100�C and an α-mesophase at

lower temperatures (about 50�C). In the temperature range in which the two

structures compete (i.e., between 65 and 75�C), a large decrease in the transforma-

tion time can be seen. At 70�C the crystallization time is more than four times

longer than the minimum time of the β-phase at 100�C (Fig. 8c) [117]. Also, i-PS

displays an unusual temperature dependence of the crystallization rate (Fig. 8d),

with a very deep minimum around room temperature. Crystals with different 3/1

helical and trans-planar chain conformation are obtained above and below this

temperature, respectively [118].

A further example (not shown in Fig. 8) is that of poly(L-lactic acid) (PLLA),

where the temperature dependence of spherulitic growth rate is described by a

double bell-shaped curve [119–121]. The first maximum, occurring around 125�C,
is ascribed to formation of the orthorhombic α-form, whereas the acceleration at

lower temperatures is attributed to the development of a conformationally disor-

dered pseudo-hexagonal modification, denoted as α0 [122].
It should be stressed that, in these systems, the decrease in growth/crystallization

rate with decreasing temperature is not a consequence of decreased mobility, as

usually observed in melt crystallization. Indeed, both for PBA and PHP the mini-

mum growth rate is found at temperatures much higher than the relative glass

transition temperature [73, 77]. The same is true for solution crystallization of

isotactic and syndiotactic polystyrenes [117, 118], because the increase in solution

viscosity with decreasing temperature is minimal. Moreover, changes in molecular

mobility would not explain the inversion of temperature dependence of crystalli-

zation rate following a further decrease in temperature. Clearly, a different expla-

nation is needed.

Keller discussed in detail this phenomenon for i-PS [118]. He pointed out that

this effect resembles known examples of “self-poisoning” of growing crystals of

long linear alkanes [123–125]. These systems crystallize in chain-extended or

chain-folded conformation depending on the temperature. With decreasing crystal-

lization temperature, the growth rate of the extended-chain crystals first increases

(as expected), passes through a maximum, and then decreases to a sharp minimum.

Upon further decrease in temperature, the growth rate rises again when once-folded

crystals predominantly develop. Such a minimum in the plot of growth rate versus

temperature is thought to result from competition between different conformations

of segments attaching at the crystal growth front. Folded-chain nuclei form on the

Concomitant Crystallization and Cross-Nucleation in Polymorphic Polymers 21



growth face of extended-chain crystals, hindering the deposition of chain stems in

the extended conformation.

In analogy with the above case of self-poisoning, Keller also described the

anomalous crystallization behavior of i-PS solutions as a mutual blocking effect

of the two competing chain conformations in their respective crystal formation.

This obviously occurs only in the temperature range where the two conformations

can co-exist [118]. This hindering effect of the same chain on polymorph crystal-

lization rate can be described as “polymorphic self-poisoning.” Although in the

case of i-PS, the poisoning originates from the different chain conformations of the

different developing crystals, this is not true for the other mentioned cases. For

PBA, PHP, and s-PS the two developing polymorphs share the same chain confor-

mation [73, 77, 117]. Thus, the hindering effect is probably of crystallographic

origin, with the geometry of the secondary nucleus at the crystal growth front being

different for the two forms.

It is worth mentioning that polymorphic self-poisoning has been already invoked

for small organic molecules. In particular, in a polar steroid, a group of crystal faces

exhibits retarded growth as a consequence of the formation of an ultrathin layer of

metastable polymorph covering the surface [126].

2.3 Cross-Nucleation Between Polymorphs

Cross-nucleation refers to the heterogeneous nucleation of a polymorph on a

different, pre-existing polymorph, and it does not involve any kind of direct

phase transformation between the two [17]. Although the occurrence of cross-

nucleation was observed in polymers [49] before being seen in small organic

molecules [127], the phenomenon did not receive much attention in polymer

literature. By contrast, several examples on the topic exist for molecular crystals,

including some systematic experimental and simulation work. In order to grasp the

basic phenomenological features of cross-nucleation, these latter works are

reviewed in the next section. Then, recent evidence of cross-nucleation in the

field of polymer crystallization, together with older observations and a few

overlooked examples, is discussed.

2.3.1 Cross-Nucleation in Small Organic Molecules

Yu was the first to discuss the nucleation of one polymorph by another for small

organic molecules [127]. He reported the examples of two hexitols, D-mannitol and

D-sorbitol. Melt crystallization of D-mannitol proceeds via the nucleation of a

metastable δ-polymorph, followed by nucleation of a more stable α-polymorph

on the surface of δ-spherulites (see Fig. 9a). In his experiments, the new

α-polymorph grows faster than the δ-polymorph. For what concerns D-sorbitol,

the melt was seeded with crystals of the stable γ-form. Crystallization around the
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seed occurred in the metastable E-polymorph [127]. Already from these first

examples, it is clear that seeds of one polymorph can nucleate another crystal

structure of either higher or lower thermodynamic stability, provided it grows faster

than the original polymorph.

The new phenomenon, termed cross-nucleation, was further investigated in

spontaneous and seeded crystallization of 5-methyl-2-[(2-nitrophenyl)amino]-3-

thiophenecarbonitrile [128], named ROY for the red, orange, and yellow crystals

of its ten polymorphs [129]. Extensive, and sometimes selective, cross-nucleation

between ROY polymorphs was found. An example is provided in Fig. 9b, showing

a seed of the Y04 polymorph, which cross-nucleates the fast-growing R05 phase

and is then engulfed by the newborn spherulite.

The study of ROY polymorphs confirms that thermodynamic stability is not the

governing factor for cross-nuclation (i.e., the “daughter” phase can either be of

higher or lower stability than the “parent” phase). On the other hand, the new cross-

nucleating polymorph always grows faster than (or at least as fast as) the initial

polymorph. This is a necessary, but not sufficient, condition for observing cross-

nucleation. For instance, Y04 grows the slowest of all polymorphs at room

temperature, but only R and R05 phases were observed to nucleate on it. This

selectivity of the cross-nucleation process is apparently not related to epitaxy,

because no evident lattice matching is found for any pair of cross-nucleating poly-

morphs. On the other hand, solution crystallization of a steroid provides evidence

that epitaxy can play a role in cross-nucleation between polymorphs, both for the

case of metastable-on-stable [130] and vice-versa [131]. However, changing the

composition of the solvent mixture leads to cross-nucleation of the metastable

polymorph on the stable polymorph without any preferred orientation (i.e., lacking

epitaxial relationship between the two phases) [130]. It can thus be concluded

that epitaxy is not a fundamental requirement for cross-nucleation to occur.

The group of Yu also focused on the effect of crystallization temperature on

cross-nucleation in D-mannitol containing 10 wt% of melt-miscible poly(vinylpyr-

rolidone) [132]. The number of α-phase nuclei formed per surface unit of

Fig. 9 (a) Cross-nucleation in D-mannitol: α-phase nucleating on δ-polymorph. (b) Cross-

nucleation between ROY polymorphs: R05 nucleating on Y04. Adapted with permission from

[77, 127, 128]
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δ-polymorph in the unit time was found to greatly increase with undercooling and

with the presence of the polymeric additive. The α-on-δ cross-nucleation rate

increases by about one order of magnitude with decreasing the crystallization

temperature from 110 to 105�C [132]. The fast-growing α-polymorph of D-mannitol

was also able to cross-nucleate on seeds of the most stable β-polymorph, below a

certain crystallization temperature [133].

Nucleation of a crystal polymorph on the surface of another has also been

reported during the solution-mediated transformation of an initial metastable struc-

ture into the stable structure (e.g., in 2,6-dihydroxybenzoic acid and L-glutamic

acid) [105, 134–136]. In these cases, because the phase transformation proceeds

towards increasingly stable phases, according to Ostwald’s rule of stages, the cross-
nucleating polymorph should always be more stable than the parent.

The issue of cross-nucleation was also addressed by means of molecular dynam-

ics simulation [137–143]. The advantage of computer simulation techniques is that

molecular details of the polymorphic nucleation and growth steps, which are

experimentally inaccessible, can be inferred. All the main phenomenological fea-

tures of cross-nucleation are captured in the simulated crystallization of a liquid

composed of spherical particles, governed by Lennard–Jones potential [137–

141]. During the growth stage, the stable face-centered cubic (fcc) polymorph

cross-nucleates the metastable and faster growing hexagonal close-packed (hcp)

structure [137, 138]. Given the activated nature of the cross-nucleation process, it

can become unlikely if the undercooling is reduced, leading to the formation of pure

fcc phase [139]. When the crystallization conditions are such that the fcc and hcp

growth rates are comparable, both hcp-on-fcc and fcc-on-hcp (i.e., metastable-on-

stable and stable-on-metastable) cross-nucleation events are observed

[140, 141]. Molecular dynamics of more complex systems, such as polymorphic

clathrate hydrates, also reveals cross-nucleation [142, 143]. These studies underline

the importance of the formation of an interfacial transition layer between poly-

morphs that do not share a common crystal plane.

2.3.2 Recent Examples of Cross-Nucleation in Semicrystalline

Polymers

The term “cross-nucleation” appeared in the polymer literature only very recently,

in two studies of polymorphic crystallization in poly(1,3-dioxolan) (PDOL) and in

polyethylene with precisely spaced ethyl branches on every 21st backbone carbon

[114, 115].

PDOL exhibits very complex polymorphic behavior, with the existence of at

least three modifications. Two forms are found to grow concomitantly and undergo

a fast solid-state phase transformation [144–146]. Prud’homme et al. nucleated a

spherulite of Phase I at subambient temperature, and subsequently brought the

system to room temperature. A second phase, IIa, grows radially from Phase I,

and then suddenly transforms to the highly birefringent Phase IIb. Once the

transformation is complete a third phase (Phase III) cross-nucleates on Phase IIb
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(see Fig. 10a) [114]. Phase III nucleates selectively only on Phase IIb. Its sponta-

neous nucleation has never been observed, in analogy with the selective cross-

nucleation of R05 polymorph on the Y04 structure in ROY [128]. The cross-

nucleating Phase III is metastable with respect to Phase IIb, which, in turn, is

more stable than Phase I. Concerning the growth rates, Phase III grows slower than

Phase IIa; however, cross-nucleation (on Phase IIb) is possible, because the solid-

state transformation of Phase IIa into Phase IIb stops the growth of modification II.

Polyethylene with precisely spaced ethyl branches on every 21st carbon (EB21)

crystallizes in two forms, featuring different WAXD patterns. At a crystallization

temperature of 25�C, the two structures develop concomitantly: Form I nucleates

and grows first, followed by the growth of Form II [115]. POM revealed that the

second spherulite stems from the growth front of an initially formed spherulite. The

interface between the two spherulites is zig-zag shaped (see Fig. 10b). Although the

two morphologies are difficult to distinguish with optical microscopy, selected area

microbeam X-ray diffraction studies confirmed that they actually pertain to the two

structures, with Form II cross-nucleating on Form I. Accordingly, the measured

growth rate of Form II is about 30% faster than that of Form I. It has been suggested

that the presence of ethyl branches, included in the lattice with a well-defined

crystallographic orientation, disturbs the lateral growth of a secondary nucleated

stem of Form I. On the other hand, the more disordered packing of Form II results in

lower hindrance to the growth process by the short chain branches; hence, the faster

growth of Form II and its cross-nucleation on Form I [115].

These new experiments were honestly claimed to be the first to confirm the

existence of cross-nucleation in polymers; however, an extensive literature search

disclosed several other examples, which are discussed in the following sections.

Fig. 10 (a) Morphology of PDOL crystallized at 23�C, showing three optically distinguishable

phases: Phase I, Phase IIb, and Phase III, from the core to the exterior of the crystals, respectively.

Scale bar: 200 μm. (b) Cross-nucleation between Form I and Form II of EB21 crystallized at 25�C.
Arrows show the zig-zag shaped boundary between the two polymorphs. Adapted with permission

from [74, 77, 114, 115]
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2.3.3 Older Examples of Cross-Nucleation in Semicrystalline

Polymers: The Case of α/β “Growth Transition” in Isotactic

Polypropylene

To the best of our knowledge, the first observation of cross-nucleation in polymers

dates back to 1977, when Lovinger et al. described the peculiar “growth transfor-

mation” occurring in an i-PP sample solidified in a temperature gradient or isother-

mally (see Fig. 11a) [49]. The authors described the initiation of a spherulite of the

trigonal β-phase (more birefringent than the α-phase) at the growth front of the

monoclinic α-phase, and named the process “growth transformation.” The sudden

change in the growing structure was interpreted as an “accidental discrepancy” at

the tip of the growing lamella, causing the chains to pack in a different mode, which

can eventually be preserved and overtake the original structure because of its faster

growth rate.

It was speculated that assemblies of molecular helices similar to the packing of

the β-polymorph can exist in the melt. When they are reached by the α-phase
growth front, they induce the formation of a nucleus of the β-modification

[49]. Because the α-polymorph is more stable than the β-polymorph, a question

was raised about the possibility of observing the reverse transformation (i.e.,

β-to-α). Lovinger et al. concluded that such transformation would not be possible,

because the growth rate of the β-phase is faster than that of the α-form, eventually

causing engulfment of monoclinic nuclei by the growing β-crystals. It can be

noticed that the well-established [127, 128, 137, 138] constraint on the growth

rate of cross-nucleating polymorphs was already understood. However, because

inversion in the order of the growth rates of i-PP α- and β-polymorphs with

temperature (see Fig. 4) was not yet known [39], Lovinger’s deduction about the

possible occurrence of β-to-α growth transformation was necessarily biased.

The phenomenon of nucleation of one polymorph by another in i-PP has been

described with different terms such as “growth transformation” [49], “bifurcation of

growth” [39], and “growth transition” [40]. We stress that all these names refer to

the very same phenomenon, which, in more recent years, has been defined as cross-

Fig. 11 (a) α-to-β and (b) β-to-α growth transition (or cross-nucleation) in i-PP. Adapted with

permission from [49, 50]
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nucleation [128]. Hereafter, we use the term “growth transition,” which has become

the most popular in polymer literature. This is in order not to generate confusion by

introducing a new term (cross-nucleation) that, although probably more correct, is

foreign to the referred works.

Because of the high industrial and scientific relevance of i-PP, many reports on

α-to-β growth transition followed the original work of Lovinger et al. [39, 40, 50,

147–150].

Extensive work on the topic was carried out by the group of Varga. With the aim

of extending the temperature range for the determination of the relative growth

rates of α- and β-phases, stepwise crystallization temperature profiles were imposed

on non-nucleated i-PP [39, 147]. The β-spherulites were produced in a low tem-

perature step, followed by measurement of the rate of their continued growth at

different higher temperatures. These measurements revealed the existence of a

crossover temperature (Tβα), around 140�C, above which the growth rate of the

α-phase exceeds that of the β-polymorph (see Fig. 4b). When the second temper-

ature step was higher than Tβα, pinpoint α-nuclei develop and grow, starting from

the periphery of the β-spherulite and resulting in characteristic β/α twin morphol-

ogy, as shown in Fig. 11b.

Given the difference in melting point between the two structures [55] (see

Fig. 12), a clearer picture of the spatial distribution of the two polymorphs was

obtained upon heating. The sample was first crystallized stepwise at TC1¼ 135�C
and TC2¼ 141.5�C for a certain time, and subsequently heated to 167�C. At TC1,
concomitant crystallization of β- and α-spherulites occurs. Figure 12a shows the

morphology developed at TC2. The cores of the two spherulites, indicated in red in

the image, are the α- and β-crystals grown at TC1. The parts highlighted with green

symbols are those formed at TC2.
Because TC2 lies above Tβα, the growth of the β-spherulite (Fig. 12a, left side) is

frequently interrupted by β-to-α growth transitions. On the other hand, the α-phase
spherulite (Fig. 12a, right side) continues growth in the monoclinic (α-) modifica-

tion. When the temperature is raised to 167�C, the β-phase melts, revealing the

Fig. 12 α-phase and β-phase spherulites, with β-to-α growth transitions on the latter, at (a)

141.5�C and (b)167�C. Red indicates the α- and β-crystals grown at 135�C; green indicates

those formed at 141.5�C. Adapted with permission from [50]
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α-phase overgrowth nucleated on its surface (see Fig. 12b). The characteristic shape
of the α-phase regions demonstrate a point-like nucleation on the β-spherulite, and
allows us to exclude the possibility that they might be α-spherulite inclusions

formed separately in the melt. Incidentally, at 167�C, the α-core of the spherulite

shown on the right of Fig. 12a is also molten, because it contains thinner α-lamellae

formed at a lower crystallization temperature.

Therefore, both α-to-β [49, 147] and β-to-α [39, 147] growth transitions have

been observed; the “direction” of the transition can be reversed simply by crossing

Tβα (i.e., by passing from faster growth of the β-polymorph compared with the

α-polymorph to the opposite situation). However, α-to-β growth transition is

reported to be rare or sporadic in quiescently crystallized i-PP [39]. This indicates

that the faster growth rate of one polymorph is a necessary condition for observa-

tion of cross-nucleation, but, as pointed out by Yu in the study of ROY polymorphs

[128], it is not sufficient. The α-to-β growth transition is always observed, obvi-

ously below Tβα, from oriented row-nucleated α-phase morphologies produced by

the application of a shear flow to the polymer melt [51]. It is worth mentioning that

in a random propene/ethylene copolymer containing a β-nucleating agent, the

β-to-α growth transition is seen over the whole explored temperature range because

the growth rate of the α-form is always greater than that of the β-modification (i.e., a

Tβα does not exist for this material) [148].

Varga discussed the observation of β-to-α growth transition at the light of the

Hoffman–Lauritzen secondary nucleation theory of polymer crystal growth

[151]. He showed that the free energy barriers for the nucleation of α- and

β-surface nuclei on the growth front of β-crystals are comparable above a certain

temperature, leading to similar probabilities for the two nucleating events [39]. This

theoretical explanation also justifies a peculiar observation: in contrast to other

reports on the temperature dependence of cross-nucleation kinetics in small organic

molecules [132], β-to-α growth transition seems to become more frequent with

increasing crystallization temperature [39].

We recall from Fig. 4b that the growth rates of α- and β-polymorphs intersect at

two different temperatures, with the α-phase growing faster than the β-phase above
about 140�C and below 105�C [39, 40, 54]. Accordingly, a low temperature β-to-α
growth transition should be expected. In fact, experiments in which a β-nucleated
i-PP is first grown at high temperature and subsequently quenched to room tem-

perature confirm this expectation [40, 150]. This behavior was described as “growth

kinetics phase reentrancy.”

Lotz investigated the structural basis of the β-to-α growth transition [40]. By

inducing the transition at the edge of a β-form single crystal, the mutual orientation

of the two phases could be established through careful morphological examination

(see Fig. 13, left). Small elongated α-crystals grow with orientation parallel or at

60� with respect to the (110) growth faces of the β-phase single crystal.
The structural details of the growth transition between the two polymorphs are

highlighted in Fig. 13 (right) [40]. The contact face corresponds to the most densely

packed planes of the two phases, with very close interhelix distances. Both planes

are made of isochiral helices and differ only by the azimuthal setting of one helix
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out of three. Therefore, reorientation of this helix would be sufficient to generate a

small patch of the other, faster growing, phase [40].

2.3.4 Other Cases of “Growth Transition” in Polymorphic Polymers

Two other examples of growth transition exist in the polymer literature, but these

cases are much less studied than that of α-to-β growth transition in i-PP.

Lovinger reported γ-to-α growth transition in PVDF. As seen in Sect. 2.2.5, α-
and γ-phase PVDF spherulites grow concomitantly in an intermediate range of

undercoolings [67–69, 117]. Spherulites of the metastable α-phase grow about

seven times faster than those of the γ-polymorph at around 155�C (see Fig. 7b).

As a consequence of the faster growth of the α-polymorph, γ-to-α growth transition

occurs at the growing tips of the lamellae in γ-spherulites, causing rapid envelop-

ment of the parent spherulite by the daughter α-phase (as shown in Fig. 14a). The

structural details at the γ-to-α transition points were further investigated by means

of electron microscopy. No discontinuity between the two morphologies was

observed, thus suggesting that the α-growth is not initiated by external factors

such as temperature fluctuations [67].

Lovinger reported that, at intermediate temperatures, many γ-spherulites were
seen to have undergone such growth transition “at two, three, or more points of their

peripheries.” He also considered that “the statistical probability for initiation of

α-growth” (by γ-spherulites) “depends strongly on the difference in growth rate

between the two.” These observations clearly indicate a temperature dependence of

growth transition kinetics. Although not explicitly discussed by Lovinger, it can be

deduced that growth transition events become more frequent with decreasing

crystallization temperature, a feature in agreement with data on cross-nucleation

kinetics of D-mannitol [132].

Fig. 13 Left: Phase contrast optical micrograph of a hexagonal β-phase single crystal of i-PP, with
small α-phase crystals developed at the edge. Right: Structural relationship between β- and

α-phases at the point of growth transition. Triangles represent helical i-PP stems comprising

three monomers per turn. Adapted with permission from [40]
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Interestingly, although at high temperatures (i.e., close to the melting point of the

α-form) an inversion of the growth rates of the two polymorphs is observed (see

Fig. 7b), no α-to-γ growth transition could be found. Again, this is consistent with

the fact that a faster growth rate of one polymorph is a necessary, but not sufficient,

condition for cross-nucleation to occur.

A last example of growth transition was reported by our group for polymorphic

PPVL [116]. A detailed description of the concomitant crystallization of α- and
γ-polymorphs of this polymer, including its effect on the morphology of the

samples, is given in Sect. 3. Here, we briefly mention observations related to the

growth transition of PPVL.

The morphology of isothermally crystallized PPVL often shows small and

weakly birefringent spherulites of the orthorhombic γ-form engulfed by large and

highly birefringent spherulites of the monoclinic α-phase nucleated by a growth

transition mechanism. An example is provided in Fig. 14b. The growth transition

phenomenon in PPVL was associated by Alfonso et al. with the existence of

subcritical clusters of the α-phase in the undercooled melt. These clusters are not

big enough to act as primary (three-dimensional) nuclei, but their dimensions could

be sufficient for the formation of stable surface nuclei [116]. Therefore, when the

apex of the growing γ-form lamella reaches one of these clusters, their arrangement

is preserved in the crystal, causing polymer molecules to alter their packing mode

from the orthorhombic to the monoclinic lattice. It was also shown that propagation

of the newly formed crystal lattice depends on the relative growth rates of the two

polymorphs: the dominant structure at late stages being that of the faster growing

phase. The occurrence of the opposite α-to-γ growth transition is also considered

possible; however, given the higher growth rate of the α-form in the entire explored

temperature range, γ-on-α nuclei could only spread over a very short distance

before being halted by a faster growing α-lamella.

Concerning the temperature dependence of the growth transition process, an

increased number of γ-spherulites exhibiting multiple α-nuclei at their periphery

Fig. 14 (a) α-phase spherulites nucleating at the edge of γ-form spherulites in PVDF. (b) Banded

and weakly birefringent γ-phase PPVL spherulite engulfed by an α-form spherulite nucleated by

growth transition at its periphery. Adapted with permission from [67]
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were observed on increasing undercoolings. Below a certain temperature, growth

transition events became so frequent that the boundaries between the two types of

spherulites were no longer discernible. Both PVDF and PPVL growth transitions

seem to be in general agreement with measurement of cross-nucleation kinetics in

small organic molecules, because they show an increase in frequency with decreas-

ing temperature. On the other hand, the case of α-to-β growth transition in i-PP

displays the opposite trend [39]. This peculiar temperature dependence in i-PP

deserves further experimental investigation.

2.3.5 Overlooked Examples of Cross-Nucleation in Semicrystalline

Polymers

Although not necessarily discussed in these terms, the peculiar spherulitic mor-

phology arising from cross-nucleation/growth transition has been observed in a few

other polymers, namely in low molecular weight PHP and PBA [74, 77].

Short chains of PHP are able to arrange themselves in the δ-phase, with helical

conformation, or in the all-trans β- and γ-polymorphs (see Sect. 2.2.6) [74]. When

low melt annealing temperatures are adopted, the sample crystallizes concomitantly

in a mixture of δ- and γ-phases at 70�C. The δ-form spherulites nucleate heteroge-

neously in the first stage of crystallization, forming a compact morphology with

Maltese cross. A more coarse and open spherulitic morphology, typical of the

γ-phase, develops in a later stage. Often, but not always, this new morphology

nucleates at the edges of δ-form spherulites (see Fig. 15a). At this specific crystal-

lization temperature, the growth rate of the γ-phase spherulites is about 65% greater

than that of the faster nucleating δ-phase.
PBA is known to show a crystallization temperature-dependent polymorphism

(see Sect. 2.2.7). Monoclinic (α-) and orthorhombic (β-) crystals can grow simul-

taneously from the melt in a limited temperature window [77]. When concomitant

crystallization occurs, primary nuclei of the α-phase develop first, and ring-less

spherulites grow to some extent. After a certain time, several nuclei of banded,

β-phase spherulites appear at the edges of the unbanded α-form (see Fig. 15b). The

ring-banded spherulites of the β-form grow at a rate that is about twice that of the

α-phase [77]. Interestingly, two transitions of the spherulitic morphology are

sometimes observed along the radial growth direction: α-to-β followed by β-to-α.
Molecular dynamics simulation of cross-nucleation has shown this behavior to be

feasible when the polymorphs grow at similar rates [140, 141]. Nevertheless, in the

case of PBA, the onset of reverse cross-nucleation events (β-to-α) towards the end
of the crystallization is attributed to a variation in the melt composition. Indeed, as a

consequence of molecular segregation, PBA melt becomes progressively enriched

in low molecular weight species as the crystallization proceeds.

In the cases above, the occurrence of cross-nucleation can be appreciated by

analyzing the microscale morphology of polymer spherulites. However, given the

hierarchical organization of polymer crystals (i.e., from nanoscale lamellae to
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microscale spherulites), cross-nucleation can also manifest itself at different length

scales.

One renowned case is the mentioned (Sect. 2.2.1) α/γ crystallization in i-PP

[91, 92]. In this situation, the nucleation of one polymorph on the other (γ-on-α)
takes place at the lamellar level, by an epitaxial mechanism. The γ-crystals nucleate
on the lateral (010) faces of the α-crystals, the b-axes of the two structures are

parallel, and the chain axis of the orthorhombic phase forms an angle of about 50�

with the (α-) lamellar surface [92]. Noticeably, the reverse case of α-on-γ nucle-

ation is not observed. Another example of polymorphic polymer crystals that

nucleate epitaxially one over the other is found in poly(hexamethylene terephthal-

ate) [152]. Chain-folded triclinic (β-) crystals nucleate on chain-extended fibrillar

α-phase crystals with a specific orientation, which is determined by the epitaxial

relationship between the two polymorphs.

These two polymers demonstrate that epitaxy can exist between cross-nucleating

structures; however, as observed in small organic molecules [128, 130, 131], it is

not a strict requirement. Clearly, the efficiency of cross-nucleation in the two cases

(i.e., at the spherulitic or lamellar scale) is largely different. When nucleation of one

polymorph on the other takes place at the length scale of the crystalline lamellae, an

extremely high cross-nucleation density (i.e., number of cross-nuclei per unit of

available surface) can be realized. Despite the huge difference in the frequency of

nucleation events, the two cases of nucleation at the lamellar or spherulitic level

should be both considered as limiting examples of cross-nucleation between poly-

mer polymorphs.

Several examples of cross-nucleation or growth transition in polymorphic poly-

mers have been presented in previous sections. It can be seen that this phenomenon

is quite widespread or, at least, not rare. In particular, it cannot be excluded that, if

suitable crystallization conditions are met, cross-nucleation could also occur in

other concomitantly crystallizing polymers (see Sect. 2.2) in which it has not yet

been observed. In this respect, a novel example of cross-nucleation in i-PBu, as

highlighted in our own recent research [153, 154], is presented in Sect. 4. Although

Fig. 15 (a) γ-form spherulites (weak birefringence) nucleated on the surface of pre-existing

δ-phase morphologies in PHP. (b) Ring-banded β-spherulites of PBA nucleating on ring-less

α-phase. Adapted with permission from [74, 77]
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i-PBu crystallization and polymorphism have been studied for the last 50 years, the

existence of cross-nucleation was never previously reported.

2.3.6 Blends of Poly(lactic acid) Enantiomers: Cross-Nucleation

Between Racemate and Conglomerate Crystals

A peculiar situation from the nucleation perspective, which can fall into a broader

definition of cross-nucleation, arises in the crystallization of mixtures of enantio-

meric molecules [17, 155]. There are several crystallization possibilities for a

racemic liquid of a chiral molecule. A racemate is produced when the crystal

contains both enantiomers in the unit cell, in a one-to-one ratio; a conglomerate

is instead a physical mixture of the two enantiomerically pure crystals; and a solid

solution contains the two oppositely configured molecules in a random arrangement

in the crystal.

Yu et al. studied the crystallization of the chiral drug tazofelone (TZF)

[155]. The racemic TZF liquid crystallizes spontaneously as a racemate, which is

more stable than the conglomerate at any temperature. However, when the system is

seeded with crystals of the pure enantiomers, a rare solid solution (with racemic

composition) is formed. Although the solid solution is metastable compared with

the racemic crystal, it can prevail in the crystallization process because it nucleates

on the pure enantiomorph seeds and grows much faster than the competing race-

mate. Yu describes this crystallization scheme as cross-nucleation between phases

whose compositions are partially the same, that is, TZF solid solution (composed of

R and S enantiomers) on TZF enantiopure crystal (R or S configured

molecules) [155].

Polymerization of an optically pure chiral molecule leads to the production of an

enantiopure polymer. A mixture of polymer enantiomers can crystallize either as a

conglomerate or as a racemate. In the latter case, crystals composed of enantiomers

with a 50/50 composition are more frequently described as “stereocomplex” in

the polymer literature. The most studied case is that of poly(lactic acid) (PLA)

[156]. Lactic acid monomer can be synthesized in two enantiomeric forms, L- and

D-lactic acid, resulting in two enantiomeric polymers, poly(L-lactic acid) and poly

(D-lactic acid) (PLLA and PDLA, respectively). When either of the pure enantio-

mers is crystallized alone, distorted orthorhombic crystals (α-phase), hereafter
called “homocrystals,” with melting point of around 170�C, are obtained. On the

other hand, the crystallization of a racemic blend of PLLA and PDLA proceeds with

the development of stereocomplex crystals, where an equal amount of PLLA and

PDLA chains are packed in a trigonal cell. Notably, the melting temperature of

stereocomplex PLA exceeds that of the homocrystal by around 50�C [5, 156].

In blends of enantiomeric PLA, stereocomplex crystals can form at temperatures

above the melting point of the homocrystals. In the temperature range in which both

structures develop, stereocomplex spherulites show shorter induction times (i.e.,

nucleation times) and growth rates up to an order of magnitude larger than those of

PLLA or PDLA α-structures [157]. Despite the large kinetic advantage of the
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stereocomplex crystals with respect to homocrystals, PLLA/PDLA blends often

crystallize as a mixture of the two structures. The ratio of stereocomplex to

homocrystal fractions decreases with the deviation of blend composition from the

equimolar value (50/50% PLLA/PDLA) and with increasing the molecular weight

of the polymers [158].

When both stereocomplex and homocrystals co-exist in the same sample, kinetic

studies reveal a clear nucleating effect of the racemate crystals on the enantiopure

species [159–163]. Indeed, relatively small amounts of PDLA (in the range 0.1–

15 wt%) have been used as nucleating agents for PLLA homocrystals [159–

161]. Investigation of the mechanism of crystallization rate enhancement with

respect to the pure enantiomer has shown that PLLA homocrystallization is pre-

ceded by stereocomplex formation, which provides a high number of heterogeneous

nuclei on which enantiopure crystals can grow. The efficiency of stereocomplex

crystals as nucleating agents for homocrystals is far superior to that of talc, a

commonly adopted PLLA nucleant [159].

The heterogeneous nucleation of PLA homocrystals by the stereocomplex is

easily highlighted by stepwise crystallization experiments. In a 90/10 wt% PLLA/

PDLA blend stereocomplex spherulites are first grown at 180�C, above the

homocrystal melting point. Then, the sample is quenched to a low crystallization

temperature (100�C), whereby a transcrystalline homocrystal layer develops at the

edges of the sterecomplex spherulite [162]. We stress that the kinetic requirement

for the occurrence of cross-nucleation is fulfilled. Indeed, in a 90/10 wt% PLLA/

PDLA blend, the growth rate of the homocrystal at low temperatures is greater than

that of the stereocomplex, because the latter is difficult to form in compositionally

unbalanced blends of PLA enantiomers [164]. Also, in the case of 50/50 wt%

PLLA/PDLA blends, recent results are consistent with a homocrystal-on-

stereocomplex cross-nucleation mechanism [165]. In fact, in situ WAXD during

crystallization of racemic PLA blends revealed that stereocomplexation and

homocrystallization are successive rather than simultaneous, with the former pre-

ceding the latter in isothermal conditions [165].

A further example of PLA homocrystal cross-nucleation on a stereocomplex, is

shown in Fig. 16 [166]. The micrograph was taken during the crystallization at

130�C of a 50/50 blend of star-shaped PDLA oligomers with high molecular weight

PLLA. Stereocomplex crystals start to grow first from the melt, and form an open,

dendritic-like morphology. At the growth front of the stereocomplex, several

homocrystal spherulites (characterized by a more compact appearance) nucleate

and grow. The boundary between the two structures is zig-zag shaped, because the

growth of stereocomplex spherulites is interrupted, at several different times, by the

cross-nucleation of the homocrystal.

At this stage, the analogy of the PLA stereocomplex/homocrystal case with the

crystallization of TZF racemic liquid discussed by Yu [155] is evident. Both

situations represent a particular case of cross-nucleation between phases having

partially the same composition [17, 155].

Incidentally, the nucleation of PLA homocrystals on a stereocomplex was

suggested to follow an epitaxial mechanism [167]. However, selected area electron
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diffraction studies of PLA α-crystals grown on oriented stereocomplex films

recently demonstrated that epitaxy does not play any role in PLA homocrystal-

on-stereocomplex nucleation [163]. This is a result of the crystallographic

mismatching between the 10/3 and 3/1 helical conformations of PLA chains in

the α-crystal and in the stereocomplex, respectively.

3 Case Study I: Concomitant Crystallization of Poly

(pivalolactone)

Poly(pivalolactone) (PPVL) is a highly crystalline polyester that displays three

crystalline modifications (α-, β-, and γ-) [168–170]. Whereas the β-phase, formed

only by stretching α-PPVL, has a planar zig-zag chain conformation, the α- and
γ-polymorphs both possess a 2/1 helix, which is packed either in a monoclinic

(α-crystals) or orthorhombic (γ-crystals) lattice. The monoclinic α-phase is the most

stable structure, with a melting point around 230–240�C, compared with the 210–

220�C of the γ-phase. As mentioned in Sect. 2.2.9, α- and γ-phases can crystallize

concomitantly in a wide temperature range, the relative content of the two phases

being strongly dependent on both crystallization and melt-annealing

conditions [171].

Melt-memory effects on the polymorphism of PPVL were investigated in detail

by Meille [171]. Starting from a sample containing exclusively the α-phase, the
same polymorph was predominantly obtained upon re-crystallization if the melt

annealing temperature was lower than 240�C or higher than 280�C. A mixture of α-
and γ-structures was instead obtained for melt temperatures between these two

limits when the re-crystallization occurred at moderate undercoolings (i.e., between

120 and 160�C). Crystallization temperatures higher than 180�C led to pure

α-phase, independently of the melt treatment. These results can be explained by

Fig. 16 PLA homocrystal

nucleated on stereocomplex

spherulite in a 50/50 star-

shaped PDLA/linear PLLA

blend
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considering that α-phase self-nuclei survive in the melt to different extents,

depending on the annealing temperature. Upon increasing melt annealing temper-

ature, the α-nuclei gradually disappear, and a meaningful fraction of γ-phase is also
obtained. At temperatures above 280�C, thermal degradation of the polymer occurs

and can affect γ-phase crystallizability.
A careful analysis of the growth kinetics of α-form spherulites has been

performed, including the determination of growth regimes, fold surface free energy,

and equilibrium melting temperature [172, 173]. The α- and γ-spherulites present
different morphologies, with the γ-phase spherulites displaying weak birefringence
and irregular banding, in contrast to the highly birefringent and non-banded

α-spherulites [174]. Attempts to directly measure γ-phase growth rate have been

unsuccessful. The reason is that the γ-phase is typically the minor component in a

temperature range where the high nucleation density and fast growth of the α-phase
prevent γ-spherulites from attaining dimensions suitable for accurate growth rate

evaluation. To bypass this problem, an indirect method to obtain the linear growth

rate of the γ-form of PPVL has been developed. The method is based on analysis of

the profile of the α/γ interspherulitic boundary in the special case in which the slow
growing γ-spherulites are engulfed by the fast growing α-spherulites nucleated at

the γ-form growth front via cross-nucleation.

The geometric shape of interspherulitic boundaries, in the case of growth of

different modifications, was quantitatively described by Varga [175] and Lednicky

[176]. By considering pseudo-two-dimensional crystallization, as occurs in films

with thickness smaller than the spherulite diameter, Varga derived an equation

describing the boundary lines between adjacent spherulites as a function of the

relative growth rates of the polymorphs, the time lag between nucleation events,

and the distance between nuclei. Depending on the values of these parameters,

straight lines, circles, hyperbolas, and fourth-order polynomial curves were

obtained and, to some extent, observed in the crystallization of α- and β- i-PP [175].

In the most general case, a primary nucleus of a spherulite, growing at a constant

linear rate GB and appearing at t¼ 0 at the origin of the Cartesian axes, is

considered. A second spherulite, with growth rate GA, begins to grow from a

point along the x-axis at a distance R0 from the origin, at time t¼ t0� 0. The ratio

of the two growth rates, GA/GB, is defined as Z. Initially, the two bodies grow

independently as expanding circles; their contour is given by the following relation-

ships [175]:

x2 þ y2 ¼ r2B ¼ G2
Bt

2 ð4Þ
x� R0ð Þ2 þ y2 ¼ r2A ¼ G2

A t� t0ð Þ2 ð5Þ

The equation describing the boundary line between the two spherulites is obtained

by solving simultaneously Eqs. (4) and (5), because all points on the boundary line

should satisfy both equations. With a simple substitution, the general

interspherulitic boundary shape is given by the fourth-order equation:
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Z2 � 1
� �

x2 þ y2
� �� 2ZGAt0 x2 þ y2

� �1=2 þ 2R0xþ G2
At

2
0 � R0

2 ¼ 0 ð6Þ

When spherulites of the same type are considered (i.e., Z¼ 1), Eq. (6) reduces to the

hyperbola:

2 x� R0=2ð Þ½ 	= Gt0ð Þf g2 � 4y2= R0
2 � G2t0

2
� � ¼ 1 ð7Þ

Moreover, for homologous spherulites nucleated at the same time (Z¼ 1, t0¼ 0), a

straight boundary line is obtained that corresponds to the axis of the segment that

connects the growth centers. In the special case of cross-nucleation of a fast

growing polymorph on the advancing front of another polymorph, the foreseen

boundary between the two spherulites has the shape of a Pascal limacon.

Varga’s analysis disregarded the possibility that, for two spherulites growing

at different rates, in certain directions the slower spherulite acts as a shield for

the development of the other spherulite. This shielding effect was later taken into

account by Lednicky [176], who realized that a description of the complete

interspehrulitic boundary requires two different equations. Equation (6) holds

only up to the “shielding point”, i.e., the point where the boundary starts bending

off from the direction of the tangent to the slow growing spherulite passing through

the center of the fast growing one. Thereafter, each point of the boundary becomes

the center of a new virtual growing body whose lamellae run, at most, tangentially

to the instantaneous interspherulitic profile. This mechanism was supported by

optical microscopy observations of the growth of α- and γ-spherulites in

PVDF [176].

The analysis of interspherulitic boundary profiles was next applied to the

concomitant crystallization of α- and γ-phases in PPVL [116]. Figure 17 summa-

rizes several types of α/α and α/γ interspherulitic profiles. Spherulites of the

monoclinic α-form can either nucleate at the same time or with a given time lag,

as shown in Fig. 17a and b, respectively. In the first case, straight lines separate

adjacent spherulites. When the two nucleation events are not simultaneous,

according to Eq. (7), the spherulites form a hyperbolic boundary upon

impingement.

Given the slower growth rate of γ-crystals, spherulites of the orthorhombic

modification are typically engulfed by the fast growing α-phase. Two examples

are shown in Fig. 17c, d. The weakly birefringent γ-spherulite of Fig. 17c is

engulfed by the brighter α-spherulite, which nucleated far away from the

γ-growth front. The interspherulitic profile formed upon impingement initially

obeys Eq. (6). However, the profile changes after the shielding point (i.e., the

point identified by the tangent to the γ-spherulite passing from the center of the

α-spherulite). After the shielding points, the α-fibrils begin to bend off from the

radial direction, and each point of the γ-spherulite surface becomes a growth center

from which the α-fibrils propagate tangentially to the interspherulitic boundary.

Figure 17d shows a γ-spherulite engulfed by an α-spherulite cross-nucleated at its

periphery. In this last case, the shielding effect is active from the very beginning of
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boundary profile formation. Thus, the interspherulitic boundary conforms to a

different equation, which is derived in the following section. We can notice that a

straight α/α boundary is obtained by the impingement of the two branches of the

α-spherulite surrounding the γ-spherulite. This is expected because the two

branches grow at the same rate and from the same instant. On the other hand, a

curved α/α interspherulitic profile is also observed in the top part of the micrograph,

as a result of differences in the nucleation times between the top α-spherulite and

the α-on-γ cross-nucleated spherulite.

In order to derive an equation describing the interspherulitic boundary profiles

between a γ-spherulite and the α-spherulite that cross-nucleates at its periphery, this
situation (shown in Figs. 14b and 17d) is schematized in Fig. 18.

The γ-spherulite nucleates at t¼ 0 at the point Cγ (0,0), taken as the origin of the

axes, and grows at constant rate, Gγ. At time t¼ t0 the growth front along the x-axis
reaches the point Cα (R0,0), where a nucleus of the α-form develops, and the

daughter α-spherulite begins to grow at a linear rate Gα, with Gα>Gγ. A given

point P(t) on the curved interspherulitic profile has a distance from the origin equal

to rγ¼Gγt and the vector rmakes an angle φwith the x-direction. After a short time

interval, dt, the interspherulitic boundary reaches a point whose distance from Cγ is

increased by:

Fig. 17 Examples of interspherulitic boundary profiles for isothermally crystallized PPVL. Some

of the profiles are highlighted in red for the sake of clarity. (a, b) α/α boundary profiles and (c, d)

γ-spherulites engulfed by α-spherulites
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drγ ¼ Gγ dt ð8Þ

while the angle is increased by dφ. Because α-growth proceeds tangentially to the

curve, the corresponding length of the arc is:

dl ¼ Gα dt ð9Þ

The arc defined above is the hypotenuse of a right-angled triangle, therefore:

dlð Þ2 ¼ drð Þ2 þ rdφð Þ2 ð10Þ

By substitution of Eqs. (8) and (9) into Eq. (10), and by recalling that Z¼Gα/Gγ, we

obtain the following differential equation:

dφ ¼ Z2 � 1
� �1

2=t
h i

dt ð11Þ

This equation is readily integrated, by considering the initial condition φ¼ 0 at

t¼ t0, to give:

φ tð Þ ¼ Z2 � 1
� �1=2

ln t=t0ð Þ ð12Þ

If we consider that t is related to the distance of the curve from point Cγ, t¼ r(t)/Gγ
and t0¼R0/Gγ, the ratio of the two growth rates is related to angular position and

distance from the origin by:

Z ¼ 1þ φ tð Þ=ln r tð Þ=R0½ 	f g2
� �1=2

ð13Þ

Incidentally, the mathematical expression that describes the interspherulitic

Fig. 18 Scheme of α/γ interspherulitic profile for the particular case in which the α-spherulite
cross-nucleates on the γ-spherulite. See text for details
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boundary profile is that of a logarithmic spiral. Equation (13) can be used to

evaluate Z given the coordinates of the interspherulitic profile [116]. However,

the relative growth rate of the two polymorphs can be readily obtained from the

shape of the engulfed γ-spherulite. Indeed, we can consider that the two symmet-

rical branches of the curve meet, other than in Cα (R0,0), at point E (�d,0) (see
Fig. 18), where the growth of the γ-spherulite is arrested. Point E is reached when

φ¼ π, at time t¼ d/Gγ, with d being the distance of the point from the origin Cγ.

Thus, from Eq. (13), it follows that:

Z ¼ 1þ π=ln d=R0½ 	f g2
� �1=2

ð14Þ

The ratio between α- and γ-growth rates is therefore simply related to a shape factor

of the engulfed spherulite, d/R0, corresponding to the ratio of long and short semi-

axes of the γ-spherulite along the x-direction. In particular, the shape factor

decreases with increasing ratio of the growth rates of the two polymorphs, Z. The
parameter d/R0 (i.e., the ratio between the length of the segments ECγ and CγCα)

can be measured from a micrograph taken at the end of the isothermal crystalliza-

tion. In this way, knowing the value of α-spherulite growth rate, it is possible to

determine Gγ, which is not otherwise accessible.

Figure 19 shows two examples of morphologies obtained by crystallizing PPVL

at different temperatures. It is possible to appreciate that the engulfed γ-spherulite is
clearly less elongated at the higher crystallization temperature.

The change of shape is the result of a variation in the relative growth rate, Z. For
Gα�Gγ, growth of the γ-spherulite is soon interrupted by lamellae of the α-phase
growing along its periphery. The shape therefore tends to be circular. In contrast,

when the two growth rates have similar values, the γ-spherulite can grow over a

long distance before being engulfed, resulting in a characteristic tear-drop shape.

Figure 19 thus suggests that the value of Z increases with decreasing undercooling.

The dependence of the shape factor of engulfed γ-spherulite on crystallization

temperature is summarized in Fig. 20a. The value of d/R0 varies from about 5 at the

Fig. 19 Shape of γ-spherulites engulfed by α-spherulites after crystallization at 150�C (left) and
175�C (right)
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highest undercooling to less than 2 at around 180�C. The morphological variation,

from an elongated tear-drop to an almost circular shape, is associated with an

increase in Z (i.e., the ratio Gα/Gγ). The Z values obtained from Eq. (14) at the

different crystallization temperatures are reported in Fig. 20b. At around 180�C,
α-spherulites grow about six times faster than γ-spherulites, whereas with increas-

ing undercooling the difference is reduced: ratios slightly higher than 2 are obtained

below 150�C. Clearly the growth rates of the two polymorphs possess different

temperature dependences. In addition, the growth rate of the γ-form vanishes upon

approaching the γ-phase equilibrium melting point, which is lower than that of the

α-phase.
The measured growth rate of the α-phase and that of the γ-phase, calculated from

the value of Z, are plotted as a function of temperature in Fig. 21. The growth rate of

the metastable γ-polymorph is always lower than that of the α-phase, and, as judged
from the trend of the curves, this holds true over the whole crystallizability window

of PPVL. As anticipated, the growth rate of the γ-phase extrapolated at tempera-

tures close to its melting point (e.g., above ca. 190�C) is orders of magnitude slower

than that of the monoclinic α-structure. At the lowest accessible isothermal crys-

tallization temperatures, this spread is greatly reduced and α-spherulites grow only

twice as fast as γ-spherulites.
These growth rate data for PPVL polymorphs are helpful in explaining the

observations of Meille [171] concerning the fractional content of the two structures

as a function of crystallization temperature. According to Meille, γ-form can be

obtained only in a range of crystallization temperatures going from 100 to 170�C,
whereas samples crystallized outside this temperature range contain essentially the

α-form. Our growth rate data are consistent with these results. Indeed, at high

crystallization temperatures, the γ-nuclei grow so slowly that they are unable to

produce an appreciable amount of crystallinity before α-nuclei appear and rapidly

fill the volume. In fact, we note that the ratio between α- and γ-crystallinity in a bulk
sample roughly scales with the third power of Z. At low temperatures, the growth

rate of the two polymorphs becomes comparable. However, as mentioned in

Fig. 20 (a) Shape factor d/R0 and (b) relative growth rate Z as functions of crystallization

temperature
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Sect. 2.3.3, and in agreement with the temperature dependence of cross-nucleation

kinetics in small molecules [132], an enhanced frequency of α-on-γ nucleation

events is expected with decreasing crystallization temperature. The formation of

multiple α-nuclei on the surface of the same γ-spherulite forbids appreciable

development of the slow-growing modification, even if the value of Z is low or

close to unity.

4 Case Study II: Cross-Nucleation in Seeded

Crystallization of Isotactic Poly(1-butene)

The main features of i-PBu polymorphism were briefly outlined in Sect. 2.2. We

recall here the essential notions to help explain the in situ seeding procedure and

cross-nucleation experiments.

Crystallization from the melt at any temperature always results in the formation

of the metastable tetragonal Form II. However, upon storage at room temperature,

this modification evolves to the most stable trigonal Form I polymorph, according

to Ostwald’s rule of stages. The completion of this phase transition requires several

days or a few weeks at ambient temperature and pressure; faster conversion was

observed in samples first crystallized at higher temperatures [43, 44]. Direct growth

of the trigonal Form I has been observed in ultrathin films (<100 nm) seeded by

solution-grown Form I single crystals [45, 46]. Kinetic measurements revealed that

the growth rate of Form I is about two orders of magnitude slower than that of

Form II at all the experimentally accessible crystallization temperatures. As a

consequence, it is apparent that only Form II-on-Form I cross-nucleation can be

observed. Moreover, because the two polymorphs do not crystallize concomitantly

under any conditions in bulk samples, seeding a i-PBu melt with crystals of the

trigonal form is required in order to induce cross-nucleation.

Fig. 21 Temperature

dependence of the growth

rates of α- and
γ-polymorphs of PPVL
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We developed a straightforward in situ seeding method for melt crystallized

i-PBu samples. The detailed thermal history is schematized in Fig. 22.

In the first step, a dual crystalline morphology is created, by allowing a melt-

relaxed sample to isothermally crystallize at 90�C for a short time and subsequently

quenching it in a room-temperature water bath. The sample crystallizes partly in the

high temperature isothermal treatment and partly during the quenching step or

when the bath temperature is reached. As a consequence of this thermal treatment,

the sample morphology consists of a small number of large spherulites crystallized

at low undercooling, surrounded by fine-grained crystals [153, 154]. Afterwards,

the sample is aged at room temperature for 4 weeks, to permit the complete solid-

state polymorphic transformation from the original tetragonal Form II to the stable

trigonal Form I [43, 44].

After this, the cross-nucleation experiment is performed. The aged sample is first

heated to 120�C. At this temperature, the transformed crystals (originally formed at

low temperature) melt while the large spherulites (grown at higher temperature),

which also have undergone full Form II-to-Form I transformation, appear intact.

We emphasize that the annealing temperature at this stage must be high enough to

destroy any possible residual Form II nuclei (i.e., to avoid self-nucleation) [153],

but low enough to prevent the melting of Form I seeds. After annealing to relax the

partially molten polymer, the sample is finally brought to the chosen crystallization

temperature and the development of morphology is followed by polarized optical

microscopy (POM).

In order to prove the effectiveness of the procedure, thermal and structural

characterization of the in situ seeded samples is carried out at two stages of the

sample preparation: after the dual-step crystallization and before the cross-

nucleation experiment (i.e., after Form II-to-Form I transformation has occurred).

Wide Angle X-ray diffraction (WAXD) patterns and differential scanning calorim-

etry (DSC) melting traces are presented in Fig. 23.

WAXD patterns are shown in Fig. 23a, both after the dual crystallization steps

and after ageing at room temperature for a period of 4 weeks. The diffraction profile

of the as-prepared i-PBu films confirms the exclusive formation of tetragonal

Fig. 22 Applied thermal

history for in situ seeding

and cross-nucleation

experiments in i-PBu.

Adapted with permission

from [154]
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Form II, as revealed by the presence of the indicated diagnostic (200)II, (220)II and

(213)II + (311)II reflections [95, 177]. On the other hand, the solid-state transforma-

tion to the trigonal Form I is practically completed after 1 month of storage at room

temperature, as evidenced by the characteristic diffraction peaks of the (110)I,

(300)I and (220)I + (211)I planes of Form I. A faint trace of the (200)II reflection

can still be observed, indicating a minimal residual content of Form II, which might

be assigned to the slowly transforming less perfect crystals [44].

TheDSC heating scans reported in Fig. 23b integrate the structural information and

serve as a guide for the following cross-nucleation experiments. The un-aged film

shows a melting peak temperature slightly above 110�C, characteristic of Form II

[44]. The particular thermal history applied results in a bimodal populationof lamellae.

The thicker lamellae, produced in the isothermal step at 90�C, appear as a high

temperature shoulder around 118�C in the melting endotherm. Form II–I transition

is accompanied by an increase in the melting enthalpy and by an upward shift of

10–15�C in the melting temperature [44]. Accordingly, the transformed sample

exhibits two melting peaks, centered around 116 and 126�C. The high temperature

peak corresponds to the melting of Form I crystals resulting from the thickest Form II

lamellae, originally grown at 90�C. From the thinner lamellae produced in the

quenching step, Form I crystals with low melting point, but still appreciably higher

than that of the parent structure, are originated. It is important to notice that, as deduced

from the melting curve of the aged sample, the thermal treatment at 120�C before the

cross-nucleation step allows complete melting of the thinner crystals, while keeping

intact the thicker lamellae in the spherulites grown isothermally at 90�C.
The outcome of a typical cross-nucleation experiment is illustrated in Fig. 24.

The first micrograph shows the initial sample morphology, at room temperature.

The dual morphology, consisting of large spherulites and microcrystalline material,

is clearly observed. Figure 24b shows the morphology after partial crystallization of

i-PBu melt at 85�C in the presence of a Form I spherulite. Together with the

expected growth of heterogeneously nucleated spherulites in the bulk molten

Fig. 23 (a) WAXD profiles (b) and melting endotherms for i-PBu films after crystallization and

aging according to protocol shown in Fig. 22. Quenched and aged samples are shown with solid
and dashed lines, respectively. Adapted with permission from [153]
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material, the development of a transcrystalline “corona” around the pre-existing

Form I spherulite is observed. Both cross- and bulk-nucleated new crystals belong

to the Form II polymorph, as revealed by their melting point, their linear growth

rate, and by WAXD characterization of cross-nucleated samples [153, 154].

At this low temperature, the cross-nucleation density along the circumference of

the Form I spherulite is rather high, giving rise to a nicely symmetrical shape of the

growth front in the new Form II morphology. Moreover, there is no apparent time

lag between the onset of growth in the bulk of the amorphous phase and in the cross-

nucleated region. This can be deduced by considering that the radius of bulk-

nucleated spherulites and the thickness of cross-nucleated corona have comparable

sizes, while an identical growth rate is measured. The effect of cross-nucleation

temperature on the process kinetics is discussed later in this section.

At this stage, it is worth comparing our results with previous seeding experi-

ments on i-PBu. An early attempt to form the trigonal structure in bulk samples,

using self-nuclei derived from the partial melting of Form I was unsuccessful

[178]. Under these conditions, the authors reported the invariant crystallization of

the tetragonal modification, and deduced the “exceedingly” slow growth rate of

Form I compared with Form II.

Our cross-nucleation experiments are in agreement and explain the old self-

nucleation results, showing that the presence of Form I seeds does not necessarily

induce the growth of trigonal crystals, but can speed up the crystallization of Form II

by providing heterogeneous nucleation sites. An apparent disagreement exists

between the present cross-nucleation results and those of Yamashita et al., who

showed growth of Form I crystals from seeds of trigonal form produced in solution

[45, 46]. The observed difference can be attributed to sample size and/or sample

preparation effects [153]. Indeed, direct melt crystallization of Form I under the

confined conditions of ultrathin films has been reported [179].

On the basis of knowledge about the structural details of the Form II-to-Form I

transformation [180], some considerations on the cross-nucleation mechanism can

Fig. 24 (a) Example of the dual morphology of i-PBu samples before cross-nucleation experi-

ments. (b) POM image of Form II-on-Form I cross-nucleation after 3 min at 85�C. Adapted with

permission from [153]
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be put forward. Clearly, the unraveling of possible epitaxial relationships requires

the study of samples crystallized as single crystals, as in the case of i-PP β-to-α
growth transition [40]. If epitaxial crystallization plays a role in cross-nucleation of

i-PBu Form II on Form I, we deem that the planes involved would be (110) of the

tetragonal modification and (110) of the trigonal structure. Indeed, along these two

planes the helices are isochiral and the interhelical distance is known to be essen-

tially preserved upon the occurrence of the Form II-to-Form I solid-state transfor-

mation [180]. However, we stress once more that epitaxy is not a necessary

requisite for the occurrence of cross-nucleation, nor for heterogeneous nucleation.

As a matter of fact, heterogeneous nucleation of semicrystalline polymers at the

interface with various amorphous substrates, such as rubber particles or glassy

polymers, has been experimentally observed [181–183].

The conformation of crystalline chain stems, in addition to chain packing, is also

of importance for polymer polymorphism [3–5]. Therefore, its role on polymer

cross-nucleation should be discussed. Recall that the cross-nucleation of i-PBu

occurs between two structures possessing different minimal energy chain confor-

mations, namely 3/1 and 11/3 helices for Form I and Form II, respectively [43, 95,

177]. Comparing this case with previous literature data in which cross-nucleation

was either neglected or addressed as “growth transition,” it is clear that this

behavior is not restricted to i-PBu. The monoclinic α-phase of PVDF, whose chains
possess a TGTG0 conformation, can cross-nucleate on the γ-structure, characterized
by a more extended T3GT3G0 chain arrangement [67]. In PHP, at high temperature,

the all-trans γ-phase nucleates on δ-crystals with 2/1 helical conformation [74]. A

difference in chain conformation also exists for α- and β-forms of PBA [77]. On the

other hand, the i-PP and PPVL polymorphs that nucleate on the pre-existing poly-

morphs share the same chain conformations, 3/1 helical and (TTGG)2, respectively

[39, 40, 49, 116, 147]. Therefore, conformational analogy between the chain

segments in the different polymorphs, although possible, does not seem to be the

controlling factor in polymer cross-nucleation.

Concerning the thermodynamic stability of cross-nucleating polymer poly-

morphs, analogously to observations in small organic molecules [128], nucleation

of both metastable-on-stable and the opposite are found. For instance, i-PBu Form II

and PVDF α-phase are metastable with respect to the polymorph on which they

nucleate, that is, Form I and γ-phase, respectively [67, 153, 154]. Nevertheless, i-PP
β-to-α and PPVL α-on-γ growth transitions are examples of stable forms cross-

nucleating on metastable polymorphs [39, 40, 116, 147].

By following the time evolution of cross-nucleation experiments, kinetic infor-

mation on the phenomenon can be gained [154]. An example of a time-resolved

POM study is shown in Fig. 25. Red circles highlight cross-nucleation sites, and the

increase in the number of cross-nuclei with crystallization time can be easily

appreciated. Moreover, provided their number is not too high, a straightforward

quantification is possible, as shown later in this section.

The adopted seeding procedure enabled us to probe the effect of temperature on

cross-nucleation. Figure 26 shows selected micrographs from cross-nucleation

experiments carried out at different undercoolings. The resulting morphology
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surrounding Form I spherulites is irregular. The observed uneven growth front of

cross-nucleated Form II originates from a difference in the “onset time” between

different locations on the surface of Form I crystals. For a given crystallization

temperature, an increase in the number of Form II growing sites with holding time

can be appreciated (see Figs. 25 and 26).

Clearly, cross-nucleation events become progressively rarer with increasing

temperature (consider the different number of growing sites at a given crystalliza-

tion time). It is deduced that, as a consequence of the energetic barrier for nucle-

ation, at lower undercoolings more “attempts” are needed to successfully create a

surface cross-nucleus that is able to grow. In other words, the frequency of efficient

cross-nucleation events is lower at higher temperatures. In the experimental time-

window, nucleation on other heterogeneities present in the melt does not occur, in

contrast to the situation at higher undercooling (see Fig. 24b). Apparently, Form I

seeds are able to nucleate Form II more efficiently than commonly available

sources of heterogeneous nuclei in the polymer melt.

A quantitative evaluation of cross-nucleation rate can be attempted by counting

the number of nucleation sites as a function of time, from micrographs such as those

shown in Fig. 25, and dividing it by the exposed surface area of Form I spherulites.

This area can be estimated by multiplying the spherulite circumference by the

measured thickness of the sample.

Figure 27a shows the trend of cross-nucleation density as a function of time

for different crystallization temperatures. For all the investigated temperatures, the

number of Form II cross-nuclei per unit of Form I exposed surface increases

linearly with time. Therefore, it is possible to define the cross-nucleation rate as

the slope of the lines in Fig. 27a. This slope decreases with increasing crystalliza-

tion temperature.

These data on kinetics of cross-nucleation in i-PBu as a function of temperature

are in agreement with the behavior of small organic molecules, in particular with

that observed for D-mannitol by Yu et al. [132]. Moreover, the data are also

consistent with previous qualitative reports on the temperature dependence of

growth transition frequency in PVDF and PPVL (see Sect. 2.3.3)

Fig. 25 POM micrographs showing example of cross-nucleation kinetics at a crystallization

temperature of 105�C. Large Form I spherulites serve as nucleation sites for small Form II crystals,

which are indicated by red circles. Adapted with permission from [154]
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[67, 116]. However, a discrepancy exists with respect to the behavior of β-to-α
growth transition in i-PP, which is seen to become more frequent with decreased

undercooling [39].

Fig. 26 Effect of temperature on cross-nucleation kinetics and morphology. Adapted with

permission from [154]

Fig. 27 (a) Cross-nucleation density as a function of time for samples crystallized at the indicated

temperatures. (b) Cross-nucleation rate as a function of temperature. The lines are drawn to guide

the eye. Adapted with permission from [154]
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Cross-nucleation rates are plotted against temperature in Fig. 27b. The semi-

logarithmic plot shows the exponential dependence of the rate of cross-nuclei

formation on temperature. The frequency of cross-nucleation events decreases by

about two orders of magnitude in response to a decrease in undercooling of 15�C.
Applying classical nucleation theory [184] to data on cross-nucleation kinetics,

it is possible to calculate the free energy barrier for the formation of a nucleus of

critical size, ΔG*. A value of around 43 kJ/mol is obtained for the formation of

Form II nuclei on Form I crystals’ surface. This value, which represents the energy

barrier for a process of heterogeneous nucleation, is about one half of that reported

for the homogeneous nucleation of i-PBu Form II [185]. Also, it is smaller than

typical values for the critical energy barrier derived from droplet experiments

(homogeneous nucleation) for other polymers (e.g., polyethylene, i-PP) [186].

5 Conclusions

Crystallization of polymorphic polymers can follow different pathways. In general,

the different polymorphs can undergo a series of phase transitions from the least to

the most stable; they can nucleate and grow independently at the same time; or they

can heterogeneously nucleate on each other. Observations of the latter two cases,

defined as concomitant crystallization and cross-nucleation, respectively, are rather

scattered in the polymer literature. In this chapter we provide a comprehensive

critical review of examples known to us.

Concomitant crystallization of different polymorphs is observed in at least

16 different polymers, for which thermodynamic and kinetic requirements for its

occurrence are met under certain conditions, both in melt or solution crystallization.

The interesting case of PPVL is described in detail. In this polymer, the α- and
γ-polymorphs develop concomitantly at high undercooling. However, the growth of

γ-phase spherulites cannot be followed in real-time, because they are quickly

engulfed by the fast growing α-spherulites that cross-nucleate at their periphery,

and never attain suitable size. A way to circumvent this problem through analysis of

the interspherulitic boundary profiles was suggested. The method allows indirect

measurement of γ-phase growth rates, which are not otherwise accessible, by

measuring the experimentally accessible α-form spherulitic growth rates and a

suitable shape factor that characterizes the engulfed γ-spherulites
Among the cases of polymers exhibiting concomitant crystallization, several

examples of cross-nucleation between polymorphs can be found. The novel case of

Form II-on-Form I cross-nucleation in i-PBu was discovered by a seeding proce-

dure. We suspect that more examples might exist. Indeed, given the strong depen-

dence of the phenomenon on crystallization conditions, if a given pair of

polymorphs does not exhibit cross-nucleation it could be that, in the examined

experimental conditions, cross-nucleation is unlikely to occur for kinetic reasons. In

particular, it is even conceivable that cross-nuclei of another structure always form

at the growth front of a growing polymorph. However, even if these events occur
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with an acceptable frequency, cross-nucleation would become visible only in the

cases in which the growth rate of the daughter phase overtakes that of the parent

phase.

The critical literature review, along with novel examples of concomitant poly-

morphism and cross-nucleation presented in this chapter, is aimed at providing a

rational picture of the phenomena and their relevance in the crystallization of

polymorphic polymers. We hope that this manuscript promotes further studies on

the topic, aimed at obtaining a better understanding of polymer polymorphic

crystallization. This new level of insight is required to gain control of the formation

of desired polymorphs – the ultimate goal of material scientists and crystallization

engineers.
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Epitaxial Effects on Polymer Crystallization

Rui Xin, Jie Zhang, Xiaoli Sun, Huihui Li, Zhaobin Qiu, and Shouke Yan

Abstract The macroscopic properties of semicrystalline polymeric materials are

remarkably dependent on their microstructure and morphology. This offers an

effective way to tailor the properties of such materials through crystal engineering.

For purposeful control of the crystal structure and crystalline morphology, many

sophisticated techniques have been developed. For example, to obtain a particular

crystal structure of a polymorphic polymer, proper choice of heterogeneous nucle-

ation agent is frequently used, and highly oriented crystalline materials can be

produced through crystallization under shear field. It should be pointed out that

even though special crystallization pathways have been developed to control the

individual structure of a semicrystalline polymer in a specific aspect, synchronous

control of multiscale structures with several aspects still remains a challenge. In this

connection, surface-induced epitaxial crystallization shows significant advantages

over other methods. It is well documented in numerous research studies that

epitaxial crystallization of polymers allows simultaneous control of the crystal

structure, orientation, and spatial arrangement of the backbone chain. This review

discusses how surface-induced epitaxy influences the crystallization behavior of

semicrystalline polymers and what kinds of unique crystal structures and morpho-

logies of the polymers can be obtained. We hope that this provides useful informa-

tion for polymer processing in different application fields and promotes the

technical development of new methods for preparation of high polymeric materials

for advanced applications.

Keywords Crystallization • Epitaxy • Polymer • Property • Structure

R. Xin, J. Zhang, X. Sun (*), H. Li, Z. Qiu, and S. Yan (*)

State Key Laboratory of Chemical Resource Engineering, Beijing University of

Chemical Technology, Beijing 100029, China

e-mail: xiaolisun@mail.buct.edu.cn; skyan@mail.buct.edu.cn

mailto:xiaolisun@mail.buct.edu.cn
mailto:skyan@mail.buct.edu.cn


Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2 Epitaxial Crystallization of Polymers on Different Substrates and the Mechanisms

Involved . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.1 Epitaxial Crystallization of Polymers on Inorganic Substrates . . . . . . . . . . . . . . . . . . . . . . . 58

2.2 Epitaxial Crystallization of Polymers on Organic Substrates . . . . . . . . . . . . . . . . . . . . . . . . 59

2.3 Epitaxial Crystallization Between Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3 Methods for Structural Characterization of Epitaxial Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.1 Molecular Vibration Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.2 X-Ray Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.3 Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4 Influence of Epitaxy on Polymer Crystallization and Its Impact on Material

Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1 Influence of Epitaxy on the Crystallization Kinetics of Polymers . . . . . . . . . . . . . . . . . . . 73

4.2 Structure Regulation and Its Impact on Material Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Methods of Realizing Polymer Epitaxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6 Conclusions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

1 Introduction

Polymers offer many advantages for modern technologies, which has lead to a

permanent place for polymeric materials in many sophisticated applications. This is

related to the fact that the properties of polymeric materials can fulfill the require-

ments of specific applications and provide advantages that include low cost, easy

fabrication (e.g., no need for a special clean room and/or high temperature pro-

cesses), and low density (which is one of the most important factors when choosing

polymeric materials for a specific application). It has been well documented that

polymeric materials offer greater potential to meet market requirements than other

materials, because the properties of the materials can be easily tailored by their

structure at different scales. First, the chemical structure at molecular scale deter-

mines the essential properties and/or functionality of a polymer. Subtle manipula-

tion of the chemical composition, functional groups, and chain architecture can give

rise to completely new polymeric materials with completely different properties or

functionalities. For example, polymers with π-conjugated backbone chains provide
exceptional electrical properties for applications in organic field-effect transistors

(OFETs) and sensors [1–5]. Second, multiscale structures in the condensed state of

polymeric materials exhibit remarkable influence on their mechanical and physical

properties. As examples, the stiffness and strength of polymer fibers with highly

oriented molecular chains can exceed those of their isotropic counterparts by orders

of magnitude [6, 7]. Furthermore, the electrical conductivity of doped and aligned

conjugated macromolecules is more than 100-fold greater than that of their

non-oriented counterparts [8–10]. For crystalline polymers, the crystal structure

and orientation are very important factors that affect the properties and sometimes
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even the functionality of a polymer. For this aspect, poly(vinylidene fluoride)

(PVDF) provides an excellent example. Its α-form crystals (composed of helical

chains) can be used only as ordinary thermoplastics, but its β-form crystals (com-

posed of planar zigzag chains) exhibit exceptional piezo- and pyro-electric proper-

ties [11]. Among many others, the β-form of isotactic polypropylene (iPP), which

has greater macroscopic toughness and ductility than its α-counterpart, provides
another familiar example [12–14]. It is examples such as these that have resulted in

the structural manipulation of semicrystalline polymeric materials becoming an

extremely important issue in the field of polymer physics.

Similarly to small molecules, the crystallization of macromolecules takes place

in two stages (i.e., formation of a crystal nucleus and subsequent crystal growth).

Nucleation can occur either homogeneously or heterogeneously when it is induced

by the presence of heterogeneities. Heterogeneous nucleation provides an efficient

pathway for controlling the crystal structure of polymers. For example, iPP is a

semicrystalline polymer with pronounced polymorphisms [15–20]. Although its

α-form can be easily obtained through normal melt and solution crystallization, its

metastable β-form is, in most cases, generated through crystallization in the pres-

ence of β-iPP nucleation agents [21–27]. Surface-induced epitaxial crystallization

of polymers is a typical case of heterogeneous nucleation. It was found that

epitaxial crystallization is effective in governing the crystallization process of

polymers. It can control the crystal structure and its orientation. For instance, the

use of a special nucleation agent can generally produce only spherulitic structures

of β-iPP. The crystallization of iPP from the melt via epitaxy on γ-quinacridone and
dicyclohexylterephthalamide substrates not only initiates β-iPP crystallization but

also results in biaxial orientation of β-iPP (i.e., biaxially oriented thin β-iPP film is

obtained) [19]. This is of great significance because oriented β-form iPP cannot be

achieved from β-iPP spherulites via mechanical means because of the β–α transition
on stretching. Taking this into account, study of epitaxial crystallization of poly-

mers is of particular interest from both practical and scientific points of view.

The purpose of this review is to present the state-of-art concerning polymer

epitaxy. It provides information on how epitaxy influences the crystallization

behavior of polymers. Section 2 describes the epitaxial crystallization of polymers

on different substrates and the mechanisms involved. In the third part, the methods

used for structural characterization of epitaxial systems are introduced. Section 4

mainly focuses on the possible influence of epitaxy on polymer crystallization,

including kinetics and structure. The impact of structure regulation on the macro-

scopic properties of the materials is illustrated with some selected examples. Then,

several common and effective methods for conducting polymer epitaxy are

described in Sect. 5. At the end of this review, a brief conclusion and further

perspectives for this field are given.
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2 Epitaxial Crystallization of Polymers on Different

Substrates and the Mechanisms Involved

2.1 Epitaxial Crystallization of Polymers on
Inorganic Substrates

The term “epitaxy” was introduced by Royer [28], who developed the early theory

of epitaxial growth based on structural analogy between the substrate and over-

growth materials in the contact lattice planes [29]. Epitaxy is defined, most gener-

ally, as the process by which crystals of one phase (guest crystals) grow on the

surface of a crystal of another phase (host crystal) in one or more strictly defined

crystallographic orientations [30]. It was discovered in 1817 when mineralogists

recognized that various natural minerals appear in unique shapes [31]. Laboratory-

grown epitaxial single crystals of small molecules were obtained by Frankenheim

in 1936 [32]. Epitaxial crystallization of polymers was first performed on inorganic

substrates in the 1950s by Willems and Fischer [33–38]. These works have been

well reviewed in detail by Mauritz et al. [39]. Following these early works, it was

subsequently found that a variety of inorganic substrates, such as alkali halides,

graphite and quartz, can force polymer crystals into an epitaxial oriented crystalli-

zation [40–45]. Of these, alkali halides are the most used substrates for epitaxial

growth of polymers because of their good availability and the possibility of varying,

more or less continuously, the crystallographic parameters of the unit cell. As an

example, Fig. 1 shows the bright-field (BF) electron micrograph and the

corresponding electron diffraction pattern of PVDF epitaxially crystallized on the

(001) surface of potassium bromide. In this case, the PVDF crystallizes in its β-form
with biaxial orientation. Through systematic analyses of these epitaxial systems,

significant progress has been made towards a better understanding of polymer/

Fig. 1 Bright field electron micrograph (left) and corresponding electron diffraction pattern of

PVDF epitaxially crystallized on the (001) surface of potassium bromide (right). Reproduced with
permission from Lovinger [46], copyright © 1981, published by Elsevier Ltd
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alkali halide epitaxy, from both experimental and theoretical points of view. In all

polymer–alkali halide systems, it was found that the polymer chains aligned along

the <110> directions on the (001) faces of the alkali halides. Considering that the

overgrowths of polymer on the (001) alkali halide cleavage planes (having unit cell

lengths ranging from 0.401 nm for LiF to 0.705 nm for KI) possess the same chain

orientation, it was suggested that the special alignment of the polymers was caused

by electrostatic interaction of ion rows of like charges with the polymer chains

[39, 46–50].

2.2 Epitaxial Crystallization of Polymers on
Organic Substrates

The epitaxial crystallization of polymers on crystals of organic compounds was

discovered later. Walton et al. [51] published a noteworthy paper considering the

possibility of epitaxy of polymers on crystals of organic compounds. Willems was

the first to demonstrate oriented overgrowth of paraffins on aromatic hydrocarbons

[33, 52]. Thereafter, a few scattered examples of organic substrate-induced epi-

taxial crystallization of polymers appeared in the literature up to the early 1970s

[53, 54]. Excellent reviews regarding this aspect were given by Swei et al. [55] and

Wittmann and Lotz [56]. In this field, after a few investigations devoted to epitaxial

crystallization of polymers on organic substrates [57–59], the dominant substrates

for epitaxial growth of polymers rapidly became aromatic substances such as linear

polyphenyls (e.g., bi-, ter-, quater-phenyls), condensed aromatic hydrocarbons

(naphthalene, anthracene, etc.), and aromatic carboxylic acids and their salts [60–

62]. This is associated with their nearly endless possible variations in terms of

chemical, physical, and crystallographic properties. It was found that polyolefins,

aliphatic polyesters, and polyamides can crystallize epitaxially on organic sub-

strates [60–63]. Figure 2 shows an electron diffraction pattern of polyethylene

(PE) epitaxially grown on p-terphenyl and its schematic interpretation. The electron

diffraction pattern presented in Fig. 2a shows sharp and well-defined reflections of

the p-terphenyl crystal and somewhat arced reflections of the overgrowth PE. The

presence of two sets of (002) PE reflections, more clearly displayed in the

corresponding sketch in Fig. 2b, indicates that the polymer chain axes are lying

in two different directions in the film plane. The PE chains are parallel to the [110]

and [l10] directions of p-terphenyl crystal. In other words, the PE molecular chains

are aligned parallel to the <110> directions of the p-terphenyl crystal. The appear-
ance of (310) and (210) PE reflections on the equator tells us that the contact plane

of PE with the (001) face of p-terphenyl is its (110) lattice plane because the (310)
and (210) diffracting planes are nearly perpendicular to the (110) plane. According

to experimental information, the epitaxial relationship between PE and p-terphenyl
can be explained in terms of geometric matching. It was calculated that the

intermolecular distance along the (110) direction of the p-terphenyl is 0.491 nm.
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This matches twice the c-axis repeat distance of PE (0.2534 nm), with a mismatch

of ca. 3.5%, which is well within the normally accepted upper limit of 10–15%

[56]. Another more pronounced lattice matching is achieved between the polymer

Fig. 2 (a) Electron diffraction pattern of PE film grown epitaxially on p-terphenyl crystal surface.
(b) Sketch of the diffraction pattern with indexing of the reflections (only the various layer lines

are indicated). Diffractions of p-terphenyl show as spots, whereas the arced reflections originate

from PE. Reproduced with permission fromWittmann and Lotz [61], copyright© 1981, published

by Wiley-VCH
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interchain distance of PE in the (110) lattice plane (0.448 nm) and the inter-row

periodicity of p-terphenyl in the <110> (0.46 nm), with a mismatching of only

2.6%. On the basis of this analysis, it was concluded that two-dimensional matching

between p-terphenyl and PE is the key factor for the occurrence of epitaxial

crystallization.

The importance of two-dimensional matching in epitaxial crystallization of

polymers on organic substrates has been illustrated by the different epitaxial

behavior of PE on anthracene single crystals. As presented in Fig. 3, after melting

and recrystallization of PE in contact with the (001) anthracene crystal surface, the

selected-area electron diffraction (Fig. 3a) shows sharp diffraction spots for both

materials. The slightly arced reflections associated with the PE overgrowth are all

indexed as (0kl), indicating a chain alignment of PE parallel to the substrate. As

sketched in Fig. 3b, the two superimposed PE diffraction patterns are recognized to

be rotated by an angle of ca. 70� and aligned symmetrically with respect to the b*
axis of the anthracene crystal. This inclination angle corresponds to the angle made

by [110] and [l10] directions of the anthracene crystal, similar to the case of epitaxy

of PE on p-terphenyl. However, in this case, the contact plane of the PE is the (100)

lattice plane. This is related to better two-dimensional matching. The matching

between the intermolecular distance along the (110) direction of the anthracene

(0.524 nm) and twice the PE chain axis repeat of 0.2534 nm is achieved with a

mismatching of only ~3%. A second quasiperfect lattice matching is found between

the interchain distance of PE along the b-axis (0.494 nm) and the anthracene (110)

inter-row distance of 0.493 nm. It is this excellent matching that results in the

change of contact plane of PE from (110) on p-terphenyl to (100) on anthracene. A
sketch displaying the relative orientations of PE lamellae and PE unit cells on

anthracene and p-terphenyl is presented in Fig. 4.

Fig. 3 (a) Electron diffraction pattern and (b) interpretation of the expitaxial crystallization of PE

on the surface of an anthracene crystal. The diffractions of the substrate crystal show as spots,

whereas the arced reflections originate from PE. Reproduced with permission from Wittmann and

Lotz [61], copyright© 1981, published by Wiley-VCH
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2.3 Epitaxial Crystallization Between Polymers

Generally, polymers crystallize to form spherulites made up of radially arranged

lamellae (i.e., thin folded-chain lamellar crystals) [64]. Given their long chain

character and peculiar morphology, polymers are not amenable to the numerous

methods used for preparation of thin films of low molecular weight organic and

inorganic materials. Because of this difficulty, investigation of epitaxial crystalli-

zation between polymers has been delayed. Most of the publications dealing with

polymer–polymer epitaxy appeared only at the beginning of the 1980s. Neverthe-

less, since then, the study of polymer–polymer epitaxy has become an extremely

active subject in the field of polymer science and significant progress has been made

towards a better understanding of the problems specific to polymer–polymer

epitaxy.

2.3.1 Homoepitaxy of Polymers

The well-known shish–kebab structure formed in sheared or elongated polymeric

materials is a typical example of epitaxial growth of a polymer on its own polymer

substrate. The folded-chain lamellar crystals (kebabs) grow epitaxially on the

extended-chain crystals (shishs), with their molecular chains parallel to each

other (see Fig. 5) [65–71]. This kind of epitaxy is generally defined as homoepitaxy,

or less frequently as autoepitaxy [30]. In this case, the crystallographic orientations

between the kebab and shish crystals are identical. It can, therefore, also be

explained by two-dimensional matching.

Another representative example of homoepitaxy is the characteristic and unique

lamellar branching of iPP in its α-form [72, 73]. It can be obtained from solution

crystallization of cast films [74], crystallization from melt in the bulk [75, 76], and

even during fiber spinning [77–79]. A number of investigations have been

Fig. 4 Relative

orientations of PE lamellae

and PE unit cells (insets) on
anthracene (left) and p-
terphenyl (right). Note the
difference in polymer

contact planes. Reproduced

with permission from

Wittmann and Lotz [61],

copyright © 1981,

published by Wiley-VCH
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conducted on the mechanism of formation of this intercrossing lamellar structure

[80–87]. As presented in Fig. 6a, the characteristic texture of the branching is a

result of the coexistence of two sets of lamellae (frequently referred to as mother

and daughter lamellae) at an angle of ca. 100� to each other. Electron diffraction

demonstrates that their crystallographic b-axes are in common, whereas the a- and
c-axes of the mother lamellae are parallel to the c- and a-axes of the daughter

lamellae (see Fig. 6b, c). Taking the monoclinic unit cell of α-iPP with lattice

constants of a¼ 0.666 nm, b¼ 2.078 nm, c¼ 0.650 nm, and β¼ 99.62� into

account, the wide angle lamellar branching was first interpreted on the basis of

the rather similar interplane distances along the a- and c-axes. In other words, the

unique lamellar branching of α-iPP was explained in terms of homoepitaxy based

on a two-dimensional lattice matching between the a- and c-axes, with a rather

small mismatching of 2.3% [82, 83, 86]. Lotz and Wittmann proposed a further

explanation on the molecular scale [85]. It is well documented that, in the α-iPP
crystal, helices of alternatively opposite handedness are required along the b-axis
for favorable interaction of the methyl groups (Fig. 7a). During crystallization, if an

iPP helix with the same handedness is deposited on a (010) face of α-iPP, favorable
interaction of the methyl groups can only be achieved when the helix axis is

inclined ca. 100� (Fig. 7b). Based on their elaborate analysis, Lotz and Wittmann

associated the lamellar branching of iPP with the result of a crystal growth defect.

In other words, the linear array of methyl side groups on the (010) plane of one set

of the lamellae fits into the channels between similar arrays in the (010) plane of the

Fig. 5 Top: Scanning
electron microscopy (SEM)

image shows the shish–

kebab structure of high-

density polyethylene

obtained via dynamic

packing injection molding.

Bottom: Shish–kebab
polymer structure

frequently observed in

sheared or stretched

samples. Reproduced with

permission from Cao

et al. [65], copyright ©
2006, published by

Elsevier Ltd
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other set. This kind of “stacking fault” accounts for the experimental observation

that rapid crystallization conditions favor lamellar branching of iPP.

2.3.2 Heteroepitaxy Between Polymers

Heteroepitaxy refers to the oriented overgrowth of one crystal on a substrate of

another crystal. Excellent reviews have been presented on this subject by Wittmann

Fig. 6 (a) Phase-contrast bright field transmission electron micrograph of a solution-cast iPP thin

film and (b) its corresponding diffraction pattern. (c) Sketch of the diffraction pattern shown in (b)

with the main diffraction arcs indexed. Reproduced with permission fromWu et al. [86], copyright

© 2013, published by Springer

Fig. 7 Wide angle lamellar branching of α-iPP. (a) Parallel deposition of iPP helices on the ac-
plane of the α-phase, giving rise to continuous α-phase growth. The methyl groups at the growth

face are marked by red circles within the a1c1-plane. The methyl groups marked by yellow circles
represent the depositing antichiral stem in the a2c2-plane, which are parallel to the stem orientation

in the original α-phase crystal (a1 is parallel to a2, and c1 is parallel to c2). (b) Molecular deposition

of iPP helices on the ac-plane of the α-phase, leading to lamellar branching in iPP. The methyl

groups at the growth face are marked by red circles within the a1c1-plane. The methyl groups

marked by yellow circles represent the depositing stem with the a3c3-plane, which is either 80� or
100� from the stem orientation in the original α-phase crystal. Reproduced with permission from

Lotz et al. [18], copyright © 1996, published by Elsevier Ltd
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and Lotz as well as Petermann [56, 88]. In contrast to the cases of inorganic and

organic substrate-induced epitaxial crystallization, no large specific crystallo-

graphic surfaces of polymer crystal are available because of chain folding. As a

consequence, early attempts to study epitaxial crystallization between polymers

were made using non-oriented polymer thin films as substrate [89–92]. Later,

crystallization of polymers at highly oriented fiber surfaces were studied [93–

100]. At the same time, attention was paid to cold-drawn and spun polymer blend

systems. It was noticed that after certain thermal treatments, cold-drawn and spun

polymer blends could develop a special mutual orientation. As an example, when

cold-drawn blends of iPP and PE were heat treated at a temperature between the

melting temperature of PE (135�C) and iPP (165�C) (e.g., 150�C) a cross-hatched
lamellar structure of PE together with uniaxially oriented iPP crystals was found

[101, 102]. The appearance of cross-hatched PE lamellae was at that time correlated

with thermal shrinking stress or oriented spherulite growth. The possibility of

epitaxial crystallization of PE on the surface of iPP matrix was, however, ruled

out. With the development of skillful experimental techniques for preparing

ultrathin oriented polymeric substrate films, heteroepitaxy between polymers was

studied in detail.

The best illustrative model system is epitaxial crystallization between PE and

iPP [103–105]. Figure 8 presents a BF electron micrograph and its corresponding

diffraction pattern for PE crystallized on a highly oriented iPP ultrathin film. The

BF micrograph (Fig. 8a) shows the cross-hatched lamellar structure of PE. Electron

diffraction (Fig. 8b) confirms the existence of fixed mutual orientation between the

PE and iPP. As sketched in Fig. 8c, the molecular chains of the polymers are at 50�

to each other. The same mutual orientation relationship between PE and iPP

systems was always observed in solution-cast films of their blend or by crystallizing

one of the polymers from dilute solution on the other polymeric substrate

Fig. 8 (a) Bright field electron micrograph of PE crystallized on an oriented iPP substrate and

(b) its corresponding diffraction pattern. The sample was obtained through annealing a PE/iPP

double-layered film at 150�C for 10 min and subsequently quenched to room temperature in air.

The molecular chain direction of the iPP substrate is horizontal, which is consistent with the

electron diffraction. (c) Representation of the diffraction pattern, with solid ellipses indicating

the reflection spots of the oriented iPP and the open ellipses indicating the reflection spots of the

overgrowth PE crystals. Reproduced with permission from Li and Yan [106], copyright © 2011,

American Chemical Society
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[74, 107]. Careful analysis of the epitaxy between PE and iPP demonstrated that,

except for a 50� chain inclination of both polymers, the planes of both polymers in

contact are the (010) lattice plane for iPP and (100) lattice plane for PE [106]. It was

also found that the (010) lattice plane of iPP is also the common contact plane for

the polyamide/iPP and polyester/iPP epitaxial systems [103]. This is related to the

structural features of the (010) lattice plane of the monoclinic iPP unit cell.

As schematically presented in Fig. 9, the characteristic geometry of this lattice

plane is rows of methyl groups, which stick out of the lattice plane. It was calculated

that the densest population of methyl groups is found in direction parallel to the

[101] direction, with an average distance between adjacent methyl groups of about

0.425 nm. The rows parallel to the [101] direction are next in density, with the

methyl groups 0.505 nm apart from each other, followed by those in a- and c-axes
directions. Therefore, it is easy to deduce that the distance between two adjacent

methyl group rows in the [101] direction is 0.505 nm. This matches the distance

between adjacent molecule chains of PE in the (100) planes (i.e., 0.494 nm).

Furthermore, the angle between the methyl group rows along the [101] direction

and the chain direction of iPP is exactly 50�, which also fits the chain inclination

angle of PE with respect to iPP. Taking all these into account, Wittmann and Lotz

explained the epitaxy of PE on iPP in terms of parallel alignment of PE chains along

the methyl group rows in the [101] direction with chain-row matching [108]; the

mismatch of ca. 2% is well within the normally accepted upper limit of 10–15%.

For the epitaxial systems of iPP with polyamide/iPP and polyester/iPP, it was

suggested that the aliphatic sequences in the polyamides and polyesters, which

are ~0.48 nm apart from each other, play an important role in the epitaxial

arrangement, based on one-dimensional chain-row matching.

It should be pointed out that the structural analogy, which leads to the matching

between the substrate and overgrowth polymer, reveals a favorable interaction on

the molecular scale [109–111]. This has been best demonstrated by the ordering

process of polycaprolactone (PCL) in the melt on highly oriented PE substrate. It

was confirmed that the epitaxial crystallization of PCL on highly oriented PE

substrate results in a parallel chain alignment of both polymers, as a result of the

Fig. 9 Epitaxial alignment

of a PE molecular chain on

the (010) lattice plane of

monoclinic iPP.

Out-sticking methyl groups

are indicated by black
circles, and the zigzag lines
represent PE molecular

chains
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almost identical orthorhombic unit cell parameters along the a- and b-axes of PCL
(a¼ 0.747 and b¼ 0.498 nm) and PE (a¼ 0.74 and b¼ 0.494 nm) [109]. It is

helpful to use Fourier transform infrared spectroscopy (FTIR) to check whether

parallel chain alignment can be achieved in the melt of PCL. As shown in Fig. 10a,

WAXD experiments confirm that PCL melt placed on highly oriented PE substrate

does not crystallize at 59�C for 22 h [111]. The crystallization of PCL takes place

during the cooling process at around 50�C (Fig. 10b). Polarized FTIR measure-

ments illustrate, however, a gradual parallel alignment of the PCL chains along the

chain direction of PE over time at 59�C (Fig. 10c, d), confirming the occurrence of

soft epitaxy of PCL on the PE substrate. This indicates that the parallel alignment of

PCL chains on oriented PE substrate originates from the favorable mutual inter-

action between PCL and PE, leading to the formation of a planar zigzag chain

conformation, similar to that in its crystalline phase. During the cooling process,

the ordered PCL chains act as crystallization precursors and initiate the parallel

Fig. 10 (a, b) WAXD intensity profile of PCL melt on oriented PE substrate collected at 59�C (a)

after different times and (b) during the subsequent cooling process. The sample was first heated to

85�C for 10 min to erase the possible thermal history, and then cooled direct to 59�C 22 h and

finally cooled to room temperature. In the cooling process, the sample was stabilized at each

temperature for 10 min. (c, d) Time-dependent polarized FTIR spectra of PCL melts kept on an

oriented PE substrate at 59�C with polarized beam aligned (c) parallel or (d) perpendicular to the

PE chain direction. Reproduced with permission from Yan et al. [110] and Chang et al. [111],

copyright © 2006 and 2010, American Chemical Society
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epitaxial crystallization of PCL on PE substrate. It is further suggested that the

orientation of PCL molecular chains in the melt starts from a monolayer directly in

contact with the PE substrate. The ordered thin layer becomes thicker while the

ordered chain sequence length becomes longer with time. In sufficient time, all of

the PCL chains within a layer of 5 μm in thickness can be organized into the ordered

structure well above the melting point [111]. The pre-aligned polymer chains in the

melt lower the nucleation barrier. Thus, when lowering the temperature below the

melting point, these pre-aligned chains can easily form nuclei and crystals grow at a

relatively higher temperature, leading to the epitaxial crystallization of PCL on the

PE substrate with extremely broad lamellae. It should be pointed out that, even

though the influence of partial melting of the fiber in the fiber/matrix single-

polymer composites on epitaxial crystal growth has been studied through dynamic

Monte Carlo simulations [112], an understanding of heteroepitaxy on the basis of

interactions at the molecular or even atomic scales has still not been achieved,

especially for polymer systems.

3 Methods for Structural Characterization of

Epitaxial Systems

When Barker began an organized study on possible epitaxial combinations [113],

the only available observational technique was optical microscopy, which provides

information about the crystallographic accumulation on relative growth patterns.

With the development of X-ray diffraction, analysis of the crystal structure become

possible, and a molecular description of epitaxy has been realized through compar-

ing the periodic arrangement of the atoms of the involved crystals. Many techniques

have now been successfully used to characterize the epitaxial structure of

polymer systems. Some frequently used techniques and their advantages are

briefly introduced next.

3.1 Molecular Vibration Spectroscopy

Molecular vibration spectroscopy is very sensitive to both chain conformation and

the local molecular environment of a polymer [114]. The method has proved to be a

powerful tool for time-resolving the molecular structure and the conformational

ordering of semicrystalline polymers [115–126]. As already mentioned in

Sect. 2.3.2, FTIR has been successfully used to study the chain ordering of PCL

in the melt on a PE substrate, which cannot be done by microscopic techniques.

Also, the molecular chain orientation in the amorphous state can only be analyzed

by FTIR in polarized mode [127]. Moreover, FTIR is helpful for the studying

crystals exhibiting two very close crystallographic unit cell periods. As an example,
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regioregular poly(3-hexylthiophene) (P3HT) has an orthorhombic unit cell with

parameters a¼ 1.663, b¼ 0.775, and c¼ 0.777 nm [128]. In the ac-plane, the
almost identical location of the (002) or (020) diffractions makes it difficult to

determine the molecular chain orientation. In this case, polarized FTIR can help

ascertain the crystal orientation [129]. Apart from FTIR, polarized Raman, UV–

visible, and photoluminescence spectroscopies can also be used for studying the

oriented structure of epitaxially grown polymers [130].

3.2 X-Ray Diffraction

It was the discovery of X-ray diffraction that made the analysis of epitaxial

structure on a molecular scale possible. For epitaxy between polymers, the early

works on characterization of mutual orientation of cold-drawn and spun polymer

blends after suitable thermal treatment were carried out using X-ray diffraction,

because the samples were usually too thick to characterize by other techniques

[97, 131]. In addition, considering that only fiber orientation could be achieved in

this kind of sample, it was necessary to make three-dimensional observations for a

precise analysis of the system [132].

3.3 Microscopy

Initially, optical microscopy was used to study epitaxy by the accumulation of

crystallonomic information on relative growth patterns. It is now often employed

for a preliminary check on the existence of preferred orientation, especially for

uniaxially oriented systems. This is simply conducted by rotating the sample about

the light beam axis. As shown in Fig. 11e, f, preferred orientation of the crystals

normally produces a light extinction phenomenon. Even though optical microscopy

cannot provide the exact mutual crystallographic orientation of epitaxial pairs, it

has important advantage of being able to follow the epitaxial crystallization process

when equipped with a hot stage, which can supply information about when (during

isothermal crystallization, see Fig. 11a–d) and at what temperature (during the

cooling process) the epitaxy starts [109]. Moreover, it can provide a large area (e.g.,

square millimeters) of morphological information about the epitaxial system, such

as the uniformity and surface smoothness.

Atomic force microscopy (AFM) is a very powerful method for illustrating the

surface fine structure of polymers. Combination with a hot stage leads to the AFM

being a wonderful technique for following the crystallization process of polymers at

the lamellar scale, enabling measurement of growth velocity of individual lamella

[133–137]. AFM has therefore frequently been used in studies of epitaxial crystal-

lization to obtain structural information about the overgrowth polymer at the

lamellar scale [138, 139]. The use of AFM has made it possible to disclose the
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fine structure of the overgrowth polymer in the contact plane (i.e., the interacting

plane of the polymer with the substrate) when detached from the substrate. As one

example, Tracz et al. [140–142] studied the surface of PE crystallized in contact

with atomically flat substrates, such as pyrolytic graphite, MoS2, and talc, and

discovered very unusual morphology in the contact layer with respect to the bulk or

Fig. 11 Series of optical micrographs taken under cross-polarizers, showing the PCL crystallized

at a boundary area of an oriented PE substrate. The PE substrate is located in the lower left corner
of the picture. Its molecular chain direction is parallel to the boundary line, as indicated by arrows
labeled CPE. The sample was (a) heat-treated at 80�C for 10 min and subsequently cooled to 55�C
for (b) 0, (c) 6, and (d) 50 h of isothermal crystallization. (e) Sample quenched to room

temperature after 3 days of isothermal crystallization at 55�C. (f) Micrograph taken with the

same sample and in the same area as for (e) but having different chain orientation of PE substrate

with respect to the polarization direction. The polarization direction of the light is vertical.

Reproduced with permission from Liu et al. [109], copyright © 2003, Springer
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the free top surface. As presented in Fig. 12, the lamellae of PE in the contact layer

are several times thicker than normal lamellae. This suggests the formation of

extended-chain structures in the contact plane rather than folded-chain lamellae.

It should be mentioned here that a high-resolution AFM image with fine structure in

the contact plane at the molecular level is particularly important in understanding

the origin of epitaxy. For this aspect, Lotz et al. have reported an excellent

illustration [143]. They studied the epitaxial crystallization of syndiotactic poly-

propylene (sPP) on a series of linear oligophenyl substrates. As shown in Fig. 13,

with the help of AFM they provided the first direct observation of arrays of both

right-handed and left-handed individual sPP helices embedded in their

Fig. 12 AFM tapping mode, amplitude images of the contact layer of PE crystallized on (a, b) talc

or (c, d) MoS2. The cooling rate was 10�C/min for (a, c) and 0.2�C/min for (b, d). The lamellar

thickness l is indicated by two parallel solid lines. The dashed lines show the chain direction

labeled by blocks (striations). The histograms show the distributions of the lamellar thickness.

Reproduced with permission from Tracz et al. [141], copyright © 2003, American Chemical

Society
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crystallographic environments, especially the succession of CH3, CH2, and CH3

groups tilted at 45� to the helical axes in the contact bc-plane. It is such results that

enable the structure matching between epitaxial pairs to be more clearly and

precisely determined.

Another important technique for fully understanding the mutual orientation

relationship between epitaxial pairs is transmission electron microscopy (TEM),

which can be operated in different but highly complementary modes (i.e., conven-

tional bright field, electron diffraction, and dark field) [144–154]. The combined

information in real and reciprocal spaces enables a precise understanding of

structural issues at multiple length scales (e.g., polymorphism, mutual orientation,

and contact planes) of polymer crystals and the dimensions of crystalline and

amorphous domains. It is especially helpful in obtaining correct correlation of the

molecular orientation to the observed morphology, which can sometimes help in

understanding the chain packing habit of the overgrowth polymer. For example,

Fig. 14a shows an AFM image of the lamellar structure of epitaxially crystallized

poly(ethylene adipate) (PEA). The appearance of the cross-hatched lamellar struc-

ture, with PEA lamellae at ca. �66.5� from the chain direction of the PE substrate

crystals, could easily lead to the erroneous conclusion that the chain axes of PEA

incline with an angle of �23.5� to the chain direction of PE. The corresponding

electron diffraction pattern (Fig. 14b) tells us that there is a parallel chain alignment

of both polymer chains. This is caused by the folding of parallel oriented PEA

chains in the {00l} plane, as schematically presented in Fig. 14c [147].

a b

L

R

Fig. 13 (a) Fourier-filtered high-resolution AFM image of sPP epitaxially crystallized on the

(001) face of a p-terphenyl crystal in the contact plane, recorded in the liquid cell (force imaging,

constant height mode, scan rate 57 Hz or 8 s). (b) Representation of the AFM image using

molecular modeling and shown in correct mutual orientation of the left- and right-handed sPP

helices along the crystallographic a-axis in (t2g2)2 conformation, as indicated by L and R.
Reproduced with permission from Stocker et al. [143], copyright © 1994, American Chemical

Society
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4 Influence of Epitaxy on Polymer Crystallization and

Its Impact on Material Properties

4.1 Influence of Epitaxy on the Crystallization Kinetics
of Polymers

It is well known that the specific interaction between substrate and polymer can

strongly affect the physical properties of polymers, including the glass transition

temperature [155–162] and molecular mobility [163–166], which in turn influence

the crystallization kinetics of the polymers [167–169]. Frank and coworkers have

carried out systematic research on these issues [168–174]. The influence of foreign

surfaces on crystallization kinetics is multifarious, depending on the polymer used,

Fig. 14 (a) AFM phase image showing the fine structural features of PEA crystallized from

solution on highly oriented PE substrate. The molecular chain direction of PE is indicated by an

arrow. (b) The corresponding electron diffraction pattern of a PEA/PE double layer. (c) Crystal

orientation of PEA with respect to the PE substrate (left) and the chain folding in lamellar crystals

(right). Reproduced with permission from Yan et al. [147], copyright © 2013, Springer
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film thickness, and interaction between substrate and polymer melt. Generally, a

substantial decrease in the lateral diffusion coefficient of polymer films thinner than

150 nm unambiguously reduces the crystal growth rate and therefore slows down

the overall crystallization rate [167, 169, 172, 175]. For some polymers in extreme

cases, it is impossible to cultivate crystallinity in thin or ultrathin films. As an

example, the crystallization of poly(di-n-hexylsilane) is prohibited in ultrathin films

less than 15 nm in thickness [170]. Another example is the inhibition of crystalli-

zation in ultrathin films of poly(3-hydroxybutyrate) (PHB) [176], which provides a

way to produce in vivo-like amorphous PHB [177]. For epitaxial systems, the

overall crystallization rate increases remarkably as a result of the enhanced nucle-

ation ability, especially in cases where homogeneous nucleation is difficult. For

example, isotactic poly(methylmethacrylate) (PMMA) is a polymer with an

extremely slow crystallization rate [178–180]. The temperature for its maximum

crystallization rate has been reported to be 120�C, at which the bulk crystallization

takes tens of days [181]. The crystallization of PMMA from the glassy state on

oriented PE surfaces is, however, much faster, taking only tens of hours for

complete crystallization [127].

4.2 Structure Regulation and Its Impact on
Material Properties

The previous section briefly described the influence of epitaxy on the crystallization

kinetics of polymeric materials, which can provide useful information for

processing. The most important feature of surface-induced polymer epitaxy is the

ability to regulate the structure of the overgrowth polymer, because it is the key

factor in tailoring the macroscopic properties and even functionality of polymeric

materials. Therefore, this section focuses on what structures of semicrystalline

polymers can be controlled through epitaxial crystallization and its impact on

property modification.

The existence of any kind of interface can affect the crystal structure or/and the

crystal orientation of semicrystalline polymers. The influence depends remarkably

on the film thickness, crystallization temperature, and interfacial interaction.

Numerous excellent works on thin and ultrathin film crystallization of polymers

have been conducted in the past few decades [182–189]. Generally, thin polymer

films of nanometer thickness crystallized at relatively low supercooling encourage

the formation of a specific orientation of typical single crystals such as thin lamellar

crystals; in such thin films, the molecular chains lie normal to the substrate (i.e., the

lamellae lie “flat-on” against the substrate) [190–206]. Figure 15 presents AFM

height and amplitude images showing regular flat-on single crystals of sPP

[106]. The electron diffraction pattern demonstrates an upright chain orientation.

By contrast, when crystallizing a polymer thin film at higher supercooling, spheru-

lites made up of radically arranged edge-on lamellae (chain axes oriented parallel to
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the substrate) are observed [207–211]. This is seen in Fig. 16, which shows the

spherulitic structure of isotactic polystyrene composed of edge-on lamellae grown

at 160�C [211]. The different crystal orientations are also related to interfacial

interactions. Recent dynamic Monte Carlo simulations indicate that, at high crystal-

lization temperatures, thin polymer films on a slippery wall predominantly exhibit

edge-on lamellar crystals, whereas they show mainly flat-on lamellar crystals on a

sticky wall [182].

For systems with epitaxial ability, control of the structure and morphology of

overgrowth polymers is different and more prominent. As already demonstrated in

Sect. 2.2, the prerequisite for the occurrence of polymer epitaxy on organic sub-

strates (i.e., geometric matching) successfully regulates the molecular chain orient-

ation and special arrangement of the PE. Even though the matching between

polymer epitaxial pairs is less pronounced as compared with systems of

polymer on low molecular weight organic substrates (one-dimensional versus

two-dimensional lattice matching), it also shows obvious structure control capa-

bility in several aspects.

4.2.1 Control of Chain Orientation

The fixed mutual orientation of the overgrowth material with respect to the sub-

strate provides an efficient way to control the chain orientation of the overgrowth

polymer. It was found that the occurrence of polymer epitaxy always leads to an

alignment of the polymer chains in the film plane, regardless of the film thickness

and crystallization temperature. Also, chain orientation in the film can be precisely

governed on the basis of the favorable interaction between polymers. The molecular

chains of overgrowth polymer can be arranged either at fixed angles to the substrate

molecular chains (as depicted in Fig. 8 for PE/iPP epitaxy) or parallel to the

Fig. 15 AFM height (left) and amplitude (right) images of sPP crystallized on a mica surface at

125�C. The inset presents the electron diffraction pattern of the single crystal, which indicates an

upright chain orientation. The single layer of crystal is about 15 nm in thickness. Reproduced with

permission from Li and Yan [106], copyright © 2011, American Chemical Society
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substrate molecular chain [56, 95, 97, 104, 108, 109, 151–154, 212–225] (as shown

in Fig. 17 for epitaxy of PE on friction transfer highly oriented poly(tetrafluoro-

ethylene) (PTFE) substrate). Tables 1 and 2 summarize the known parallel and

non-parallel epitaxial polymer pairs reported in the literature to date. From Tables 1

and 2, we can see that different chain orientations of a single polymer can be

achieved by epitaxial crystallization on different substrates, while the same sub-

strate can induce diverse chain orientations of different polymers. Moreover, taking

the interactivity of the substrate and the deposited polymer of the epitaxial polymer

pairs into account, the substrate and deposited polymer of the different epitaxial

systems listed in Tables 1 and 2 can be mutually exchanged. The epitaxial crystal-

lization of iPP on PE substrate is a representative example. As presented in Fig. 18,

when crystallizing iPP from the melt on a uniaxially oriented PE substrate, the same

mutual orientation, but with iPP chains at �50� from the chain direction of the PE

substrate, is observed (compare Fig. 18 with Fig. 8) [226].

The strictly defined unique molecular chain orientations can be adopted within

the field of macromolecular engineering for efficient modification of material

properties. For example, in the cross-hatched lamellar structure, the mechanical

soft amorphous interlamellar regions of one phase are bridged by the crystalline

lamellae of the other phase (as schematically depicted in Fig. 19), which leads to a

significant improvement in mechanical properties [227, 228]. It was further demon-

strated that by dipping the iPP sheets in a PE solution before thermal bonding, the

adhesion between laminas increases enormously [229, 230]. This can clearly be

utilized in polymer blends and composites when stretched and thermally treated

under appropriate conditions. On the other hand, parallel chain alignment can find

applications in the fabrication of functional polymeric materials. For example,

OFETs based on soluble conjugated polymers have attracted considerable attention.

Fig. 16 Transmission electron micrograph showing the edge-on lamellar structure of isotactic

polystyrene crystallized on a carbon surface at 160�C. The film thickness is about 50 nm.

Reproduced with permission from Li and Yan [106], copyright © 2011, Springer
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Table 1 Epitaxial crystallization polymer systems with parallel chain alignment

Deposited polymers Substrate polymers References

Wax, paraffin PE [82, 107]

Poly(ethylene sebacate)

Polyoxymethylene

PE PTFE [106–108]

Polyoxymethylene

PCL PE [106, 108, 109]

PTFE

Polyoxymethylene

PBA PE [110, 111]

PEA PE [98]

Table 2 Epitaxial crystallization polymer systems with non-parallel chain alignment

Deposited polymers Substrate polymers Chain cross-angle (�) References

PE iPP 50 [112]

iPP Nylon-6, 6.6, 11, 12. . . 50 [112]

Polybutadiene iPP 50 [109]

Poly(ε-caprolactone) iPP 50 [113]

Polyoctenamer iPP 50 [114]

PE sPP 37 [115]

sPP PE 37 [116]

sPP Nylon-12 37 [117]

iPP PTFE 57 [118]

Poly(L-lactide) PE 90 [119]

PBA iPP 50 [120]

Fig. 17 Bright field electron micrograph and the corresponding electron diffraction pattern (inset)
of PE epitaxially crystallized on a friction transfer highly oriented PTFE substrate. The sample was

heat treated at 150�C for 10 min and subsequently cooled to room temperature. The arrow shows

the chain direction of the corresponding PTFE substrate crystals. Reproduced with permission

from Li and Yan [106], copyright © 2011, American Chemical Society
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Enormous effort has been devoted to improving the key performance parameters of

OFETs, such as carrier mobility, on/off ratio, and threshold voltage. It was found

that the performance of single crystal nanowires of semiconducting polymers is

always excellent compared with thin films of random structure [231, 232]. Taking

this into account, epitaxial crystallization provides a simple and very efficient way

of fabricating thin films of semiconducting materials with unique crystal orientation

to improve their performance [233–238]. Such films demonstrate significant

improvement in properties, as illustrated in Fig. 20 [239].

4.2.2 Control of Crystal Modification

Many polymers display pronounced polymorphisms depending on their structure

features, thermal treatments, and mechanical handling [240–248]. Polymers with

Fig. 18 Electron

micrograph and

corresponding diffraction

pattern (inset) of iPP
epitaxially crystallized from

the melt on uniaxially

oriented PE substrate. The

arrow represents the

molecular chain direction of

PE substrate film.

Reproduced with

permission from Li and Yan

[106], copyright © 2011,

American Chemical Society

Fig. 19 Epitaxially

oriented cross-hatched PE

lamellar crystals on

uniaxially oriented iPP

substrate, in which the

mechanically soft

amorphous interlamellar

regions of one phase are

bridged by the crystalline

lamellae of the other phase.

Reproduced with

permission from Li and Yan

[106], copyright © 2011,

American Chemical Society
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different crystal structures exhibit unambiguously distinct properties or even

diverse functionality. Therefore, control of the crystal structure of polymeric

materials is sometimes more important than control of chain orientation. It is

quite familiar that a special nucleating agent is frequently used to control crystal

modification (e.g., β-crystallization of iPP) [22–24]. In addition, special crystalli-

zation procedures, such as use of a thermal gradient [249], are frequently encoun-

tered during processing [250–254], and are sometimes also helpful in controlling

the crystal modification of polymorphic polymers. For example, β-iPP crystals can

be produced by melt crystallization under a temperature gradient through a kineti-

cally favored α-to-β growth transition [217, 249, 255, 256]. Epitaxial crystallization
provides another reliable way to control the crystal modification of semicrystalline

polymers [46, 56, 62, 257–259]. As an example, Fig. 21 presents the controlled

crystallization of poly(butylenes adipate) (PBA), an aliphatic biodegradable

Fig. 20 Photoswitchers of poly(para-phenylene ethynylene)s with thioacetyl end groups

(TA-PPE) film, (a) with and (b) without orientation. (c) Photoresponse and (e) photoswitch

behavior of TA-PPE film with alignment. (d) Photoresponse and (f) photoswitch behavior of

TA-PPE film without alignment. Reproduced with permission from Dong et al. [239], copyright ©
2008, American Chemical Society
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polyester exhibiting two different modifications designated α and β [260–262]. It

was reported that the polymorphisms of PBA are related to the crystallization

temperature [263–266]. At temperatures above 32�C, PBA chains pack in the

α-form, whereas its β-form crystals are formed at temperatures below 27�C. In
the intermediate temperature window (27–32�C), coexistence of both α- and

β-phases is seen. The crystal structure-dependent degradation rate of PBA (i.e.,

faster degradation of α-PBA than β-PBA) [267] illustrates the importance of the

crystal structure. From Fig. 21a it can be seen that PBA film grown on PE substrate

consists of highly oriented edge-on lamellae aligned perpendicularly to the chain

direction of the PE substrate [217]. The corresponding electron diffraction pattern

of the PBA/PE double layers, with sharp and well-defined reflection spots of both

PBA and PE (see Fig. 21b), confirms that both PBA and PE layers are highly

oriented. The appearance of (00l) PBA reflection spots in the direction of the (002)

PE diffraction spots proves parallel chain alignment of PBA and PE. It has been

further identified that all of the PBA reflection spots in Fig. 21b are accounted for by

its orthorhombic unit cell in β-form.

It needs be emphasized here that the crystal structure of PBA crystallized on PE

substrate is not temperature dependent. In other words, the epitaxial crystallization

of PBA on PE substrate results in the formation of its β-form at any temperature.

This is associated with a better matching between β-PBA and PE. Similar β-PBA
crystallization behavior was also found on iPP substrate [268]. The chain orient-

ation of PBA in the PBA/iPP system is, however, different from that in the PBA/PE

system. Instead of a parallel chain alignment on the PE substrate, a cross-hatched

lamellar structure of PBA with the molecular chains �50� from the chain direction

of iPP crystal is obtained, reflecting a similar matching situation as for PE/iPP

epitaxy. From the above experimental evidence, it is clear that epitaxy can control

not only the crystal structure, but also the chain orientation of polymers. This

reveals the advantage of epitaxy over use of a nucleation agent in controlling the

specific crystalline modification.

Fig. 21 (a) Bright field transmission electron micrograph, (b) the corresponding electron diffrac-

tion pattern, and (c) sketch illustrating the mutual chain orientation of PBA crystallized from the

melt onto highly oriented PE substrate. Reproduced with permission from Sun et al. [217],

copyright © 2005, American Chemical Society
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4.2.3 Control of the Spatial Arrangement of the Backbone Chain Plane

Another aspect of particular interest for obtaining high performance polymer thin

films is the spatial arrangement of planar backbone chains. This has been well

illustrated by the highly crystalline rigid rod conjugated TA-PPE, which possesses a

planar backbone chain (see Fig. 22). For this kind of molecule, both the chain axis

orientation and chain spatial arrangement of the π-conjugated skeleton are impor-

tant factors that influence the performance of resulting materials [269]. Figure 22

presents the two extreme arrangements of planar TA-PPE molecules. In one case,

the π-conjugated skeleton planes are perpendicular to the film plane (Fig. 22,

bottom left), referred to as “side-on” to distinguish them from the edge-on oriented

crystalline lamellae. In the other case, the π-conjugated skeleton planes lie parallel

to the film plane (Fig. 22, bottom right), expressed as “face-on” to distinguish them

from flat-on oriented crystalline lamellae. Property measurements reveal a promi-

nent influence of chain orientation and spatial arrangement on the performance of

devices incorporating these polymers [270, 271]. It was found that the switch on/off

ratio of photoswitchers with TA-PPE molecules aligned along the carrier transport

direction of the device can reach as high as 330–400, whereas for devices with

randomly oriented molecules the ratio is only 8–12 [239]. Moreover, the charge

carrier mobility of OFETs based on TA-PPE nanowires with side-on molecular

chains aligned along the nanowire is confirmed to be three to four orders of

magnitude higher than those based on randomly orientated thin films [232].

Section 4.2.2 described control of the crystal structure and chain orientation of

deposited polymers through benign matching during epitaxy. Considering that the

Fig. 22 Molecular structure of TA-PPE (top) and its two extreme spatial arrangements, side-on

(bottom left) and face-on (bottom right). Reproduced with permission from Zhou and Yan [269],

copyright © 2013, American Chemical Society
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favorable crystallographic interaction is generally related to a certain lattice plane

of the deposited polymer, it should also be possible to achieve favorable matching

through changing the contact plane of the polymers. In this case, the selected

contact plane becomes the key factor for determining the spatial arrangement of

planar backbone chains. A good illustrative example is the epitaxial crystallization

of PE on iPP and sPP substrates. As mentioned in Sect. 2.3.2, when crystallizing PE

on a highly oriented iPP substrate, the lattice plane of PE crystal in contact with the

iPP substrate is its (100) lattice plane, as confirmed by the electron diffraction

shown in Fig. 8b through the absence of (200) diffractions [151, 152, 215]. How-

ever, the favorable interaction between PE and sPP is realized in the (110) lattice

plane of the PE crystal. As a result, when crystallizing PE on a highly oriented sPP

substrate, the lattice plane of PE crystal in contact with the sPP substrate changes to

its (110) lattice plane [154]. According to the crystal structure of PE, the setting

angles of the two PE chains involved in one unit cell, defined as the angle between

the trans-planar C–C chain skeleton and (0k0) lattice planes, are �42�

[272, 273]. This means that the alignment of PE molecular chains on iPP substrate

leads to the trans-planar C–C chain skeleton of PE about �42� from the normal of

iPP film. In the case of PE/sPP epitaxy, it is either about 8.3� or about 81.7� from the

normal of sPP film. Therefore, combining with the different mutual chain orient-

ations described in Table 2, the arrangement of PE molecular chains including

chain axis orientation and spatial trans-planar C–C chain skeleton alignment is well

controlled.

This also works for conjugated rigid chain polymers. For example, P3HT can

adopt different crystal structures and chain alignments depending on crystallization

conditions. It has been well reported that different properties can be achieved with

various molecular chain arrangements. This has stimulated many studies of the

crystallization behavior of P3HT under different conditions. The results of previous

studies indicate that uniaxially oriented P3HT thin films can be fabricated using the

friction transfer technique or surface-induced epitaxy. Friction transferred P3HT

thin films are generally composed of edge-on crystalline lamellae with molecular

chains aligned in the film plane and along the sliding direction [274, 275].Moreover,

it has been confirmed that the molecular backbone planes in the friction transferred

thin films are parallel to the film surface (i.e., a face-on molecular orientation as

shown in Fig. 22, bottom right). On the other hand, the epitaxial crystallization of

P3HT on different substrates also produces edge-on lamellae with molecular chains

arranged in the film plane but oriented in a special manner depending on the

substrate [233, 234, 236, 237]. The epitaxial crystallization of P3HT on highly

oriented PE thin films results in the formation of a parallel aligned edge-on lamellar

structure of P3HT (see Fig. 23, upper left), in which the P3HT molecular chain axis

is aligned in the film plane and along the PE chain direction [130]. Meanwhile, it

has been confirmed that the (100) lattice plane of P3HT is in contact with the PE

substrate. This demonstrates that the epitaxy of P3HT on oriented PE thin film also

provides a side-on molecular orientation, as sketched in Fig. 23, bottom left.
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5 Methods of Realizing Polymer Epitaxy

As mentioned above, the realization of epitaxial crystallization between polymers is

somewhat difficult compared with the epitaxial crystallization of polymers on

single crystals of small molecular weight compounds. A simple and effective way

for obtaining a controlled microstructure and the desired macroscopic properties for

the material is suitable post-thermal treatment of co-stretched polymer blends with

epitaxial ability. It is, however, difficult to make a detailed study of the structure

relationship, especially determination of the contact planes. Thin film epitaxy is

generally conducted by superimposing the thin film on an appropriate oriented

crystalline substrate, followed by melting and recrystallization of the overgrowth

polymer. This can be easily realized for systems in which the substrate has a higher

melting temperature than the overgrowth polymer. When the overgrowth polymer

has a higher thermal stability (i.e., a higher melting temperature), its epitaxial

crystallization on a substrate with lower melting point is mostly carried out by

crystallization from the solution or glassy state [127]. In some cases, in situ

epitaxial crystallization during synthesis provides another efficient pathway for

obtaining a highly order structure of the final polymeric product, which is especially

important for those polymers that are difficult to melt or dissolve in solvents. The

epitaxial crystallization of poly(3-methylthiophene) (P3MT) on highly oriented

PVDF substrate during electrochemical polymerization provides an example

[276]. Figure 24 shows the cyclic voltammetry (CV) plot for the polymerization

Fig. 23 Top left: AFM
image of P3HT epitaxially

crystallized on highly

oriented PE substrate,

showing the parallel aligned

lamellar structure. Top right
and bottom: Molecular

alignment in the parallel

oriented lamellae.

Reproduced with

permission from Zhou and

Yan [269], copyright ©
2013, American Chemical

Society
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of 3-methylthiophene and the X-ray photoelectron spectrum (XPS) of the de-doped

P3MT on PVDF film. From Fig. 24a, it can be seen that electron transfer can occur

readily to the electrode to enable the P3MT film to grow on the PVDF substrate.

Both the anodic and catholic peak currents increase in successive cycles, indicating

the coupling reaction of 3-methylthiophene units and growth of the polymer film on

the electrode [13, 25, 44]. The inset of Fig. 24a shows the evolution of the oxidation

peak current at ca. 0.6 V versus cycle number, illustrating a linear increase in the

polymerization of 3-methylthiophene on the electrode. The XPS of de-doped P3MT

on PVDF film (Fig. 24b) shows characteristic sulfur and fluorine peaks, with no

detectable phosphorus or nitrogen, indicating the successful deposition and

de-doping of P3MT.

Figure 25a–c shows optical micrographs of P3MT film electrochemically depo-

sited onto oriented PVDF. Figure 25a shows a regular structure with lathlike P3MT

crystals of microns in length with strong birefringence. Light extinction when the

sample is rotated about the beam axis (see Fig. 25b) indicates high orientation of the

P3MT crystals, that is, the occurrence of epitaxial crystallization of P3MT on the

highly oriented PVDF during electropolymerization. AFM studies show that the

Fig. 24 (a) Cyclic

voltammetry plot for the

polymerization of

3-methylthiophene at a scan

rate of 40 mV s�1. The first

scan is shown in red. (b)
XPS spectrum of de-doped

P3MT on PVDF film; the

inset shows an expansion of

the range from 50 to

250 eV. Reproduced with

permission from Sun

et al. [276], copyright ©
2014, RSC
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morphologies of P3MT are dependent on the conditions of electrochemical deposi-

tion. As shown in Fig. 25c, d, lathlike crystals with a width of 10–20 μm and

thickness of 0.6 μm are obtained using a low scan rate and few scan cycles. With

increasing numbers of cycles, a two-dimensional close-packed film composed of

lathlike P3MT crystals can be obtained. X-ray and electron diffractions (Fig. 26,

top), help to determine the exact molecular orientation of P3MT (as shown in

Fig. 26, bottom). These P3MT films exhibit a remarkably high conductivity with

anisotropic feature.

Another method that should be emphasized here is directional epitaxial crystal-

lization, as used by Brinkmann and Lotz et al. [56, 61–63, 233]. In brief, the method

achieves orientation of polymers by crystallization from solution in a crystallizable

solvent, which first plays the role of solvent for the polymers and then the role of

substrate for epitaxy of polymers after crystallization. As an example, Fig. 27 shows

the AFM phase image of an oriented P3HT film grown by directional epitaxial

crystallization in 1,3,5-trichlorobenzene (TCB) [234]. In this case, the TCB was

used as a crystallizable solvent of P3HT. At temperatures above 63�C (melting

point of TCB), the melting TCB acts as solvent for P3HT. By cooling to a

temperature below 63�C, the first TCB crystals formed serve as substrate for

epitaxial growth of P3HT, leading to formation of highly oriented P3HT thin

Fig. 25 (a–c) Polarized

optical micrographs of

P3MT films

electrodeposited onto ITO

glass covered with oriented

PVDF film. The arrows
indicate the PVDF

molecular chain directions:

(a) 45�, (b) 0�, and (c)�45�

from the polarizer direction.

The deposition conditions

were (a, b) 40 mV s�1,

50 cycles and (c)10 mV s�1,

10 cycles. (d) AFM image

corresponding to (c).

Reproduced with

permission from Sun

et al. [276], copyright ©
2014, RSC
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films (see Fig. 27). In this way, highly oriented P3HT films can be readily obtained

by removing the crystalline TCB through sublimation under a primary vacuum.

During the directional epitaxial crystallization of P3HT by TCB, long range

in-plane orientation of P3HT can be achieved by using an oriented PTFE substrate

to guide the oriented crystallization of TCB. This is of great importance for

obtaining large areas of highly oriented thin films of functional materials [234].

6 Conclusions and Outlook

This review illustrates the effect of epitaxy on several aspects of the crystallization

of polymers. First, epitaxial ability can accelerate the kinetics of polymer crystal-

lization as a result of enhanced nucleation ability, especially for those crystalli-

zations where homogeneous nucleation is difficult. The most important influence of

Fig. 26 Top: XRD profile

and electron diffraction

pattern (inset) of P3MT

electrodeposited onto

oriented PVDF film after

detaching the PVDF layer.

Bottom: Orientation of

P3HT as deduced from the

diffractions. Reproduced

with permission from Sun

et al. [276], copyright ©
2014, RSC
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epitaxy on polymer crystallization rests on its ability to generate highly crystalline

thin polymer films with strictly defined orientation, which includes molecular chain

orientation, the crystal structure of polymers with polymorphisms, and the spatial

arrangement of the planar backbone molecular chains. It should be pointed out that

control of these structures can be realized simultaneously by the proper choice of

substrate for epitaxy. This synergistic multistructure regulation illustrates the

supreme advantage of epitaxy over the nucleation agent-induced crystallization of

polymers. Even though epitaxial crystallization provides a simple and efficient

method for fabricating polymeric materials with special crystalline structures, and

thus with improved properties or even new functionalities, its use to design and

fabricate polymeric materials with properties matching specific product require-

ments has not yet been well developed. Therefore, further research in this field is

needed to explore how to utilize the induced unusual crystallization behavior of

polymers for preparing advanced polymeric materials.

Challenges in this field include the technical development of morphological

manipulation of multiphase and multicomponent polymer systems, such as copol-

ymers and polymer blends. For example, polymeric solar cells have emerged as

attractive candidates for renewable energy devices. However, the efficiency of the

best available polymer solar cells still lags behind that of conventional silicon

devices. Based on the close relationship between the microstructure of such poly-

meric devices and their final properties, the optimal design and implementation of

the structures of donor and acceptor materials in the devices, including phase

structure and molecular chain orientation, offers an effective approach for fabri-

cation of high efficiency photovoltaic devices. This could be regulated by

one-component epitaxial crystallization with controlled interlamellar phase

Fig. 27 AFM phase image

of an oriented P3HT film

grown by directional

epitaxial crystallization in

TCB. Inset shows the
corresponding fast Fourier

transform. Reproduced with

permission from Brinkmann

and Rannou [234],

copyright © 2007, Wiley-

VCH
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separation of a blend or even by epitaxial crystallization of both polymer compo-

nents. This kind of structural control of block copolymers has already been reported

by the group of De Rosa, Lotz, and Thomas [277, 278].
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Microstructure of Banded Polymer
Spherulites: New Insights from Synchrotron
Nanofocus X-Ray Scattering

Dimitri A. Ivanov and Martin Rosenthal

Abstract We report on the banded polymer morphology of several semicrystalline

commodity polymers such as high-density poly(ethylene), poly(trimethylene tere-

phthalate), poly(vinylidene fluoride), and poly(3-hydroxybutyrate). The internal

structural organization and 3D shape of the constitutive crystalline lamellae have

been topics of interest in polymer physics for the last 50 years. However, conven-

tional morphological characterization techniques (electron and/or optical micros-

copy) can be misleading in such analyses and have resulted in wrong interpretations

of the twisted lamella growth mechanisms. We present nanofocus synchrotron

X-ray scattering experiments and describe the analysis used to interpret the arrays

of nanodiffractograms acquired along the spherulitic radii. It is shown that the

crystal twist occurring during radial outward growth is regular and uniform. The 3D

lamella shape is in most cases similar to the classic helicoid, whereas in other cases,

such as the lamellae of poly(propylene adipate), it corresponds to a spiral structure.

Access to comprehensive microstructural information about bulk samples makes it

possible to better understand the twisted growth mechanisms and check the pre-

mises of the Keith and Padden model linking the direction of chain tilt and lamella

twist hand. It is demonstrated that this model cannot explain the banding behavior
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in poly(trimethylene terephthalate) and therefore needs reconsideration. In-depth

analysis of the microstructure allows more general conclusions to be drawn regard-

ing correlation of chiralities pertinent to different spatial scales, ranging from that

of the constitutive monomer to the supramolecular level of twisted lamellae.

Keywords Banded polymer spherulite • Chain tilt • High-density poly(ethylene) •

Lamella chirality • Nanocalorimetry • Nanofocus X-ray scattering • Poly

(3-hydroxybutyrate) • Poly(trimethylene terephthalate) • Synchrotron radiation
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1 Introduction

Formation of banded polymer spherulites, probably the most fascinating polymer

morphology, has been attracting the interest of polymer physicists for more than

50 years. As nicely put by D.C. Bassett in his review on polymer spherulites, “no

aspect of spherulitic growth has been more intriguing nor more challenging to

interpret than the spectacular phenomenon of banding” [1]. Generally, spherulites

are one of the most common crystal forms observed for a very wide variety of

organic and inorganic compounds. The word “spherulite” (cf. Fig. 1) emphasizes

the overall spherical symmetry of such crystal aggregates, which implies that

crystal growth starts from a central nucleus and proceeds radially outwards. The

spherical shape also implies that the crystal growth rate in the material is indepen-

dent of the direction in space, meaning that the material properties in the amorphous

state are isotropic. Observation of spherulites dates back to the works of Talbot [2],

who studied crystallization of borax from phosphoric acid almost two centuries ago.

In the years following this discovery, research on spherulites was significantly

extended to molecular crystals by Lehmann [3], who found the use of a heating

stage particularly well suited in combination with polarizing optical microscopy.

Since that time, a great number of substances of different natures have been

reported to exhibit spherulitic morphology (see, e.g., [4]).
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The banded, or ringed, polymer spherulite is a particular type of spherulitic

aggregate in which zones of polarized light extinction form defined concentric

circular or spiraling shapes. The reason for such extinction patterns were soon

recognized as being a result of the optical indicatrix rotating about the fast crystal

growth axis [5, 6]. This conclusion was also supported by one of the oldest

microfocus X-ray measurements, dating back to 1960 [7]. Since then, there have

been innumerable observations of spherulite banding in polymers, which necessar-

ily make any review on this topic incomplete. To display some of these magnificent

optical textures, we have selected examples of poly(ethylene adipate), poly

(3-hydroxybutyrate) (PHB), poly(vinylidene fluoride) (PVDF), poly(trimethylene

terephthalate) (PTT), poly(propylene adipate) (PPA) and high-density poly(ethyl-

ene) (HDPE) (cf. Fig. 2). It can be seen that the banded morphologies differ in terms

of the bandwidth and band regularity, the presence or absence of colors, etc.

Moreover, in some instances, one can notice an additional superstructure overlaid

on the simple pattern of concentric extinction rings, as in the case of PPA. The

microstructure of this polymer is discussed in more detail in Sect. 3.

It is probably instructive to consider in some detail the case of PVDF, a

commodity fluorinated polymer that has been extensively investigated over the

last 40 years because of its unique high performance properties, exploited in various

technological applications [8, 9]. Apart from the nice optical textures, this polymer

is renowned for its rich polymorphic behavior. In thin films crystallized from the

melt, two types of PVDF spherulites can be identified by optical microscopy: large

spherulites of the α-form [10, 11] and smaller γ-spherulites [12]. In cross-polarized
light, the α-spherulites distinctly show high birefringence and regular concentric

banding, whereas the birefringence is lower and banding does not appear at all for

the γ-spherulites as a result of their distinctly different morphology, which can be

perceived as morphological irregularity. The characteristic optical textures of

PVDF crystallized from the melt at crystallization temperature (Tc) of 162.5�C
are given in Fig. 3.

An alternative possibility for observation of PVDF structures at higher resolu-

tion is offered by atomic force microscopy (AFM). In the AFM micrographs in

Fig. 1 Spherulites of poly(trimethylene terephthalate) (left) and poly(lactic acid) stereocomplex

(right) visualized with the help of polarized optical microscopy
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Fig. 3, one can clearly distinguish the lamellar morphology of PVDF, which is

inaccessible using optical microscopy. In particular, regular ridges revealing indi-

vidual lamellae can be easily inspected for the presence of banded α-spherulites.
However, the microstructure of γ-spherulites, which seem more disordered in

visible light, also reveals curvy lamellar shapes of very different appearance.

Thus, it can be seen that the γ-crystals appear as spirals standing upright in the

film. A close-up of the border region between the two types of spherulites is also

presented in Fig. 3. The corresponding 3D shapes of the crystals of both poly-

morphs can be associated with classic helicoids and scrolls, respectively (cf. Fig. 4).

It is widely accepted today that the curving of crystals is a result of interfacial

stresses operating along the crystal–amorphous interface. Very similar forms have

also been documented for inorganic partially crystalline systems such as the

so-called biomorphs, or silica–calcium carbonate composites [13]. In such systems,

as well as in polymers, curving of the crystals is believed to be induced by the

unbalanced stresses acting on each of the crystal surfaces. In the case of a crystal-

line sheet, or lamella, the unbalanced stresses present on the two basal planes result

in simple rolling up of the crystal to form a two-dimensional (2D) spiral or scroll

(cf. Fig. 4, right). To form a helicoid (i.e., a figure generated by simultaneous

rotation and translation of a straight section), it is not enough for the stresses to be

unbalanced on the two opposite surfaces. In addition, it requires the presence of at

least a pair of crystals glued together along their long axis, whereby the stresses on

Fig. 2 Banded polymer spherulites of poly(ethylene adipate) (top left), poly(3-hydroxybutyrate)
(top center), poly(vinylidene fluoride) (top right), poly(trimethylene terephthalate) (bottom left),
poly(propylene adipate) (bottom center) and high-density poly(ethylene) (bottom right)
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Fig. 3 Spherulites pertinent to the α- and γ-phases of poly(vinylidene fluoride) crystallized at

162.5�C. Top left: polarized optical micrograph. Top right and bottom left: AFM topography

images of the α- and γ-phase spherulites, respectively. Bottom right: AFM phase image showing

the interphase between the α- and γ-spherulites. The AFM image size is 10� 10 μm2

Fig. 4 Underlying surface stresses resulting in formation of different 3D shapes of twisted

lamellae, such as helicoid (left) and scroll (right). Notations σ(+) and σ(�) indicate the positive

and negative surface stresses, i.e., those that tend to increase and decrease the crystal surface,

respectively
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each of them are mutually inverted, as shown in Fig. 4 (left). One of the obvious

reasons for stress generation in semicrystalline polymers is the density difference

between the amorphous and crystalline regions, making the crystal–amorphous

interphase topologically constrained.

One of the first models designed to explain the formation of twisted polymer

crystals was the screw-dislocation model proposed by Basset and Hodge [14],

which was based on observations of poly(ethylene) morphology. The model sug-

gests that the twist originates from successive isochiral screw dislocations, leading

to an isochiral splaying and twisting of the lamellar crystal. In this case, each screw

dislocation contributes to the overall deviation by a certain defined increment. The

isochirality of the screw dislocation is identified by the chain tilt of the crystalline

stems within the lamellar crystal with respect to its normal [15]. From this model,

the authors proposed a correlation between stem inclination and twisting of the

lamellar crystal, which would be efficient in releasing the stresses at the fold

surfaces [16]. Toda and co-authors further developed this model in an attempt to

correlate the chain tilt in the lamellar crystal with the sense of the screw dislocation

[17, 18].

However, the most widely cited model for twisting lamellar crystals was pro-

posed in the seminal paper by Keith and Padden [19]. The model put forward,

termed the “KP-model” in the rest of this chapter, was specifically developed for the

case of poly(ethylene), and later extended [20] to other polymer systems, which

makes it of a general nature. The underlying assumptions of the KP-model are

schematically depicted in Fig. 5. The KP-model assumes the existence on the

lamellar surface of chain folds of different conformation, which could reflect

local environmental and spatial encumbrance during their formation (“reeling” of

the chains from the quiescent melt). The main factor responsible for generation of

chain folds of various configurations is thought to be the chain tilt with respect to

the normal to the lamella basal plane, the feature that breaks the high symmetry of

PE-based lamellae. Keith and Padden speculated [19] that the fold conformation

consumes more space when the chain overhangs the growth front, or when it has to

fold around an acute angle, leading to a positive pressure (red region of the lamellar

surface in Fig. 5, top). By contrast, the fold is thought to be less space hindering

when folding occurs around an obtuse angle (blue region in Fig. 5). The crystal

growth mechanisms leading to the stress distribution proposed by Keith and Padden

were based on the Lauritzen–Hofman theory, in the frame of which a secondary

nucleus appears on a crystal surface and propagates laterally at a rate g to complete

the outmost row of crystalline stems and give rise to the experimentally measurable

propagation rate G. The part of the KP-model regarding chain folds is the most

fragile to criticism (see, e.g., [21]) because the qualitative arguments of Keith and

Padden do not seem sufficiently rigorous. Furthermore, Keith and Padden assume

that the crystalline lamella is built of two equivalent laterally connected parts with

opposite distributions of surface stresses, in such a way that, if cut along the growth

axis with virtual scissors, the lamella parts (halves) would have a tendency to bend

in the opposite directions (Fig. 5, middle). However, because the two parts are

laterally connected to each other, the only way to reduce the free energy of such an
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object would be to adopt a twisted shape (Fig. 5, bottom). Interestingly, the effect of

the unbalanced surface stresses leading to a torque and thus to a twist were

experimentally modeled by Keith and Padden using swollen rubber bands [19]. A

straightforward consequence of the KP-model is the fact that if a lamella crystal

grows radially outwards, the chiralities of the two lamella halves would be inversed

(cf. Fig. 5, middle). This may, however, be in contradiction with what is known, for

example, for banded spherulites of chiral polymers that typically form lamella

helicoids of only one defined twisting hand.

Generally, it is clear that experimental verification of the KP-model was cer-

tainly problematic at the time when the model was put forward because of the

absence of experimental techniques that could assess all the required microstruc-

tural parameters in bulk samples. Although examination of the chain fold confor-

mation remains problematic even today, determination of the chain tilt in bulk

isotropic samples was, in our opinion, totally unrealistic. Despite the inefficiency of

conventional experimental techniques, the KP-model stimulated intense discussion

Fig. 5 Illustration of the

Keith and Padden model.

The sign of the surface

stress generated by the

differential chain fold

congestion is rendered in

red for positive and blue for
negative
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in the literature on the possible correlations of chiralities present in polymer

systems at different spatial scales (cf. Fig. 6), including monomer chirality, chirality

of the unit cell, the chiral environment of crystalline lamellae, and the handedness

of twisted lamella crystals.

With the advent of synchrotron-based X-ray scattering employing micro- and

nanosized X-ray beams, the possibility of gaining deeper insights into the micro-

structure of bulk semicrystalline samples is becoming realistic. Micro- and

nanofocus X-ray scattering techniques have already proved their power in identi-

fying the crystal growth axis and local crystal orientation in banded and nonbanded

spherulites of poly(L-lactic acid) [22], PHB [23, 24], isotactic polystyrene [25],

isotactic poly(butene-1) [25], HDPE [26], PTT [27–29], and PPA [30]. The use of

modern X-ray optics to focus the X-ray beam on a sample to a spot of less than a

few microns can provide a wealth of structural information at the local scale, such

as crystal orientation and chain tilt with respect to the lamella basal plane as well as

lamella handedness. In most microfocus X-ray experiments, the supralamellar, or

lamella bundle, structure is analyzed by scanning the banded spherulite along the

fast crystal growth direction (i.e., the spherulite radius). However, in our opinion,

detailed analysis of chain orientation within the lamellar crystal and its correlation

to the twist sense is still lacking in the literature. Nozue and co-authors [31]

employed this technique to identify the sense of crystal rotation while scanning

along the radial axis of banded poly(caprolactone)/poly(vinyl butyrate) spherulites

using the finite curvature of the Ewald sphere. This approach is discussed later in

this chapter. Moreover, theoretical methods for analysis of the 3D lamella shapes

based on microfocus X-ray patterns have recently been proposed [32–34].

The remainder of this chapter describes the methodology of nanofocus X-ray

scattering experiments on banded polymer spherulites and the main analysis tools

used to extract microstructural information (cf. section 2). The application of

Fig. 6 Chirality parameters of a semicrystalline polymer pertinent to different spatial scales
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nanofocused X-ray scattering is exemplified for several commodity polymers,

demonstrating the power of the technique in analyzing the mechanisms of twisted

lamella growth. The chiral parameters governing lamella formation and their

correlation with the symmetry of the constitutive crystal lattices are discussed for

several achiral and chiral polymers (cf. section 3).

2 Experimental Details

2.1 Experimental Setup

In a typical scanning nanodiffraction experiment, X-ray beams with footprints

smaller than 200 nm are used to gather spatially resolved structural information

on quasi-2D specimens. The experimental layout, as implemented at the

nanodiffraction facility of the ID13 beamline at the European Synchrotron Radia-

tion Facility (ESRF), is schematically presented in Fig. 7. The X-ray beam is

generated by electron bunches accelerated to 6.3 GeV passing through the

undulator inside the storage ring. The white X-ray beam is then prefocused over a

distance of about 98 m using a set of white-beam beryllium lenses. X-ray photons

with energy of 15 keV are selected using a Si111 channel-cut monochromator. The

final focusing of the beam close to the sample position is realized with silicon-based

composite refractive lenses (CRL) allowing for beam sizes in the 40–150 nm range,

depending on the beam prefocusing. However, this way of focusing the X-ray beam

comes with a loss of about 90% of the initial X-ray beam intensity as a result of the

low efficiency and low acceptance of the final focusing optics. A typical photon flux

in the described focusing mode is about 1010 photons (ph) per second, giving a

Fig. 7 Nanofocus X-ray scattering setup at the ID13 beamline of the ESRF. The X-ray beam

generated by the undulators is focused over a distance of about 98 m. The final focusing of the

beam close to the sample position is realized using composite refractive lenses, allowing beam

sizes in the nanometer range. A typical experiment on a banded spherulite includes acquiring

arrays of diffractograms along the spherulite radius. The small footprint of the X-ray beam on the

sample can reveal the highly ordered local texture of the banded spherulite. The radial and

azimuthal positions of the different diffraction peaks and their variation along the spherulite

radius make it possible to address lamella chirality, lamella basal plane orientation, chain tilt

and, generally, twisted growth mechanisms
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typical flux density of about 2.8� 106 ph s�1 nm�2. A Pt–Ir pinhole placed directly

upstream of the sample allows low background measurements, being a premise for

high-resolution scanning experiments on weakly scattering samples. The developed

approach for addressing the microstructure of banded spherulite in a scanning

nanodiffraction experiment includes acquiring arrays of diffractograms along the

spherulite radius with the help of large-area 2D detectors. The X-ray beam is first

roughly positioned on a sample with the help of an on-axis optical microscope (not

shown here). Further refinement of the beam location on the sample is performed by

observing azimuthal positions of the known diffraction peaks of the sample. The

main idea of the experiment is to realize radial scans across the whole spherulite.

Precise motion of the sample along the x-, y- and z-directions is operated by

combination of a so-called hexapod and a specially designed array of piezo-

actuators. The use of a micron-sized beamstop of less than 300 μm in diameter

protects the sensitive 2D X-ray detector against saturation and overexposure from

the direct beam, and allows recording wide- and small-angle scattering intensity at

the same time. This dual angular-range detection is of high importance because data

analysis requires correlation of information on the crystal morphology, such as

lamella basal plane orientation assessed by SAXS, with that of the crystal lattice

orientation measured with WAXS.

2.2 Methodology of Data Analysis

The methodology used for data analysis of all 1D scanning experiments is sche-

matically illustrated in Fig. 8 for the case of melt-crystallized PTT. The recorded

spatially resolved arrays of 2D diffraction patterns (Fig. 8, top left) are reduced and

analyzed using appropriate integration algorithms. In our case, data correction,

reduction, and integration were conducted using home-built routines designed in

the IgorPro® software package (WaveMetrics Ltd). As mentioned, the X-ray beam

position on the sample was refined using the azimuthal angles of some reference

diffraction peaks of the studied polymer to make a radial scan across the spherulite.

For PTT, Fig. 8 exemplifies the case when the radial scan is vertical. This means

that, because the crystal growth direction in PTT is parallel to the a-vector of the
unit cell, the 00l, 0k0, and 0kl peaks populate the horizontal, or equatorial, direction

of the patterns. By continuously monitoring the peak positions during fine lateral

displacement of the specimen using the piezo-motors, it is straightforward to

identify a location on the vertical line passing through the spherulite center.

When a location characterized by vertical orientation of the a-vector is found, it
is convenient to search for the spherulite center. The latter can be found on the

radial scan thanks to local disordering of the crystal texture, which is expressed by

significantly increased azimuthal width of the peaks.

In the first analysis step, the scattered intensity I(q,r) corresponding to the array

of 2D diffraction patterns successively recorded along the spherulite radius is

plotted as a function of the modulus of the scattering vector q(|q|¼ 4π sin(θ)/λ,
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where θ is the Bragg angle, λ the wavelength, and r the radial distance from the

spherulite center (see Fig. 8, middle, left). Representation of data in the form of I(q,
r) makes it possible to rapidly examine whether the different crystallographic

reflections and the small-angle intensity appear periodically along the radius.

Periodic behavior (visualized as regular “blinking” of the peaks) signifies that

radial scanning of the spherulite is equivalent to crystal rotation, during which the

crystal enters and exits the reflection conditions for different diffraction peaks.

Assuming the twist is regular, the distance between two successive maxima of the

same reflection (for simplicity, issues related to peak multiplicity are not considered

here) corresponds to a half turn of the crystal. Apart from regularity, it is also

instructive to check the twist uniformity (i.e., to determine whether the rate of

Fig. 8 Methodology of micro- or nanofocus X-ray scattering experiment on a banded polymer

spherulite, exemplified for the case of melt-crystallized PTT. Top left: Typical 2D diffractogram

for a location within a spherulite positioned on a vertical radial line. Chirality of the twisting

lamella is determined from the order of appearance of the reflection and its symmetric counterpart

(top center and top right). Reduction of the arrays of 2D diffractograms acquired in the course of a

radial scan to the form of the I(q,r) function allows exploration of the twisted growth mode (middle
left and bottom left). Correlations between the chain tilt in the lamella (bottom center) and lamella

chirality are examined to check the predictions of the KP-model for the chosen polymer (right)
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angular rotation of the crystal is constant). An alternative to uniform twist is growth

with a stepwise lamella twist, for which a change in crystal orientation occurs

within a short fraction of the spherulitic band, followed by further growth of the

crystal with invariable orientation over a noticeable distance. This analysis can be

performed using locations at which the diffraction peaks reach their maximum

intensity (Fig. 8, bottom left). It is thus necessary to check whether the observed

reflections appear with radial offsets to each other, corresponding to the difference

between their respective crystallographic angles derived from the unit cell param-

eters. Note that the crystallographic angles should be taken in their projection on the

plane perpendicular to the crystal growth axis. The match of the two angles (i.e., the

angle derived from the radial offset normalized by the width of the band and the

angle calculated from the coordinates of the corresponding reciprocal space vector;

Fig. 8, bottom center) indicates that the lamellar stacks rotate uniformly about the

growth axis.

One of the most important chiral parameters of the twisting lamella crystal is its

twist hand (i.e., left or right). Distinction between the lamella helicoids according to

their chirality can be readily carried out using the offset between a selected

reflection and its symmetric counterpart, as shown in Fig. 8 (top center). The reason

why lamella chirality is amenable to X-ray analysis is the pronounced curvature of

the Ewald sphere for the wavelength used (cf. Fig. 9). The situation here is at

variance with that typically encountered in electron diffraction, where the Ewald

spheres are extremely flat. The intensity of a given reflection becomes detectable

when the Ewald sphere corresponding to the observation conditions intersects the

intensity distribution on the reciprocal-space sphere with a radius equal to the norm

Fig. 9 Method of determination of twisted lamella chirality. The conditions of observation of

reflection are created when the Ewald sphere intersects the so-called Polanyi sphere [35]. The sign

of the offset between the positions corresponding to observation of a selected reflection and its

symmetric counterpart can be readily converted into the chirality of the twisted lamella crystal
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of the corresponding q-vector, the so-called Polanyi sphere [35]. The moments at

which intersection by the Ewald sphere of the intensity distributions pertinent to the

reflection and its symmetric counterpart do not occur simultaneously during the

radial nanofocus scan (cf. Figs. 9 and 8, top center). The sequence of appearance on

the detector of the reflection and its counterpart (the radial difference between

which equals the scattering angle in terms of the phase offset) allows determination

of lamella handedness. It is naturally assumed that one has full information on the

correspondence between the acquired detector image and its real orientation in

space.

As mentioned in the introductory section, it is crucial to check the main premise

of the KP-model, which correlates lamella chirality to the direction of the chain tilt

in the crystal (i.e., the angle between the c-axis of the unit cell and the normal to the

lamella basal plane). The chain tilt can be assessed from the location of the

maximum of the small-angle intensity along the spherulite radius (expressed in

degrees), as illustrated in Fig. 8 (bottom center). The position of the SAXS peak on

this graph allows determination of the crystallography of the lamella fold plane and,

consequently, the angle between the crystalline stem and any other reciprocal space

vector of the crystal. The information on lamella chirality and chain tilt enables a

conclusion to be drawn about whether the twisted growth occurs according to

predictions of the KP-model (cf. Fig. 8, middle right).

3 Results and Discussion

3.1 High-Density Poly(ethylene)

It is appropriate to start with the analysis of banded HDPE, which is undoubtedly

the most studied synthetic polymer. It has served as a model system for numerous

studies in polymer physics, being considered the archetypal achiral flexible-chain

polymer. It is noteworthy that a wealth of structural data on HDPE results from

studies carried out on solution-grown single crystals of HDPE. The phenomenon of

chain folding was first discovered in these magnificent objects. Structural data

pertinent to single crystals are often generously extrapolated to the case of bulk

HDPE, which can be problematic. One reason for this is, as Phil Geil states in his

famous book on single polymer crystals [36], “The details of the flattening and

solvent removal process for solution-grown single PE crystals are crucial for the

final structure and can be accompanied by uneven distortion of the lattice whereby

each fold domain of the initial markedly non-planar crystals is distorted or tilted

individually.” Moreover, even the process of chain folding can be significantly

different for polymer crystallization from a dilute solution and from the quiescent

polymer melt. On the other hand, the structural information extracted for oriented

HDPE fibers cannot simply be transferred to isotropic HDPE because of the

structural reorganization processes occurring during drawing.
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From the experimental viewpoint, it seems impossible to extract the same

amount of microstructural information from studies of isotropic bulk HDPE as

obtained for solution-grown crystals. For example, a parameter such as chain tilt

with respect to the basal lamella plane cannot be tackled using typical characteri-

zation techniques. Therefore, correlations between the direction of chain tilt and

lamellar chirality for bulk HDPE, which are the basis of the KP-model, could not be

verified until recently. For these reasons, exploration of the banded morphology of

HDPE spherulites with nano- or microbeam X-ray scattering is rather tempting.

The present study was conducted on free-standing films of unfractionated linear

PE (DuPont Sclair 2901, weight-average molecular mass Mw¼ 72,000 g mol�1,

number-average molecular mass Mn¼ 19,500 g mol�1) melt-crystallized at

105.8�C [26]. The choice of sample was based on its reputed low nucleation density

[21], allowing growth of relatively large banded spherulites. The film was

processed between cover glass slips to ensure a uniform film thickness of about

20 μm. After immersion in 1% HF aqueous solution for 2 h, the films were floated

off in distilled water.

The left panel of Fig. 10 presents the typical banded spherulite morphology of

HDPE, characterized by relatively tight bands only a few microns wide. An

averaged 2DWAXS pattern is also shown in Fig. 10. It exhibits oriented diffraction

peaks, with the azimuthal position of the 020 peak located on the pattern equator.

This means that all patterns were acquired along the horizontal radial line of a

spherulite. Note that, although solution-grown single crystals of HDPE exhibit

lozenge-shaped or truncated lozenge-shaped crystals with 110 or 200 growth

faces [37–39], the crystal growth direction in the bulk occurs along the b-axis.
This corresponds to the situation where a pair of adjacent growth faces, (�110) and

(110), advance at comparable rates. Importantly, the pronounced orientation of the

patterns makes it possible to consider the local texture of this morphology as being

quasi-single crystalline, which simplifies the analysis.

Fig. 10 Results of microfocus X-ray scattering study of the banded spherulite morphology of

HDPE. Left: Banded spherulites of HDPE formed at 105.8�C. Middle: Averaged WAXS pattern

obtained during microfocus X-ray scan along the horizontal radial line. Right: Correlation between
phases of the different reflections of HDPE and lattice angles of the same reciprocal space vectors,

measured from their projections on the ab-plane with respect to a reference reflection such as 200.
The angular position of the SAXS interference maximum coincides with that of the 201 peak
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The torsion of the crystal about the growth axis b is similar to the crystal rotation.

As described earlier, the modes of crystal twist can be analyzed by plotting the

correlation between the crystallographic angles of the HDPE reflections and their

phase shifts. The latter can be calculated from the radial distances at which they

reach their maximum intensity after normalization by the helicoid period (or twice

the band spacing of the optical micrograph). The crystallographic angles of the

HDPE unit cell are the angles between the projections of the corresponding

reciprocal space vectors onto the plane perpendicular to the b-direction with respect
to any reference vector in this plane (e.g., the 200 reflection; see Fig. 10, right). The

studied correlation exhibits a linear behavior and shows that both angles remain

similar. This means that crystal rotation about the b-axis is continuous and regular.

This conclusion is not as trivial as it may appear. Indeed, in the past, it was

suggested that the lamellar twist in PE occurs in a stepwise manner (e.g., in the

works of Bassett and Hodge [14, 16]). These authors concluded from microscopy

data that the lamellae of PE stayed untwisted over about one-third of the band

spacing and afterwards exhibited an abrupt variation in c-axis orientation as a result
of a sequence of screw dislocations of consistent sign. It is clear that the X-ray data

shown here do not provide support for these findings. In addition, the sequence of

appearance of diffraction peaks along the spherulite radius makes it possible to

determine the direction of chain tilt in the crystals and its correlation with lamella

chirality. As shown in Fig. 11A, the chain tilt deduced from arrays of acquired

diffraction patterns is 35�, making the fold plane of the lamellae very close to (201).

This value was first suggested for solution-grown single crystals [36]; however, a

closer look at the values of the chain tilt shows that the angles depend on the

crystallography of the crystal sector [38] and, more generally, can be significantly

affected by the conditions of crystal formation and sedimentation on the electron

microscope grid. The similar chain tilts observed for crystallization in bulk and for

Fig. 11 (A) Correlation between the direction of chain tilt and lamella rotation for the case of

HDPE. The lamellar crystal is viewed along the growth direction b. (B) The direction of chain tilt

is found to be unique across the whole HDPE lamellar stack; it corresponds to the predictions of

the KP-model. (C) The majority of HDPE lamellae contain left- and right-handed parts, forming

hybrid left-right helicoids; chirality is inverted in the spherulitic center
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solution-grown crystals indicate that the microstructural information on HDPE

obtained on single crystals can be adequate for analysis of bulk morphology.

Apart from chain tilt, the microfocus data provides other information for

checking the main premise of the KP-model, which states that the lamellar twist

occurs in the direction of the chain tilt when one looks along the growth direction.

This is indeed what is observed in the microfocus experiments on banded spheru-

lites of HDPE (Fig. 11A). Moreover, the one-to-one correlation between lamella

chirality and chain tilt direction signifies that the latter must remain invariable

across the entire lamellar stack, as sketched in Fig. 11B. Indeed, a crystal in a stack

with an opposite direction of chain tilt would adopt a different chirality, resulting in

immediate crashing of this twisting lamella onto its neighbors during growth.

Therefore, only crystals with one chain direction can survive in a stack, and this

chain direction matches that predicted by Keith and Padden. The fact that, locally,

all crystals not only have the same orientation, but also a unique stem direction,

makes the polarity of the growth axis common to all of them.

Another conclusion directly following from the KP-model is that each lamella

switches its chirality when passing through the spherulite center (cf. Fig. 11C). The

HDPE spherulite is thus composed of hybrid left- and right-handed lamella heli-

coids forming hemispheres of opposite chirality. Overall, the lamellae of HDPE

remain achiral. It is very tempting to link the chirality of the radially growing

lamellae with the polarity of the growth axis. However, the fact that left- and right-

handed helicoids are present shows that crystals can grow in both b and �b
directions, which are indistinguishable crystallographically because of the high

symmetry of the HDPE unit cell. The division of type-II spherulites into two

homochiral fields symmetric about a plane passing through the spherulite center

has been previously reported using AFM imaging [40] and a combination of AFM

and circular extinction microscopy [41]. It is noteworthy that, in our case, the

handedness inversion is not observed for all performed radial scans because the

scan can cross not only the well-organized sheaf-like part of the initial immature

spherulite, but also the less-ordered spherulitic “eyes” formed during later in-filling

lamellar growth [42]. During consideration of the typical lamella helicoids formed

by HDPE, it is instructive to also consider other crystal shapes. Figure 12 (left)

shows the typical morphology of semicrystalline PPA, as viewed by polarized

optical microscopy [30]. Analysis of twisted lamella growth in PPA is discussed

next.

3.2 Poly(propylene adipate)

PPA was synthesized from dimethyladipate and 1,3-propanediol glycol using a

two-stage polymerization procedure described elsewhere [43]. The Mw of the PPA

sample was 75,500 g mol�1 with a polydispersity of 2.42. Free-standing films (10–

20 μm thick) were prepared by solution casting from chloroform (40 g L�1) onto

glass slides previously cleaned by sonication in ethanol. After solvent evaporation,
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the resulting semicrystalline polymer films were melted at 50�C for 3 h, followed by

isothermal crystallization at selected temperatures. After completion of crystalliza-

tion, the films were detached from the glass substrates by floating them off in fluoric

acid solutions (1 wt%).

Crystallization from the melt at 33�C results in a spherulitic pattern with well-

defined bands. However, closer inspection of the pattern reveals that the morphol-

ogy exhibits a characteristic zigzag extinction pattern, which was previously

modeled by rotation of an uniaxial indicatrix about an axis oblique to the optic

axis [44]. The model employed in the simulation of optical properties implies that

the crystal shape is helical. It is, however, clear that simulation of the extinction

pattern remains qualitative and that the microstructural parameters of such a

morphology cannot be easily extracted. Therefore, a microfocus X-ray experiment

was needed to determine the details of such a peculiar banded spherulite

morphology.

Analysis of radial microfocus scans revealed a very interesting feature: regular

azimuthal wagging of reflections such as 002 and 020 (cf. Fig. 12, middle). Such

behavior is not typical of lamella helicoids as formed, for example, by HDPE

lamellae. The results suggest that a different 3D shape can account for such

patterns. A scheme of a flat-on helical lamellar ribbon is given in Fig. 12 (right).

The ribbon winds around a virtual cylinder and has an opening angle of about 30�.
In this case, each change in ribbon direction during winding can produce the

azimuthal wagging of reflections observed in the experiment.

Fig. 12 Left: Polarized optical image of a poly(propylene adipate) (PPA) banded spherulite grown

from the melt at Tc of 33
�C. The inset shows an averaged 2D WAXS pattern measured during a

vertical microfocus scan along the spherulite radius. Middle: Azimuthal intensity profiles of the

002 and 020 reflections measured at different radial positions. Right: Flat-on oriented helical

ribbon of PPA lamella together with the model microfocus X-ray patterns containing WAXS and

SAXS peaks and corresponding to different spatial positions of the beam
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To envisage possible reasons for such an unusual lamella shape, the main

arguments of the KP-model [19] should be recalled. The pattern of surface stresses

making a flat lamella twist into the typical helicoidal shape contains two halves with

opposite locations of positive and negative surface stresses (cf. Fig. 13, left). These

unbalanced stresses on each of the halves induce opposite bending moments and

give rise to the overall twist. In the case of a helix (cf. Fig. 13, right), the surface

stresses should generate an additional curvature of the ribbon.

To curve the long lamella axis, the surface stresses acting on the two lamella

halves have to be unbalanced, not only in terms of their sign but also in terms of

their absolute value. This can be achieved, for example, by combining the stress

distribution patterns pertinent to the helicoid and scroll (cf. Fig. 14). The implica-

tions of the helical crystal shape are in contradiction to the well-established

paradigm of spherulitic microstructure, as described in Sect. 1. Indeed, in this

case, the growth direction of the crystals is no longer radial. In the other words,

the spherulites formed from such crystals are not radially symmetric. Instead, they

are tilted away from the radial direction by the corresponding opening helix angle,

which in this case equals approximately 30�. Therefore, the banded spherulites of

PPA do not exhibit a radially symmetric texture, which is at variance with the

classical view of polymer spherulite morphogenesis.

In subsection 3.1 dedicated to the HDPE banded spherulite morphology, it was

mentioned that it was not possible to extract a correlation between lamellar chirality

and growth axis polarity because of the high symmetry of the HDPE unit cell. Such

a correlation could, nevertheless, be very interesting to address. To circumvent this

limitation, one can consider banded spherulites formed by polymers of lower

crystal symmetry. One of the most studied examples of such low crystal symmetry

polymers forming magnificent banded spherulites is PTT, which will be

discussed next.

Fig. 13 Unbalanced surface stresses resulting in different 3D crystal shapes such as helicoid (left)
and helix (right). Different tones of red and blue and different numbers of arrows express the

variation in absolute values of the positive (red) and negative (blue) stresses operating at the

interface
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3.3 Poly(trimethylene terephthalate)

The chemical structure of PTT lies between that of the “even”-numbered polymers

poly(ethylene terephthalate) (PET) and poly(butylene terephthalate) (PBT). It was

only in 1998 that PTT became commercially available as a result of development of

new technology for production of 1,3-propanediol via hydroformylation of ethylene

oxide [45]. The interest in PTT is explained by its excellent elastic deformation

recovery, which is unmatched by the homologous aryl-polyesters [46]. Selected-

area electron diffraction (SAED) data collected by Poulin-Dandurand and

co-authors [47] on PTT single crystals formed from dilute solutions showed that

the dominating growth axis corresponds to the a-direction [47], similar to what was

found for PTT melt crystallization [48]. The molecular model of the PTT unit cell

and its structural parameters are given in Fig. 15. According to Cheng and

Fig. 14 Surface stress distributions giving rise to different 3D shapes of the twisting lamellae such

as helicoid (left) and scroll (right). Superposition of the stresses pertinent to these two extreme

cases results in formation of a flat-on helical ribbon (middle)
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co-authors [49], the best estimates for PTT unit cell parameters were given by Hall

[50] (a¼ 4.600 Å, b¼ 6.220 Å, c¼ 18.360 Å, α¼ 97.8�, β¼ 90.2�, and γ¼ 111.3�,
resulting in a lattice density of 1,414 g cm�3). The latter is used for analysis of PTT

X-ray nanofocus data in this work.

The banded spherulite morphology of PTT was addressed in the past by combi-

nation of polarized light microscopy, AFM, and electron microscopy coupled with

SAED [48, 51–54]. Correlation of the banded spherulite texture with crystallization

temperature was attempted by describing the dependence of band spacing with a

power-law function. Chuang and co-authors [53] found that the critical exponent

equals 0.5, which can be compared with the well-known critical exponent of the

order parameter in the mean-field theory of equilibrium phase transitions

[55, 56]. However, not everything is set in the description of the banding behavior

of PTT. Indeed, Chuang and co-authors observed that the banded–nonbanded

transition (BNB) for PTT occurs at 195�C on the low-temperature side and at

about 215�C on the high-temperature side [51]. The results of Chuang and Hong

[51, 53] are, however, significantly different from those in other reports on PTT.

Wu and Woo [57] reported that the BNB transitions of PTT occur at 150�C and

215�C. By contrast, in the work of Wang and co-authors [48], the temperature

window of the banded morphology is reduced to 135–165�C. Therefore, for

unknown reasons, the existing literature data on PTT banding is far from consistent.

It is worth noting in passing that, when one examines the banded textures of PTT

in crossed polars, the spherulites have a striking colorful appearance. Importantly,

the color patterns are observed without addition of any light retardation elements.

Such behavior is not typical for polymers forming banded spherulites and is

Fig. 15 Molecular model

of the PTT triclinic unit cell

with the parameters

indicated
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explained by the high birefringence of PTT, which has been discussed by Yun and

co-authors [58, 59] and Chen and co-authors [60].

To clarify the banded spherulite morphology of PTT, we conducted nanofocus

X-ray scattering experiments on commercial-grade PTT (Corterra LP 509200,

Shell). The Mn is about 17,300 g mol�1and Mw 35,200 g mol�1. The samples

were prepared between cover glass slides, resulting in films approximately 20 μm
thick, and melt-crystallized isothermally at 130–205�C. A short dwelling time in

the melt (e.g., 2 min at 260�C) was used to erase the structural memory before

isothermal crystallization. Upon cooling to room temperature, free-standing films

were obtained by immersing the films in 1% aqueous solution of HF for 24 h.

The case of a banded spherulite of PTT was used to explain the experimental

methodology. Therefore, it is already clear to the reader that the texture of PTT

banded spherulites generates highly oriented X-ray patterns. Analysis of the

sequence of appearance of diffraction peaks along the spherulite radius confirmed

that the lamella twist in PTT is regular and uniform. The phase angle of the SAXS

signal with respect to the 010 reflection was 84�, which corresponds to inclination

of the ab-plane by about 12� in the positive b-direction with respect to the lamella

basal plane. This signifies that the chain tilt is about 4� in this direction, as shown in
Fig. 8 (bottom right).

As can be grasped from the schematics of Fig. 8, the established correlations

formally satisfy the underlying assumption of the KP-model. However, despite

agreement with the KP-model, a chain tilt of 4� does not appear sufficient for

generation of the surface stresses required for twisted lamellar growth. Moreover,

examination of the PTT morphologies formed at different crystallization tempera-

tures and, in particular, dependence of the spherulite bandwidth on Tc (cf. Fig. 16,
left), reveals a very interesting behavior that was not documented before. Instead of

a common monotonically increasing trend, which would reflect simple stiffening of

the lamella crystals with increasing Tc (cf. dashed line in Fig. 16, left), one observes

Fig. 16 Left: Band spacing for isothermally crystallized spherulites of PTT as a function of

crystallization temperature. In low-temperature region I, the band spacing strongly increases,

becoming virtually infinite at a “critical” temperature TCR. By contrast, in the high-temperature

region II the band spacing first decreases and then starts to increase slightly. Insets show the

spherulitic morphologies formed in temperature regions I and II and in the proximity of TCR.
Right: Order of appearance of diffraction peaks for right- and left-handed helicoids of PTT
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a pronounced nonmonotonic dependence where the band spacing strongly increases

on the low-temperature side, reaching a virtually infinite value at a “critical”

temperature TCR of about 180�C. Above this temperature, the bandwidth first

decreases and then starts increasing again, but at a slower pace. It is clear that

such behavior cannot be explained, for example, by the model describing banding

as a sequence of successive isochiral screw dislocations activated by thermal

fluctuations, as initially proposed by Basset and Hodge [14] and further developed

by Toda and colleagues [17, 18, 61, 62]. The successive isochiral screw dislocations

result in a macroscopic isochiral twist of the lamella crystal, which occurs in the

form of the so-called Eshelby twist [63]. However, the mechanics of lamella crystal

formation by these mechanisms can only account for a strictly monotonic increase

in bandwidth with crystallization temperature and, therefore, are not fully applica-

ble for the banding of PTT.

The unusual banding behavior of PTT certainly deserves special investigation

because it could bring new insights into the phenomenon of spherulite banding in

general. Also, the example of PTT could help to verify the predictive power of the

KP-model for such typical aromatic polyesters, that is, for polymers with structure

and properties very different from those of HDPE (for which the KP-model was

initially developed). To this end, we performed nanofocus X-ray scanning on PTT

spherulites formed below and above TCR. To more easily understand the micro-

structure of the hybrid left–right helicoids of PTT, the sequences of appearance of

diffraction peaks for left-handed and right-handed heliocids are given in Fig. 16

(right). In contrast to HDPE, determination of the growth axis polarity (i.e.,

distinction between the a and –a growth axes) is possible for the triclinic unit cell

of PTT because the equatorial peaks 012 and 01-2 show up at different rotation

angles of the crystal. This means that, for the same handedness of the PTT helicoid,

the relative appearance order of these peaks allows unambiguous determination of

the sign of the growth axis.

Switching the right- to left-handed twist of the PTT helicoid implies inversion of

the peak sequence from 01-2! 010! 012 to 012! 010! 01-2, which occurs at

the spherulite center. However, detailed examination of the PTT spherulite micro-

structure formed below and above the critical temperature TCR indicates that the

chirality of the lamellae formed at these two temperatures are intrinsically different

and cannot be reduced exclusively to the switch in lamella handedness. The

schematics given in the right panel of Fig. 16 is valid only for PTT crystallized

within temperature region I. At higher crystallization temperatures, the same hand

of the lamellar twist no longer corresponds to the same growth axis polarity, as

illustrated in Fig. 17. More specifically, the lamellae formed below TCR are char-

acterized by the chiral parameter pairs (R, �a) and (L, a), whereas those formed

above this temperature have the other possible two-parameter combinations, (R, a)
and (L, �a).

It is important to mention that the chain tilt is practically independent of the

crystallization temperature, being equal to about 4.0� with a standard deviation of

less than 2.0� (not shown here). This means that the crystalline stems remains

almost vertical in the lamellar crystal at crystallization temperatures. In particular,
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the chain tilt does not appreciably change its value across the chirality inversion

point TCR. Therefore, upon scrutiny, the premise of the KP-model linking helicoid

handedness with chain tilt direction is found to be generally incorrect for PTT. The

particular banding behavior of PTT, which exhibits a switch in lamella chirality,

results in two opposite situations for correlation of the twist hand with chain tilt. If,

even in the low-temperature region, the premise of the KP-model is formally

satisfied, this is no longer the case for the high-temperature crystallization region.

Therefore, this extended investigation confirms our previous [28] suggestion that a

chain tilt of 4� does not appear to be sufficient reason for generation of the surface

stresses required for twisted lamellar growth [29]. It is noteworthy that such

chirality inversions bear some similarity to the mechanism suggested by Samulski

and co-authors for formation of cholesteric liquid crystals [64]. However, despite

the fact that, in both cases, the lamella twist is governed by intermolecular inter-

actions, in the case of semicrystalline PTT the system is trapped in a metastable

state and would not exhibit any structural evolution without significant perturbation

such as an increase in temperature (see further in this section).

To rationalize the observed twisting behavior of PTT crystals, one can consider

the chain conformation in crystals containing rigid terephthalic units alternating

with flexible propyl moieties. Figure 18 emphasizes the difference between PTT

lamella crystals formed at two selected crystallization temperatures of 160�C and

200�C (i.e., in the temperature regions I and II, respectively). The rigid parts of the

chain form straight segments, as emphasized by the brown parallelepipeds. The soft

Fig. 17 Lamellar twist of PTT melt-crystallized at 170 (case I ) and 190�C (cases II). The pairs of
chiral parameters characterizing the state of the twisting lamellae are given by (L/R, �/+a). The

lamellae formed within temperature regions I and II have different pairs of chiral parameters: (R,

�a) and (L, a) for region I and (R, a) and (L, �a) for region II. See text for more details
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segments form alternating right- and left-handed helical sequences (highlighted in

red and green, respectively).

The difference in thickness of the crystals of about 8 Å is transposed onto the

molecular conformation of PTT in Fig. 18 (bottom right). The sketch depicting the

borders of the corresponding lamella crystals assumes that the lamella surface is

exclusively composed of flexible segments. It is noteworthy that the unit cell of

PTT is large along the c-parameter (ca. 18 Å), especially compared with the typical

thickness of PTT lamella (ca. 5 nm) [65, 66]. If one neglects the small overall tilt of

the chain stems discussed above, the projection of one soft segment onto the c-axis
is estimated to be equal to ca. 24% of the c-parameter, and the hard segment covers

the remaining half of the c-parameter (i.e., 26%). This is at variance with the case of

PE, shown in Fig. 18 for comparison. Lamellae of HDPE contain several tens of

unit cells along the thickness direction. In addition, the size of the HDPE zigzag is

much smaller than that of PTT. Therefore, it is understandable that any variation in

HDPE lamella thickness with crystallization temperature hardly affects chain

conformation at the crystal–amorphous interphase, because even minor roughness

of the lamella basal plane completely smears out the configuration of the PE

segments protruding from the lamella surface as a result of the small size of the

molecular zigzag. In the case of PTT, all variation in lamellar thickness in the range

of crystallization temperatures of 160–200�C is encompassed by the length of two

flexible segments. It is thus logical to assume that the configuration of PTT

Figure 18 Molecular models of PTT lamellae illustrating switching of chirality at the critical

crystallization temperature. Top left: PTT lamellae isothermally grown at 160�C and 200�C, i.e., in
temperature regions I and II, respectively. Bottom left: Comparison of the chain conformations of

PTT and HDPE. The difference in thickness of the PTT lamellae formed at the two temperatures is

highlighted in yellow. Right: PTT crystalline conformation showing rigid terephthalic moieties and

flexible propylene segments having left- (green) and right-handed (red) conformations. The two

growth planes of PTT have propylene segments of opposite chirality protruding from the surface
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segments protruding from the lamella surface is a key factor in defining lamella

twisted growth from the point of view of interfacial stresses. Indeed, it is generally

admitted that, for the family of semirigid chain polymers, the crystalline core is

intimately linked to the amorphous region by a flux of chains emanating from the

crystal surface [67–69]. Accordingly, a reduction in the fraction of folds at the

surface of semirigid chain crystals has been shown in computer simulations using

the Bragg–Williams mean-field approximation [70, 71]. It is therefore quite prob-

able that the angle at which the outmost segment of the crystalline stem protrudes

from the lamella surface is important for the absolute value and sign of the

interfacial stresses, similar to the assumption underlying the KP-model. One can

clearly see from Fig. 18 that the angle between the protruding segment and the

lamella surface significantly changes when the crystallization temperature is

changed from 160�C to 200�C, which can account for the particular banding

behavior of PTT. It is then expected that the stresses generated at the interface

change their sign by passing through the critical crystallization temperature, which

results in a strongly nonmonotonic behavior of the bandwidth.

The right-hand panel of Fig. 18 shows the two growth faces of PTT (i.e., the

100 and �100 planes). As mentioned above, the banded spherulites of PTT are

predominantly composed of hybrid left- and right-handed helicoids, forming two

spherulite hemispheres. The topology of the growing faces in such objects differs

from the point of view of chirality: the 100 face contains only right-handed flexible

propylene sequences protruding from the surface, whereas the symmetric �100

face is built of left-handed protruding segments. It is clear that, although the

topology of the two faces is different, the growth rates of the PTT crystals along

the 100 and �100 directions are very similar, which is manifested by the circular

symmetry of the spherulites. Inversion of the growth face chirality is reflected by

the only symmetry operation of the PTT unit cell (P-1), the central symmetry

operation. The latter inverts the chirality of the respective conformations. In the

context of lamella chirality inversion across TCR, it is clear that it is not the chirality
of the growth face topography that determines lamella chirality, because the same

growth face induces formation of lamellae with opposite chiralities for crystalliza-

tion temperature regions I and II.

As discussed later (cf. section 3.5), the symmetry operations of the unit cell can

act on much larger spatial scales and can control the chirality of lamella helicoids.

In the case of PTT, the simultaneous existence of left- and right-handed halves of

lamella helicoids is in agreement with the central symmetry operation of the

unit cell.

To conclude the discussion on the morphology and exceptional banding behav-

ior of PTT, it is noteworthy that in the literature the multiple melting behavior of

PTT is sometimes associated with its banded spherulite structure [53, 54]. PTT is

also known to exhibit very interesting thermal behavior, characterized by extensive

reorganization on heating. It often reveals multiple melting peaks and sometimes

even an exothermic recrystallization peak, which is exceptional for aromatic poly-

esters [72]. In-situ studies of the evolution of the semicrystalline structure of PTT

on heating are expected to provide new insights into the mechanisms of twisted
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lamellar growth and the physics of the crystallization process in general. In this

respect, an in-situ combination of ultrafast nanocalorimetry and high-detection-rate

synchrotron microfocus X-ray scattering (the technique being developed by our

group [73, 74]) targets the mechanisms of fast reorganization processes, which were

previously experimentally inaccessible [75–77]. The possibility of applying very

high heating rates (1,000 K s�1 and higher) in situ and being able to simultaneously

acquire X-ray diffraction patterns at kilohertz frequencies makes it possible to

obtain deeper understanding of the reorganization processes. Importantly, experi-

ments can be performed repeatedly on the same submicron-sized region of the

sample, which was only possible in the past using AFM [78–81].

3.4 Poly(3-hydroxybutyrate)

The discussion on banded polymer morphology presented above was entirely

focused on achiral polymers. It was shown that the banded spherulites of such

polymers are composed of generally achiral helicoids, which are in fact hybrid left-

and right-handed helicoids. On the other hand, it is well documented that chiral

polymers form helicoids of only one hand. Examples of structures formed by a

chiral polymer, PHB, are given in Fig. 19. It is known that in the crystalline state

PHB forms left-handed molecular helices [21, 82] and that chirality of the lamella

helicoids is invariably left-handed. Previous comparison of PHB and poly

(3-hydroxyvalerate) (PHV), both having the same handedness of the molecular

Fig. 19 Top left: Molecular model of the unit cell of poly(3-hydroxybutyrate) (PHB). Top right:
Single crystal of PHB showing distribution of folds having different conformations, which are

expected to generate unbalanced stresses on the crystal surface. Bottom: Distribution of surface

stresses in a single crystal of PHB growing in two opposite directions, creating lamella halves of

identical chirality
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helices and opposite handedness of the lamella helicoids, indicated that the general

correlation between chirality at the molecular and supramolecular levels is not

universal [82]. However, it is clear that such conclusions cannot be drawn without

careful microstructural analysis of the underlying morphologies. In a later publica-

tion [83], it was discovered that PHV is in fact capable of forming both left- and

right-handed lamella helicoids, depending on the crystallographic growth direction

(i.e., a or b). Although this conclusion is straightforward from the general viewpoint

of analytical geometry because the classic helicoid has zero mean curvature, it has

an important implication in this particular context that makes the general perspec-

tive of correlating chirality at different spatial scales less pessimistic.

Looking at the specific handedness of lamella helicoids formed for a particular

polymer, we believe it is important to understand why, for the same crystallo-

graphic growth direction, taken both with positive and negative sign, the lamella

handedness remains invariable. The unit cell model of PHB given in Fig. 19,

containing up- and down-oriented chains, shows the direction of the bonds pro-

truding from the unit cell faces. These are expected to form chain folds with

different levels (and/or signs) of interfacial stresses on the lamellar crystal, as

shown in the top right panel of Fig. 19. Because the lattice of PHB is chiral (i.e.,

only symmetry operations preserving chirality are present), the stress pattern

generated at opposite tips of the lamella crystal should result in the same handed-

ness of the growing lamella. The surface stresses are sketched in the bottom panel

of Fig. 19 for the screw-axis operation present in the unit cell of PHB.

3.5 Correlation of Chiralities at Different Spatial Scales

The ideas about linking chirality at different spatial scales are generalized in

Fig. 20. It can be seen that for achiral polymers such as HDPE and PTT, the

handedness of the lamella halves symmetric about the spherulite center is always

inversed. This fact can be correlated with the symmetry operation of the unit cell,

which is central symmetry. Note that the lattice of HDPE is drawn in an uncon-

ventional way: the sketch takes into account the chain tilt with respect to the lamella

normal, which breaks the high symmetry of the HDPE lattice and results in

generation of unbalanced stresses on the lamella surface. Here, instead of the

common orthorhombic unit cell, one can imagine a supercell of HDPE that is

characterized by monoclinicity in the plane perpendicular to the fast crystal growth

direction. Similar to the case of PTT, switching of lamella chirality at the spheru-

litic center can be accounted for by the central symmetry operation. The situation

described for achiral polymers is different for the chiral lattices of PHB and PHV

that obviously do not have any chirality-inversing operations. In this case, the two

halves of the twisting lamella have identical handedness because the stress distri-

bution patterns on the opposite tips of the growing crystal necessarily have the same

chirality. Further studies will be necessary to confirm the proposed relationship

between the symmetries of the unit cell and those of lamella helicoids.
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4 Conclusions

This paper describes the microstructure of several semicrystalline commodity

polymers such as HDPE, PTT, PVDF, and PHB that exhibit banded spherulite

morphology. It is noteworthy that the internal structural organization and 3D shape

of the constitutive crystalline lamellae in such morphologies have long been a topic

of interest in polymer physics. We show the capacity of synchrotron-based

nanofocus X-ray scattering for microstructural analysis of such polymer morphol-

ogies. In particular, we explain the methodology of X-ray nanobeam experiments

and the ways of interpreting the arrays of microdiffractograms acquired along the

spherulitic radius. The developed analysis unambiguously shows that in the studied

cases the process of crystal twisting occurring during radial outward growth is

regular and uniform. Moreover, the proposed analysis makes it possible to obtain

insights into such fine structural parameters as chain tilt with respect to the lamellar

normal, twisted lamella chirality, and lamella shape. The access to such rich

microstructural information makes it possible to better understand twisted growth

mechanisms and, for example, to check the premises of the model of Keith and

Padden. Importantly, X-ray data provide support for the view of banded spherulite

morphology as having single-crystalline character at the local scale. For example,

Fig. 20 Correlation of symmetry operations in the unit cell with chirality of twisted lamellae for

the case of achiral (HDPE, PTT) and chiral (PHB, PHV) polymers. Top left: Molecular models of

the unit cells of PTT and HDPE. For HDPE, a supercell is drawn instead of the conventional

orthorhombic lattice, which takes into account the chain tilt in the lamella. Top right: Molecular

conformations in the unit cells of chiral polymers such as PHB and PHV. Bottom: Symmetry

operations of the unit cell are extrapolated on the correlation linking chirality of the lamella halves,

symmetric about the spherulite center. The fact that PHV can form both left- and right-handed

helicoids is omitted for the sake of simplicity
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the direction of chain tilt in the lamellae of poly(ethylene) was found to be invariant

across the whole lamellar stack. In addition, in-depth analysis of microdiffraction

data gives more general conclusions concerning the chiralities pertinent to different

spatial scales and their interrelationship.
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47. Poulin-Dandurand S, Pérez S, Revol JF, Brisse F (1979)The crystal structure of poly

(trimethylene terephthalate) by X-ray and electron diffraction. Polymer 20:419–426

48. Wang B, Li CY, Hanzlicek J, Cheng SZD, Geil PH, Grebowicz J, Ho RM (2001) Poly

(trimethyleneteraphthalate) crystal structure and morphology in different length scales. Poly-

mer 42:7171–7180

49. Yang J, Sidoti G, Liu J, Geil PH, Li CY, Cheng SZD (2000) Morphology and crystal structure

of CTFMP and bulk polymerized poly(trimethylene terephthalate). Polymer 42:7181–7195

50. Hall IH (1984) Structure of crystalline polymers. Elsevier, London, p 39

51. Hong PD, Chung WT, Hsu CF (2002) Crystallization kinetics and morphology of poly

(trimethylene terephthalate). Polymer 43:3335–33543

52. Ho RM, Ke KZ, Chen M (2000) Crystal structure and banded spherulite of poly(trimethylene

terephthalate). Macromolecules 33:7529–7537

53. Chuang W-T, Hong P-D, Chuah HH (2004) Effects of crystallization behavior on morpho-

logical change in poly(trimethylene terephthalate) spherulites. Polymer 45:2413–2425

54. Wu PL, Woo EM (2003) Correlation between melting behavior and ringed spherulites in poly

(trimethylene terephthalate). J Polym Sci Part B: Polym Phys 41:80–93

55. Sornette D (2006) Critical phenomena in natural science. Springer, New York

56. Auyang SY (1998) Foundations of complex system theories. Cambridge University Press,

New York

57. Wu PL, Woo EM (2002) Linear versus nonlinear determinations of equilibrium melting

temperatures of poly(trimethylene terephthalate) and miscible blend with poly(ether imide)

exhibiting multiple melting peaks. J Polym Sci Part B: Polym Phys 40:1571–1581

58. Yun HJ, Kuboyama K, Chiba T, Ougizawa T (2006) Crystallization temperature dependence

of interference color and morphology in poly(trimethylene terephthalate) spherulite. Polymer

47:4831–4838

59. Yun JH, Kuboyama K, Ougizawa T (2006) High birefringence of poly(trimethylene tere-

phthalate) spherulite. Polymer 47:1715–1721

60. Chen YF, Woo EM, Wu PL (2007) Alternating-layered spherulites in thin-film poly

(trimethylene terephthalate) by stepwise crystallization schemes. Mater Lett 61:4911–4915

61. Toda A, Okamura M, Taguchi K, Hikosaka M, Kajioka H (2008) Branching and higher order

structure in banded polyethylene spherulites. Macromolecules 41:2484–2493

62. Toda A, Taguchi K, Kajioka H (2008) Instability-driven branching of lamellar crystals in

polyethylene spherulites. Macromolecules 41:7505–7512

63. Eshelby JD (1953) Screw dislocations in thin rods. J Appl Phys 24:176–179

64. Duke RW, DuPre DB, Samulski ET (1977) Temperature dependence of orientational order in a

polypeptide liquid crystal. J Chem Phys 66:2748–2749

65. Ivanov DA, Bar G, Dosière M, Koch MHJ (2008) A novel view on crystallization and melting

of semirigid chain polymers: The case of poly(trimethylene terephthalate). Macromolecules

41:9224–9231

66. Ivanov DA, Hocquet S, Dosière M, Koch M (2004) Exploring the melting of a semirigid chain

polymer with synchrotron time- and temperature-resolved small-angle X-ray scattering. Eur

Phys J E 13:363–378

Microstructure of Banded Polymer Spherulites: New Insights from Synchrotron. . . 125



67. Ivanov DA, Legras R, Jonas AM (1999) The crystallization of poly(aryl-ether-ether-ketone)

(PEEK). Interdependence between the evolution of amorphous and crystalline regions during

isothermal cold-crystallization. Macromolecules 32:1582–1592

68. Ivanov DA, Jonas AM, Legras R (2000) The crystallization of poly(aryl-ether-ether-ketone)

(PEEK). Reorganization processes during gradual reheating of cold-crystallized samples.

Polymer 41:3719–3727

69. Ivanov D, Pop T, Yoon D, Jonas A (2002) Direct space detection of order-disorder interphases

at crystalline-amorphous boundaries in a semicrystalline polymer. Macromolecules

35:9813–9818

70. Kumar SK, Yoon DY (1989) Lattice model for interphases in binary semicrystalline/amor-

phous polymer blends. Macromolecules 22:4098–4101

71. Kumar SK, Yoon DY (1991) A lattice model for interphases in binary semicrystalline/

amorphous polymer blends. 2. Effects of tight fold energy. Macromolecules 24:5414–5420

72. Amalou Z (2006) Contribution �a l’étude de la structure semi-cristalline des polymères �a
chaı̂nes semi-rigides. Thesis. Université Libre de Bruxelles, Brussels, Belgium
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Real-Time Fast Structuring of Polymers
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Abstract In industrial processes, polymer melts are often exposed to a combi-

nation of fast cooling rates, high flow fields, and high pressures. The processing

conditions have an ultimate impact on the structure that develops during cooling.

The final structure at the nano- and microscopic level determines the properties of

the final polymer product. Small and wide angle X-ray scattering and diffraction

(SAXS/WAXD) are the best techniques for investigating in-situ and real-time fast

polymer structuring at a scale ranging from 0.1 to 100 nm. This contribution

reviews the main quantities that can be extracted from SAXS and WAXD experi-

ments on semicrystalline polymers and shows the most recent results on real-time

investigation of polymer structuring with millisecond time resolution. Examples of

structuring during fast cooling, flow in confined geometry, and uniaxial stretching

are discussed. Future directions for the use of synchrotron SAXS/WAXD to study

fast polymer structuring are also discussed.

Keywords Millisecond time resolution • Polymer crystallization • Processing •

SAXS • Shear induced crystallization • WAXS

G. Portale (*)

Department of Polymer Chemistry, Zernike Institute for Advanced Materials,

University of Groningen, Nijenborgh 4, 9747 AG Groningen, The Netherlands

e-mail: g.portale@rug.nl

E.M. Troisi and G.W.M. Peters

Department of Mechanical Engineering, Materials Technology Institute,

Eindhoven University of Technology, P.O. Box 513, 5600 MB Eindhoven,

The Netherlands

W. Bras

DUBBLE CRG BM26@ESRF, Netherlands Organization for Scientific Research (NWO),

European Synchrotron Radiation Facility, BP 220, 38043 Grenoble Cedex, France

mailto:g.portale@rug.nl


Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

2 Methods and Scientific Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

2.1 WAXD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

2.2 SAXS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

2.3 Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

3 Recent Examples of Fast Polymer Structuring Studied by SAXS/WAXD . . . . . . . . . . . . . . . 145

3.1 Ballistic Cooling of Propene/Ethylene Copolymers: Influence of Co-monomer

Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

3.2 Structure Development During Flow-Induced Crystallization of iPP: How Short is

Short? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

3.3 Pressure Rise Effect on Flow-Induced Crystallization in Confined Geometries:

Slit Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

3.4 Rheo-SAXS/WAXD, In-situ Extensional Rheology of iPP . . . . . . . . . . . . . . . . . . . . . . . . . 156

4 New Challenges and Future Developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

1 Introduction

Polymer materials are widely used in every-day life, with thousands of applications

ranging from automotive to textile industries and from food packaging to medicine.

The wide range of properties showed by polymers make plastic the most versatile

material available nowadays. The final properties of polymeric samples depend on

the chemical composition, chain architecture, and thermomechanical history

applied during processing.

Polymers, often called macromolecules, are built up from a large number of

monomeric units that are linked together by covalent bonds, forming long poly-

meric chains. Unlike polymer chains in solution, bulk semicrystalline polymers

cannot be simply described by the laws of thermodynamic equilibrium. A polymer

chain in the melt is usually found in a coiled state. Chains are mutually inter-

penetrating, forming so-called entanglements. To form a perfect crystal, the inter-

penetrated coiled polymer chains would have to fully disentangle and stretch,

packing together to form extended-chain polymer crystals. This process is not

possible in practice under standard conditions as a result of the high entropy barrier

and would require a long time to occur. As a result, when a polymer melt is cooled

below its melting temperature, the structure that develops at a given temperature is

the one with the maximum rate of formation rather than the structure with the

lowest free energy. Chains fold several times in and out of the growing crystal to

form an alternated amorphous–crystalline layered structure, typical of semicrystal-

line polymers. The lamellar nature of semicrystalline polymers was originally

established in polyethylene single crystals in 1957 [1, 2]. As a result of the folding

mechanism, polymer crystallization is directed by kinetics and therefore kinetic

aspects have to be taken into account together with the thermodynamic driving

forces. Kinetic control over structure formation plays a central role, especially
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when polymers are subjected to external forces (shear, pressure, etc.) and to fast

cooling rates.

The combination of changes in the physical conditions experienced by poly-

meric materials during the most common production processes (e.g., injection

molding, film blowing, and fiber spinning) are often extreme. The crystallizing

polymer melt is subjected to different cooling rates (often above 100�C/s), high
pressures, and high flow rates. During injection molding, for example, the polymer

is melted in an extruder and subsequently injected into a cold mold where it

solidifies and acquires the mold shape. The particular thermomechanical history

to which the polymer melt is subjected determines the formation of complex skin–

core morphologies, where the formation of mesomorphic, highly oriented/highly

crystalline, and isotropic structures occurs simultaneously [3, 4]. Insights into the

influence of the different processing parameters on the final polymer structure is of

vital importance for both industry and academy because of their impact on the

ultimate properties of the product.

Extensive work has been conducted over the last 60 years following the seminal

works by Keller [1, 5], and the basic roles describing polymer crystallization in

quiescent conditions are known to a large extent today [6–11]. However, polymer

crystallization under industrial conditions is still not fully understood because of the

non-ideal conditions, which are difficult to reproduce with laboratory equipment.

As a result of the fast cooling rates and high flow fields encountered in polymer

processing, structure formation usually lasts only a few seconds. It is thus crucial to

develop techniques that allow experiments with subsecond time resolution in order

to follow polymer structure formation in real-life conditions. Several techniques

with second and millisecond time resolution have been developed through the years

with the aim of studying structure formation at different length scales. They include

light scattering [12, 13], synchrotron Fourier transform infrared (FTIR) and Raman

spectroscopy [14, 15], synchrotron small angle X-ray scattering (SAXS), wide

angle X-ray diffraction (WAXD) [16–19], and combinations of two or more

techniques [18, 20–23]. Of all these techniques, synchrotron SAXS and WAXD

are perhaps the best techniques because of the fast sampling rate achievable and the

possibility of performing experiments in situ with complex sample environments.

Moreover, SAXS and WAXD measurements can be simultaneously conducted to

gain information from 0.1 to 100 nm at once, allowing study of the structure and

morphology of soft matter and, particularly, polymers. This is the reason why all

modern synchrotrons offer SAXS/WAXD beamlines [24–28].

This chapter aims to describe recent developments and results in the field of fast

polymer crystallization, followed utilizing real-time SAXS/WAXD with milli-

second time resolution. A brief overview of the SAXS and WAXS techniques,

along with the main quantities measured for semicrystalline polymers using these

two techniques, is given in Sect. 2. This is followed by description of a developed

apparatus for real-time studies of polymer crystallization, together with some

scientific examples. In particular, we discuss ultrafast ballistic cooling of isotactic

polypropylene (iPP)-based copolymers (Sect. 3.1); structure development in iPP

during short but high flow pulses (Sect. 3.2); the effect of pressure on flow-induced
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crystallization of linear low density polyethylene (LLDPE) (Sect. 3.3); and rheo/

SAXS/WAXD investigation of iPP crystallization during uniaxial flow (Sect. 3.4).

Finally, we discuss challenging experiments that are currently being developed and

future directions in the field of fast polymer structure formation using synchrotron-

based scattering techniques.

The examples given here are the results of the last 5 years of collaboration

between universities, industries, and synchrotron laboratories. The data were

obtained using the beamline BM26B at the European Synchrotron Radiation Facility

(ESRF) in Grenoble (France) [26], which is strongly involved in the development of

new complex sample environments allowing the study of polymer crystallization in

real-time and real-life conditions. The reason for using these data is not that other

groups have not worked in this field, but mainly because we are more familiar with

these data sets and the way they have been collected.

2 Methods and Scientific Background

Semicrystalline polymers crystallize once cooled below their melting temperature.

In quiescent conditions, semicrystalline polymers structure themselves in a hierar-

chical fashion, forming objects called spherulites that are characterized by different

length scales ranging from a nanometer to microns (see Fig. 1). Spherulites are

clusters of radially arranged crystalline lamellae separated by amorphous material.

Spherulites show optical anisotropy. When observed by polarized optical micro-

scopy (POM), spherulites show the typical Maltese cross (Fig. 1a). Analysis of the

sign of the birefringence shows that the polymer chains are always oriented

perpendicular to the spherulite radius. Radially growing lamellae can, in some

polymers, have regular twisting, creating banded spherulites [29–32].

Figure 1b shows a schematic drawing of the hierarchical structure found in a

spherulite, together with the typical length scales. It is thus clear that a single

characterization technique is not sufficient for investigating the morphology of

semicrystalline polymers. Although spherulite size, shape, and density can be

Fig. 1 (a) POM image of a growing polymer spherulite. (b) Hierarchical structure found in a

semicrystalline polymer spherulite
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measured using POM, the lamellar morphology is better investigated using higher

resolution microscopy techniques such as scanning electron microscopy (SEM),

transmission electron microscopy (TEM), and atomic force microscopy (AFM).

Polymeric materials are usually processed from the melt. When a polymer melt

is cooled below its melting temperature and flow is applied, the longer chains tend

to align along the flow direction and are continuously stretched. Anisotropic pre-

cursors are formed and develop further, forming crystalline fibrils with nanometer-

sized diameter. These fibrils serve as nuclei for further crystallization of lamellae

growing perpendicularly to the fibrils. As a result, the crystallization rate is signifi-

cantly enhanced by flow [33, 34]. Moreover, a drastic change in the morphology

occurs and the so-called shish-kebab structure develops (see Fig. 2).

Although spherulite growth can be successfully followed by POM, and lamellar

morphology can be studied by AFM and TEM, the development of morphology and

chain packing cannot be followed in real time using microscopy techniques. X-ray

scattering and diffraction experiments are ideal to follow structure development in

the range of 0.1–100 nm. In the following sections, the main characteristics and

information that can be extracted from the use of WAXD and SAXS techniques are

described.

2.1 WAXD

WAXD is an X-ray diffraction technique that offers the possibility to study struc-

tural periodic order with real space repeat distances ranging from interatomic

distances to several times the monomeric polymer size, thus enabling determination

of the crystalline structure of the studied materials. Polymer chains pack in their

crystalline state according to unit cells having typical dimensions falling within the

WAXD range. Polyethylene for instance has an orthorhombic unit cell with dimen-

sions a¼ 0.742 nm, b¼ 0.495 nm, and c¼ 0.255 nm [36]. Isotactic polypropylene

Fig. 2 SEM image of a

polyethylene shish-kebab

structure. Reprint with

permission from [35]
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(iPP) in its most stable α-form shows a monoclinic unit cell with a¼ 0.666 nm,

b¼ 0.2078 nm, and c¼ 0.6495 nm [37]. Typically for an isotropically oriented

semicrystalline sample with spherulitic morphology (i.e., obtained in quiescent

conditions), the WAXD patterns show a certain number of diffraction peaks,

whose position and intensity is dictated by the unit cell symmetry and dimensions.

The position of each diffraction peak is related by Bragg’s law to the distance

between planes containing atoms. The Bragg’s formulation considers the diffrac-

tion event as originating from the specular reflection of X-ray plane waves by a

crystal lattice (see Fig. 3a). Two adjacent X-ray waves are scattered constructively

when their path length difference, 2dsinθ, is equal to an integer number of wave-

length λ:

nλ ¼ 2d sin θ ð1Þ

where n is an integer, d is the interplanar distance, and θ is half of the scattering

angle. Bragg’s law can also be expressed in terms of the module of the scattering

vector q by combining Eq. (1) with Eq. (3).

When a two dimensional (2D) detector is used, WAXD images from spatially

isotropic samples show diffraction rings generated by the interception of the

diffraction cones and the flat detector plane, as illustrated in Figs. 3b and 4a.

Each ring is associated with a lattice plane determined by the three Miller indices

hkl. Although a linear detector would render all the required information, in the

context of fast experiments, the advantage of using a 2D detector to collect WAXD

images is that the exposure time per data frame can be drastically reduced. This is

because the signal is simultaneously collected over 360� and can then be integrated,
thus improving the statistical quality of the data and allowing fast sampling during

the structuring process. Moreover, information about crystal and chain orientation

becomes accessible.

A WAXD experiment allows the following information to be obtained: (1) aver-

age spacing between diffraction planes, (2) orientation of crystals or grains,

d

d sin
sample

q

q

q q

2q

2q

(b)(a)

Fig. 3 (a) Scheme of the Bragg diffraction event. An incident plane X-ray wave is scattered from

a crystalline lattice in a constructive way. (b) Interception between a diffracting ring with

diffraction angle 2θ and the plane of a flat X-ray detector
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(3) crystal structure or crystal structures in the case of polymorphic materials, and

(4) average size of small crystalline regions.

Figure 4b shows aWAXD image for an oriented iPP sample. Here the diffraction

signals are concentrated into diffraction arcs whose orientation is determined by the

average orientation of the crystals, and thus of the polymer unit cell, inside the

specimen with respect to the incoming beam direction.

When following polymer crystallization in real time, an important parameter is

the degree of crystallinity and, for polymorphic materials, the content of the

different phases versus temperature and/or time. Because of the semicrystalline

nature of polymers, it is impossible to reach 100% crystallinity and the sample

always contains a significant portion of amorphous material. The crystallinity can

be calculated as the ratio of the area of the diffraction peaks to the total area of the

WAXS curve. In practice, deconvolution of the contribution to the scattering

pattern of the different crystalline forms and the amorphous material is needed to

perform this calculation. Figure 4c illustrates the result of the procedure for separ-

ating the multiple diffraction crystalline peaks from the amorphous halo for a

typical iPP WAXD pattern. The analyzed sample contains both α- and β-forms of

iPP. The WAXD shape of the diffraction peaks can be successfully approximated

using Lorentzian or pseudo-Voigt functions. By contrast, the amorphous halo is

more difficult to describe by a mathematical function. Although high degree poly-

nomial functions can be used, the best method consists of using the WAXS pattern

of a fully amorphous sample. When possible, fully amorphous samples can be

obtained by quenching the polymer from its molten state to temperatures well

below the glass transition, so that the amorphous halo can be directly measured.

Because it is practically impossible to quench iPP to the amorphous state, the

WAXD profile from amorphous atactic PP can be successfully used instead, as in

the example illustrated in Fig. 4c.

Diffraction peaks are usually broadened by four main factors: (1) instrumental

broadening as a result of beam size, macroscopic sample dimensions, and detector

pixel size; (2) crystallite size; (3) crystal lattice disorder; and (4) microstrains

Fig. 4 (a) 2D WAXS image of an isotropic iPP sample in the gamma phase. Image is character-

ized by diffraction rings, given by the intersection between the scattered cones and a flat 2D

detector. (b) 2DWAXS image for an oriented iPP sample. Diffraction signals appear as arcs whose

angular spreading depends on the degree of orientation. (c) Procedure for separating the WAXS

diffraction peaks from an iPP sample containing α- and β-forms
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[38]. The first factor depends on the experimental configuration used, but the other

three parameters are sample dependent. Thus, a proper diffraction peak analysis

would give structural information from the line breadth study. Because of the

defective nature of polymer crystals, a detailed peak shape analysis is not always

possible, especially for low crystallinity and highly defective samples. However,

for polymers such as PE, PP, nylons, and polyesters, the diffraction peaks can be

quite strong and well defined above the amorphous halo, so that line breadth

analysis is possible. Two main parameters can be used for line breadth analysis:

the angular width Δθ or the integral breadth δβ. The integral breadth is defined as

the ratio between the peak area and its intensity. After correction for instrumental

broadening (generally small for semicrystalline polymers measured at synchro-

trons), study of the integral breadth evolution as a function of the reflection order

n can provide information about the factors responsible for the diffraction peak

broadening. For example, δβ is determined by the finite crystallite size as:

δβ ¼ 1= < Dhkl >

where <Dhkl> is the average domain size giving coherent diffraction in the

direction perpendicular to the family of planes hkl. Thus, peak broadening as a

result of finite crystallite size does not depend on the reflection order n. By contrast,
microstrains and paracrystalline disorder are proportional to n and n2, respectively.

As discussed above, many industrial processes involve the use of flow and

therefore polymer products such as fibers, tapes, and films often show oriented

structures. The degree of orientation of the polymeric samples as a function of

changing processing conditions is thus an important parameter to be characterized.

Analysis of the angular spreading of WAXS signals like those in Fig. 4b allows

calculation of the orientation of the crystallographic axes of the crystallites.

Crystallite (i.e., lamellar) orientation can be characterized by 2D SAXS analysis,

as showed in Sect. 2.2.

The simplest way to deal with structural orientation is to use the orientation

order parameter S. The orientation function is, in this case, a simple mathematical

equation that can be used to describe the extent of orientation of the chain axis

relative to an axis of interest:

S ¼ f ϕð Þ ¼ 3 cos 2ϕ� 1

2

� �
ð2Þ

where ϕ is the angle between the chain axis and the axis of interest. The axis of

interest could be the drawing, the shear, or any other external field direction. The

orientation function can be used to model the angular dependence of a diffraction

peak and has the property to be equal to 1 for perfect alignment, 0 for random

alignment, and �0.5 for perpendicular alignment. Because of the industrial rele-

vance of polymer orientation, more detailed and rigorous methods have been

developed specifically for semicrystalline polymers [39–43].
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2.2 SAXS

SAXS is an X-ray based technique that offers the possibility to measure large

distances classically in the range 1–100 nm, although most of the modern synchro-

tron beamlines allow solving structures up to 400 nm and more. The main experi-

mental difference between a WAXD and a SAXS experiment is the different

sample-to-detector distance used. In a simultaneous SAXS/WAXD experimental

setup, two detectors are used at the same time and are separated by a large distance.

The WAXD detector is usually placed 20–50 cm away and under a significant

angle. The SAXS detector is placed 1–8 m away from the sample and is placed at

the end of a vacuum tube to eliminate air scattering and absorption.

Analysis of the bulk structure in semicrystalline polymers is generally performed

using scattering experiments. Depending on the nature of the system under study

and on the characteristic length scale being investigated, X-ray, neutrons, or light

photons can be used. In particular, if one is interested in fast phase transformation

on a second and subsecond time scale, synchrotron X-ray scattering experiments

are the most suitable.

When an X-ray photon of an incoming beam with original intensity Io and

wavelength λ encounters an atom, it can be scattered and the scattering vector ~q
is defined as:

~q ¼ ~K f � ~Ki

where ~Ki and ~K f are the wave vectors on the incident and scattered plane waves,

respectively. In the elastic (Thompson) scattering approximation, ~K f ¼ ~Ki ¼ 2π=λ
and, according to the geometrical description in Fig. 5, the modulus q of the scattering
vector depends on the scattering angle θ and is defined as:

~qj j ¼ 4π

λ
sin θð Þ ð3Þ

The scattered intensity at the detector can be conveniently expressed in the form

of the differential scattering cross-section:

2q
Io

ItN

Fig. 5 General setup for a

scattering experiment. See

text for description of

symbols
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dσ

dΩ
¼ number of photons=sð Þ

Incident photonsð ÞΔΩ ¼ Scattered energy through unit solid angle

Incident energy per unit area

where ΔΩ is the portion of the solid angle defined by the detector dimension.

SAXS is now a well-established technique and detailed treatment about SAXS

theory can be found in many books [44–47]. We discuss here the basic SAXS

equations and the main quantities that can be extracted from a SAXS experiment

and are useful in the field of polymer crystallization.

For an ensemble of N particles in an irradiated volume V, and under the two

classical assumptions that (1) the system is isotropic and (2) there is no long-range

order, the SAXS macroscopic differential scattering cross-section can be written as:

I qð Þ ¼ dΣ
dΩ

¼ N

V

dσ

dΩ
¼ NV2Δρ2P qð ÞS qð Þ ð4Þ

where Δρ2 is the contrast term (i.e., electron density difference between the

scatterers and the surrounding media for X-rays) and P(q) and S(q) are the

so-called form and structure factors. P(q) is the intraparticle interference factor

related to the shape and size of the scattering particles and S(q) is the interparticle
interference factor describing the spatial correlation among neighboring particles.

Eq. (4) represents the most general of the SAXS equations.

In the field of polymers, Eq. (4) describes excellently the scattering from

polymer colloidal systems obtained from phase separation both in solution and

solid state, such as block copolymer micelles in solution or in bulk. If the electron

density inside the particles is uniform, the system can be considered as a two-phase

ideal system. For dilute systems, where there is no spatial correlation between

particles, S(q) is equal to 1 and the scattering cross-section depends only on P(q).
For a dilute suspension of N identical spherical particles with radius R, the scatter-
ing cross-section has the analytical expression:

dΣ
dΩ

¼ NV2Δρ2 3
sin qRð Þ � qR cos qRð Þ

qRð Þ3
" #2

ð5Þ

In reality, samples always show some polydispersity and Eq. (4), in the case S(q)¼
1, is modified in order to take into account the size distribution function D(R):

dΣ
dΩ

¼ N

V

dσ

dΩ
¼ NΔρ2

ðR2
R1

V Rð Þ2P q;Rð ÞD Rð ÞdR ð6Þ

The most used functions to describe the size distribution are the Gaussian, Schultz,

and Weibull distribution functions. Figure 6 shows the SAXS curve for a dilute

aqueous suspension of silica spheres with radius of 25 nm and low polydispersity,

compared with the best fits obtained using Eqs. (5) and (6). The position of the
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minima and maxima in the SAXS curve are only a function of the particle radius,

whereas the shape of the curve is characteristic of the particle shape.

Equation (4) specifies that the SAXS intensity is dependent on the shape of the

particles that scatter (the P(q) term) and on their spatial arrangement (the S(q)
term). This implies that a model based on the particle shape often has to be used to

interpret the SAXS results. However, three main quantities can be derived inde-

pendently of the nature of the scattering system: the gyration radius, the specific

surface, and the invariant.

For dilute systems with limited polydispersity, the SAXS intensity at low angles

(q ! 0 low resolution limit) has the shape of a Gaussian function centered at q¼ 0

and with the full width at half maximum (FWHM) inversely proportional to the

particle dimension. It can be showed that the intensity can be well approximated by

a general equation that depends only on the gyration radius RG of the particles,

according to the equation:

I qð Þ ¼ ΦVpartexp �R2
Gq

2

3

� �
ð7Þ

where Φ is the volume fraction and Vpart is the volume of the particle. Equation (7)

is known as the Guinier equation [44] and is valid in the range q< 1/R. The gyration
radius can be easily calculated by plotting the logarithm of the SAXS intensity as a

function of q2. Similarly, cross-sectional radius Rc and thickness radius Rt can be

obtained for rod-like and flat-like particles:
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Fig. 6 SAXS profile of a

dilute aqueous suspension

of silica spheres of 25 nm

radius (R) . Red curve is the
best fit using Eq. (6) for

monodisperse spheres. Blue
curve is the best fit for
polydisperse spheres using

Eq. (6), where P(q) is given
by term between squared

brackets in Eq. (5).

R¼ 24.9� 0.7 nm is

obtained using a

polydisperse spherical

model
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Rod-like : I qð Þ / 1

q
exp �R2

cq
2

2

� �
ð8Þ

Flat-like : I qð Þ / 1

q2
exp �R2

t q
2

� � ð9Þ

Generally, Guinier analysis is not used when studying semicrystalline polymers

because the systems are polydisperse and not dilute. However, Eq. (8) can be used

to estimate the shish cross-sectional radius, as discussed later in this section.

Another important quantity that can be extracted from the SAXS curve of any

kind of system is the invariant Q [48], given by:

Q ¼
ðþ1

0

I qð Þq2dq ¼ 2πΦ 1�Φð Þ ρ2 � ρ1ð Þ2 ð10Þ

where Φ and ρ1 are the volume fraction and electron density of phase 1, and (1�Φ)
and ρ2 are the volume fraction and electron density of phase 2. Equation (10) is

rigorously valid only for an isotropic two-phase system. A proper calculation of the

invariant is not easy, because the integral extends from 0 to +1 and careful

extrapolation should be performed. However, Eq. (11) can be successfully used to

follow the system evolution during the melting or crystallization processes [49] and

to estimate the volume fraction of the crystalline material [50] for semicrystalline

polymers.

At large scattering angles, the SAXS intensity contains information about the

surface of the scattering objects. For large values of q the SAXS intensity of a

two-phase system can be described by the Porod law [51]:

lim
q!1

I qð Þ
Q

¼ 1

q4
1

πΦ 1�Φð Þ
S

V
ð11Þ

where S and V are the average values for the surface and volume of the scattering

objects, respectively.

Equation (11) holds independently of the system under study and is the result of

the existence of an interface between the two phases. Deviations from the ideal

two-phase system can be taken into account and modified equations for curved or

rough interfaces, and for transition regions between the phases, have been obtained

[52–54]. Equation (11) and its modified forms have been applied to semicrystalline

polymers to study the nature of the amorphous–crystalline phase separation during

crystallization and melting and as a function of the polymer chain nature [52, 55].

As discussed above, semicrystalline polymers crystallize using the chain fold-

ing/packing mechanism and form lamellar crystals. In quiescent conditions, lamel-

lae cluster together to form spherulites. Inside the spherulites, the lamellae are not

perfect: they can be curved, can have limited lateral extension, and might not be

perfectly parallel. However, these imperfection are usually in the micrometer range
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and, from the SAXS point of view, one can consider the crystalline lamellae to be

piled up one on top of the other, separated by amorphous chains, forming so-called

lamellar stacks. If the lamellar stacks are infinitely large, the lamellae are perfectly

parallel and only crystalline and amorphous regions alternate inside the stack, the

system is ideal and can be described using the ideal lamellar model.

The SAXS image of an isotropic polymer sample is generally not rich in features

and is characterized by a broad scattered ring whose position q* is related to the

average distance between two adjacent crystalline lamellae Lp by Bragg’s law,

Lp¼ 2π/q*, as derived by combining Eqs. (1) and (3). Despite the broad nature of

the signal, SAXS modeling allows one to derive the average values and distri-

butions for the thicknesses of the crystalline and amorphous regions inside the

spherulites.

Calculation of the scattered intensity from an ideal lamellar model is simplified

by the fact that the electron density varies only in the direction perpendicular to the

lamellar plane (see Fig. 7a). Detailed description and calculations of the scattering

from an ideal lamellar model are given in the literature [38, 56–58]. For an infinitely

high stack, the scattered intensity can be calculated as:

I qð Þ ¼ ρc � ρað Þ2
q2

Re
1� Hcð Þ 1� Hað Þ

1� HcHa

� 	
ð12Þ

where ρc and ρa are the electron densities of the crystalline and amorphous phases,

respectively. Hc and Ha are the real part of the Fourier transforms of the distribution

functions D(lc) and D(la) for the thickness of the crystalline (lc) and amorphous (la)
layers. The long period Lp is given by Lp¼ lc+la.

Fig. 7 (a) Electron density profile inside a lamellar stack; x is the direction perpendicular to the

lamellar plane. (b) Evolution of the SAXS scattered intensity calculated using Eq. (13) as a

function of increasing stack height (N lamellae in a stack); Lp¼ 10 nm, lc¼ 6 nm
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Several deviations from the ideal model occur in practice and the scattered

intensity must be adjusted to take such imperfections into account. The most

common deviation is the finite stack size. The scattered intensity for a stack of

finite height LpN with a certain distribution in height is given by Eq. 13 [58, 59]:

I qð Þ ¼ N ρ2 � ρ1ð Þ2
q2

Re
1� H1ð Þ � 1� H2ð Þ

1� H1H2

þ
H2 1� H1ð Þ2 1� H1H2ð ÞN

D Eh i
Nh i 1� H1H2ð Þ2

2
4

3
5

ð13Þ

where hNi is the average value of N. Subscripts 1 and 2 refer to the layer type, which
is assigned to the amorphous and crystalline phases depending on the sample

crystallinity and on the basis of complementary information coming from micro-

scopy, calorimetry etc.

Figure 7b shows the calculated SAXS profiles for lamellar stacks of

different size.

According to Eq. (13), the SAXS intensity increases with increasing stack height

NLp or the contrast factor. The curve shape is dominated by the thickness distri-

bution functions and structural disorder.

Other kinds of imperfections that can be taken into account are the result of the

existence of a transition region between the amorphous and crystalline layers and to

distorted (undulated, twisted, splayed, etc.) lamellae [38].

Alternative approaches for extracting structural parameters from the SAXS

curves are the correlation function [50, 60, 61] and the chord or interface distri-

bution function [58, 62–64]. These two approaches work in direct space and can

highlight structural differences between different samples more easily with respect

to the scattered intensity. The normalized one-dimensional correlation function

γ1(x) can be extracted from the experimentally measured scattered intensity by a

cosine Fourier transform:

γ1 xð Þ ¼

ð1
0

I qð Þq2 cos qxð Þdqð1
0

I qð Þq2dq
ð14Þ

Importantly, the linear correlation function can also be written as a function of the

differences in the electron density of the sample γ1 xð Þ ¼ ηAηB=η
2
A, where ηi is the

difference between the electron density of phase i with respect to the average

density of the system, as introduced by Debye in 1957 [65].

Because the integrals in Eq. (14) are defined between 0 and infinity, extra-

polation of the experimentally measured intensity to zero angles and infinity

(high angles) is necessary. Although the extrapolation to low angles is not critical

because of the multiplication for q2, extrapolation at large angles is quite important

and depends on the model used to describe the structure [55]. Moreover, any kind of
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background has to be removed carefully from the measured intensity. Extrapolation

to q¼ 0 can be performed after Lorentz correction is applied using the Debye–

Beuche equation [66], I(q)¼B/(1 +C2q2), where C and B are the interpolation

parameters. Extrapolation to large angles (q ! 1) can be obtained by using the

appropriate Porod law, initially fitted to the experimental data in the Porod region.

Different expressions have been found to describe the Porod behavior for semi-

crystalline polymer systems and can be used to extrapolate the intensity at large

q values [55]. Figure 8a shows the extrapolated intensity for a polyethylene sample

in its Lorentz-corrected I(q)q2 form. Figure 8b shows the correlation function for a

PE sample. The long period L and the thickness of the crystalline and amorphous

phases can be extracted directly from γ1(x). The long period is given by the value of
the maximum of the first oscillation of γ1(x), whereas the thickness of one of the

phases can be extracted from the intercept at the level of the first minimum (i.e.,

background level) of the extrapolation of the linear part of the correlation function

(as indicated in Fig. 8b). The thickness of the other phase is given by l2¼ L� l1.
It has been discussed above how flow can drastically affect the morphology of

polymers. The SAXS pattern of an oriented polymeric sample contains more

information than the isotropic SAXS diffuse signal from an isotropic sample.

Although the SAXS images from stretched polymer films and fibers usually

display typical four-point patterns, oriented structures obtained from flow-induced

crystallization process are characterized by equatorial streaks and meridional spots

or lobes (see Fig. 9a). Such a pattern is typical for the shish-kebab morphology

described in Sect. 2, where shish scattering gives origin to the equatorial streaks and

kebab stacks are responsible for the meridional lobes (see Fig. 9b).

Interpretation and modeling of anisotropic SAXS images of oriented polymers is

thus essential for obtaining information about fundamental polymer properties.

SAXS modeling can in this case provide information not only about the thickness

and distribution of crystalline and amorphous regions characteristic of the kebab

Fig. 8 (a) Lorentz-corrected intensity for a PE sample with small and large angle extrapolated

portions. (b) Linear correlation function calculated for the extrapolated intensity. The values for Lp
and lc (or la) are highlighted with red circles
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structure, but also the diameter and length of the shish, diameter of the kebabs, and

extent of orientation of both shish and kebab. Moreover, the SAXS image can be

divided into three main regions: the equatorial region related to the shish, the

meridional region related to the kebabs, and the diagonal region related to the

isotropic structure, if present.

The shish cross-section radius can be examined by analyzing the integrated

equatorial SAXS profiles using the Guinier approximation for rod-like scatterers

[67]:

I sð Þ / 1

s
exp �2π2RC

2s2
� �

where RC represents the radius of gyration of the cross-section and s is the scattering
vector, expressed as 2sinθ/λ. The shish cross-section radius RC can be obtained by

fitting the linear portion of the ln[I(s) s] versus s2 plot in the low s region of the

curve, as shown in Fig. 10.

The average values and distributions of thickness, long period, and diameter of

kebabs can be obtained using a structural model to fit SAXS data, as proposed by

the group of Hsiao, based on the factorization of the scattered intensity in structure

and form factors [68, 69]. The model is based on the assumption that shish-kebabs

are formed by stacks of perfectly aligned disks having cylindrical symmetry around

the shish axis with average diameter D, thickness T, and long-period L, each
dimension having a certain distribution that is statistically independent of the

others. The scattered intensity in the meridional region can then be expressed as:

Fig. 9 (a) SAXS pattern for an oriented low density polyethylene fiber produced by uniaxial

stretching. (b) TEM image for an oriented LLDPE sample. Elongated bright bundles aligned along

the flow direction are the shish. Perpendicular to the shish are the kebabs. Inset shows the 2D

Fourier transform of the TEM image. Lobes generated by the kebabs characteristic separation are

clearly visible
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I s12;s3ð Þs32¼K A s12;s3ð Þj j2
D E

D,T
� A s12;s3ð Þh iD,T


 

2þ A s12;s3ð Þh iD,T



 

2 ZL s3ð Þj j2
� 	

ð15Þ

where K is a proportionality factor, s12 and s3 are the components of the scattering

vector in equatorial and meridional directions, A(s12,s3) is the form factor of the

electron density distribution of a single disk, and ZL(s3) is the structure factor along
the meridional direction.

Using Γ-distributions to describe the distribution functions of diameter, thick-

ness, and long period, the equation has analytical solutions and can be used to fit a

set of three different meridional intensity slices along s3 at different s12. Examples

of the fitting procedure on an experimental pattern of an iPP sample stretched and

isothermally crystallized at 145�C and the resulting calculated distributions are

shown in Fig. 11.

Fig. 10 Typical Guinier plot of the lowest angle part of the SAXS equatorial scattered intensity

for an oriented polymer sample with shish-kebab morphology

Fig. 11 (a) Experimental intensities profiles (symbols) as a function of s3 extracted at different

values of s12 and corresponding fitted profiles using the shish-kebab model (lines). (b) 2D

comparison between simulated (left) and experimental (right) SAXS patterns. (c) Resulting

distribution of diameter, long period, and thickness of the kebabs evaluated using the model
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2.3 Detectors

In fast time-resolved experiments, the position-sensitive X-ray detectors that are

used play an important role. Several parameters can be considered in this, including

the time framing rate of which the detectors are capable. The minimum time

resolution is defined by the minimum length of a single data frame and the time

required to store this data frame on a digital storage medium. The latter is not

without importance if one realizes that, as a rather extreme example, a piece of

X-ray film can be exposed in nanoseconds but requires up to 30 min to process.

Even when using slow time-framing detectors it is still possible to compose a

fast time series by repeating the experiment several times and stagger the data

collection points [70]. However, it is preferable to utilize a detector that can handle

high enough local and overall count rates and can handle time frame rates that are

compatible with the time scales over which the samples show structural changes. In

these short time frames, the statistical data quality required to obtain the parameters

that one wants to use in the data analysis should be sufficient. This means that if one

is only interested in the invariant [see previous section and Eq. (11)], which can be

obtained using the integrated intensity over all detector pixels, fewer counts per

pixel are required than for determination if a diffraction peak is present or for

determination of the Porod slope. For peak determination, only a limited number of

pixels are available; for determining the Porod slope, one invariable is in the

scattering vector regime where the number of scattered photons is low. With only

a few events per pixel, the question of whether to use a single photon counting

detector or an integrating detector becomes relevant. Single photon counters can be,

for instance, gas-filled wire chambers [71, 72], as still widely used in home

laboratory setups, or new generation solid-state Si pixel detectors [73]. An alter-

native is the integrating detector, where every photon is converted into an electronic

charge, which is stored in a capacitor and read out at fixed intervals. This means that

one can handle very high count rates, but the disadvantage is that the read-out

process introduces noise that can seriously impact data quality in the low count rate

regime [74]. Also, the capacitor has a limited capacity, which means that the

dynamic range (i.e., the difference between the strongest and weakest signals that

can be detected during one time frame) is limited. This is rarely a problem for

SAXS experiments on polymer samples, but for WAXS and polymer crystalli-

zation, where sharp diffraction peaks have to be detected on a weak and changing

background, this is problematic. Photon counting devices intrinsically have a lower

count rate that they can handle, because every event has to be individually

processed. This is the reason that gas-filled wire chambers have fallen out of

favor on synchrotron beamlines. However, Si-based pixel detectors have overcome

the count rate limitation to a great extent.

An often overlooked parameter is the pixel size of the detector. In principle this

does not have to be smaller than the size of the direct beam. Using smaller pixel

sizes than the direct beam does not increase the information content of the experi-

ment, but has the disadvantage that the data sets are much larger and therefore take
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more time to write to a digital storage medium and are more difficult to handle in

the data analysis. The pixel size of the detector, however, is not the only parameter

that determines the resolution of a detector. How much information spills over from

one pixel into the neighboring pixels, the so-called point spread function, is also of

importance. This point spread function is often a function of the local count rate of

the detector.

The last issue that should be taken into consideration is the active area of the

detector. A larger active area allows collection of a larger scattering vector range, at

the expense of an increase in the data set size. For WAXS experiments one cannot

increase the size of the detector indiscriminately. If a linear detector is too long, it

cannot cut appropriately through the diffraction Ewald sphere [75] unless one uses a

curved detector. This means that for certain diffraction peaks an erroneous or even

absence of diffraction intensity is registered.

The current state of the art with respect to detectors suitable for fast time-

resolved polymer crystallization and processing experiments are pixel hybrid

detectors [76]. The development of these detectors is still in progress and, undoubt-

edly, competing technologies will also be marketed in the coming years.

Besides the technical developments that have taken place and will take place, it

is good to realize that most synchrotron radiation beamlines, which are required for

the fast time-resolved experiments that are the subject of this chapter, do not have

the choice of several detector systems. As a result of financial and experimental

constraints only a limited number of detectors are available. With most of these

detector systems one can perform fast time-resolved experiments. The important

issue is that one first has to define which parameters one would like to obtain from

an experiment and then see how the experimental configuration, including detector

systems, can be adapted so that these parameters are obtained with sufficient

experimental accuracy to be able to make confident statements with respect to the

outcome of the experiment.

3 Recent Examples of Fast Polymer Structuring Studied

by SAXS/WAXD

3.1 Ballistic Cooling of Propene/Ethylene Copolymers:
Influence of Co-monomer Content

Industrial processing involves cooling rates ranging from 10 to 1,000 K/s, which are

well above those used in the laboratory with standard calorimetric techniques. Such

high cooling rates can be achieved by recently developed fast chip-based calori-

metry (flash differential scanning calorimetry), whereby a few nanograms of polymer

sample can be cooled linearly down to target temperatures with high cooling rates

[77–81]. An alternative effective method consists of cooling down the polymer

specimen using ballistic nonlinear conditions. In this case, the molten sample is
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allowed to cool down towards a final target temperature at a certain initial nominal

cooling rate that is defined by the difference between the initial and final temperature

according to Newton’s law of cooling:

T tð Þ ¼ T 1ð Þ þ T 0ð Þ � T 1ð Þ½ �exp �Btð Þ ð16Þ

where T(0) is the initial temperature of the polymer in the molten state, T 1ð Þ is the
target temperature, and B is a time constant for the cooling process, which depends

on the overall heat exchange coefficient. The sample temperature decreases expo-

nentially with time if no transformation inside the sample takes place. If the

polymer specimen crystallizes during cooling, latent heat is released during the

crystallization process and a deviation from the exponential thermal decay curve is

detected. This feature can be detected during fast cooling if the temperature inside

the sample can be measured with acceptable accuracy, and can be measured with

high framing rate. This concept allows the construction of a simple quenching

device that can be easily implemented on a synchrotron beamline. A picture of the

quenching device and a schematic drawing of the implementation on BM26B are

reported in Fig. 12a, b [82].

The ballistic cooling apparatus has been successfully used to study, in real time,

polymer crystallization of polyolefins and polyamides in conditions that are com-

parable with industrial environments [83–87]. The temperature jump is achieved by

switching between hot and cold air streams. The instant temperature is collected by

reading a thermocouple incorporated inside a 150-μm polymer film. The temper-

ature reading is synchronized with the X-ray SAXS and WAXD data collection

software at a 30 frames/s collection rate.

The WAXD profile evolutions as a function of time representative for fast

structuring of iPP homopolymer and a propene/ethylene copolymer cooled at

two different cooling rates are shown in Fig. 13. During continuous cooling at

30�C/s the iPP homopolymer melt transforms in the α-phase, as evidenced by the

Fig. 12 (a) Photograph of the ballistic cooling device. (b) Implementation of the ballistic device

at BM26-DUBBLE. Reproduced with permission from [82]
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diagnostic diffraction peaks typical for the iPP α-form (Fig. 13a). When solidifi-

cation takes place at high cooling rate, crystalline phase formation is overcome and

a disordered phase with characteristics between those of the crystalline and amor-

phous phases is formed. For instance, the WAXD pattern of a propene/ethylene

random copolymer with 7.6% ethylene content cooled at 160�C/s is characterize by
two broad reflections centered at 5.9 and 4.1 Å, attributed to the distance between

aligned parallel chains and to the helical periodicity, respectively [88] (Fig. 13b).

Such a WAXD pattern is typical for the so-called iPP mesophase.

The time/temperature window in which the mesophase occurs is narrow, and

only millisecondWAXD analysis conducted with very high framing rate and highly

sensitive and efficient detectors can follow the mesophase formation process in

real time.

The onset of the structuring process, as well as the instantaneous amount of

phases formed upon cooling, can be calculated by the WAXD profiles. An inter-

esting approach for describing the fast structuring during continuous cooling in

material science is the use of continuous-cooling-transformation (CCT) diagrams

and time-temperature-transformation (TTT) diagrams. Although they were initially

developed in metallurgy [89–91], they have recently been used for polymers

[83, 92, 93]. If only one phase is formed in the range of the explored cooling

rates, the TTT diagram has the shape of a single C. However, for a polymorphic

material, one or more C-shaped curves compose the TTT diagram. The character-

istic C shape can be understood considering that the time to obtain a given extent of

transformation depends on the nucleation time. Thus, the transformation is parti-

cularly slow both at high and low temperatures and exhibits a maximum rate in the

intermediate range of undercooling. This is reminiscent of the nucleation rate and

growth rate curves in polymer crystallization [8, 94, 95].

Fig. 13 Real-time WAXD patterns collected during fast cooling. (a) i-PP homopolymer cooled at

ca. 30�C/s. (b) Propene/ethylene copolymer with 7.3 mol% of co-monomer cooled at ca. 160�C/s.
Reproduced with permission from [84]
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CCT diagrams for iPP homopolymer, propene/ethylene random copolymer with

7.3% of co-unit, and iPP homopolymer with nucleation agent are shown in

Fig. 14a–c.

The CCT diagrams shows that the monoclinic α-phase is formed at low and

intermediate cooling rates for both the homo- and copolymer samples. Mesophase

formation occurs when the sample is quenched at high cooling rates (dark grey

areas in Fig. 14a, b). Mesophase formation is easier to achieve for the propene/

ethylene copolymers. At a given cooling rate, α-phase formation takes place

progressively at lower temperatures and longer times when the ethylene

co-monomer content is increased. The iso-transformation curves in Fig. 14a, b

shift progressively towards the bottom-right part for high co-monomer content with

respect to pure homopolymer. Mesophase formation is also influenced by the

co-monomer concentration, but to a lesser extent. Thus, mesophase formation

occurs at higher cooling rates than for pure iPP homopolymer. However, introduc-

tion of nucleating agents such as NA11 strongly increase the nucleation rate of the

monoclinic phase and mesophase formation can be completely suppressed [96, 97].

In the presence of this nucleating agent, mesophase formation is suppressed even at

the highest cooling rate attainable with the ballistic cooling device.

3.2 Structure Development During Flow-Induced
Crystallization of iPP: How Short is Short?

The large effect of flow in the crystallization and morphology of semicrystalline

polymers has already been mentioned above. Early studies on flow-induced crys-

tallization focused on structure development in continuous flow fields [98, 99]:

formation of crystals during flow causes an increase in melt viscosity, hence giving

rise to a self-enhancing mechanism. Consequently, the dynamics of structure

development were often too complicated to unambiguously establish the relations

between flow field, kinetics, and resulting morphology.

Fig. 14 Continuous-cooling-transformation (CCT) diagrams of (a) i-PP homopolymer, (b)

propene/ethylene copolymers with 7.3 mol% co-unit, and (c) i-PP homopolymer containing

0.1% nucleating agent (NA11). Shaded areas indicate the crystallization region of α-phase,
mixed structure, and mesophase, from light to dark gray, respectively
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A valuable approach has been proposed by the group of Janeschitz-Kriegl with

the “short-term shearing protocol” [100], in which the flow time is short compared

with the crystallization time scale. In this way, nucleation and growth processes are

separated and the characteristics of flow-induced nuclei can be revealed indirectly

by studying the resulting crystallization kinetics and morphology.

In the high flow rate regime, however, this is not always true and structures can

also be formed during short-term flow [33, 101]. Structure formation during flow

changes the viscosity and influences the crystallization process. The change in

viscosity during flow can be directly measured by rheology and the structure

formation can be followed in real time using SAXS and WAXD with millisecond

time resolution [102].

Flow-induced crystallization experiments using a short-term shearing protocol

can be successfully carried out in a slit flow cell operating on a modified multipass

rheometer [103]. Shear flow is applied by simultaneously moving the two pistons,

between which the polymer melt is confined, at constant velocity and for a given

time. This experimental setup permits combination of rheology measurements, via

pressure transducers placed near each piston, and allows real-time structural ana-

lysis by single crystal diamond windows placed in the middle of the slit, thus

enabling in-situ SAXS/WAXD measurements (see Fig. 15)

Figure 16 shows the experimental protocol used to study flow-induced crystal-

lization of iPP. The polymer melt was initially annealed at 220�C for 10 min and

subsequently cooled down at the flow temperature of 145�C, taking care to pressur-
ize the sample at 50 bar to avoid shrinkage holes. At this temperature, flow was

applied using seven different piston speeds, ranging from 20 to 140 mm/s, using a

flow time of 0.25 s for the five slower piston speeds and 0.23 and 0.20 s for piston

speeds of 140 and 120 mm/s, because of piston displacement limitations. After

shear, the material was crystallized isothermally for 20 min and then cooled down

at room temperature for ex-situ characterization. Simultaneous WAXD and SAXS

measurements were carried out at the Dutch–Belgian beamline (DUBBLE) at the

ESRF in Grenoble (France) using a wavelength of 1.033 Å. Two high-speed

noiseless detectors (Pilatus 1M for SAXS and Pilatus 300K for WAXD) were

used to record the scattered intensity at high and low angles for 1 s after the start

of flow, with an acquisition frequency of 30 Hz.

Fig. 15 Multipass rheometer equipped with a slit flow cell combined with SAXS/WAXS
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The apparent wall shear rate is calculated as _γ ¼ 6Q=WH2, where Q is the

volumetric flow and W and H are the width and the thickness of the slit, respec-

tively. Because the observation reported in this case study relates to the outermost

wall shear layer, the wall shear rates (instead of the average shear rates) are used to

characterize the seven different experiments.

The time evolution of the pressure difference measured at the transducers during

flow is reported in Fig. 17. Two different regimes can be recognized. The first

regime is found for _γ � 160 s�1
, where the pressure difference shows a first

overshoot followed by a steady-state level. Such behavior is the typical nonlinear

rheological response for a polymer melt subjected to start-up shear flow. The

second regime is found for _γ � 240 s�1 where, after the first overshoot, the pressure

difference increases instead of leveling off. Because the pressure difference scales

directly with the wall shear stress and thus with the apparent viscosity, it is evident

that, in the latter case, the basic assumption of the “short-term shear protocol” (i.e.,

no viscosity changes during flow) is not valid.

The viscosity increase is a result of some polymer structuring during the flow,

which gives rise to the observed upturn in the pressure difference. However,

rheology alone cannot solve the nature of the structure formed during flow. Fig-

ure 18 shows SAXS and WAXD images collected during and immediately after

flow for _γ � 400 s�1. Equatorial streaks in SAXS and a weak but strongly polarized

(110) reflection of the monoclinic iPP α-form in WAXD appear simultaneously

0.23 s after the start of the flow. The increase in viscosity is thus related to the

formation of partially crystalline fibrils oriented along the flow direction.

The same behavior is recorded for all shear rates above 400 s�1, whereas

equatorial streaks appear after flow for rates of 320 and 240 s�1. In the case of

shear rates lower than 240 s�1, no crystalline shish formation is observed within the

time observation window of 1 s.

Fig. 16 Experimental

protocol adopted for flow-

induced crystallization

experiments
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Flow strength therefore appears to be the key factor governing the possibility

and the time scale of structure formation. Interestingly, there is a clear offset in the

onset time of the viscosity upturn and onset of the appearance of SAXS streaks

(Fig. 19a). This offset can be the result of two possibilities: (1) the specific pre-

cursors for shish influence rheology but are undetectable by the scattering tech-

niques used or (2) shish are formed at another position in the slit flow device, far

away from the X-ray observation window.

To investigate the second hypothesis, ex-situ microscopy analysis of the sample

sheared at 240 s�1 was performed. Cross-sections of the specimen collected at

different positions along the slit were microtomed and analyzed using polarized

optical microscopy (POM), permitting determination of the thickness of the shear

layer. As reported in Fig. 19b, the shear layer is significantly thicker closer to the

position of the driving piston, where flow starts. This result strongly suggests that

the viscosity upturn could be caused by the formation of structures at an upstream

Fig. 17 Evolution of the

pressure difference

registered at the pistons

during flow for the seven

flow conditions used. Flow

time was 0.25 s for apparent

wall shear rates of 80, 160,

240, 320, and 400 s�1;

0.23 s for 480 s�1; and 0.2

for 560 s�1. For apparent

wall shear rates of 480 and

560 s�1 the final part of the

curve is extrapolated with a

linear function (dashed
line). Adapted with

permission from [102]

Fig. 18 Representative

SAXS (left) and WAXD

(right) patterns for the
experiment performed with

an apparent wall shear rate

of 400 s�1 and a flow time

of 0.25 s. Patterns acquired

after flow are indicated by

time in red. Flow direction

is vertical. Adapted with

permission from [102]
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position before scattering objects are formed in front of the X-ray observation

window.

3.3 Pressure Rise Effect on Flow-Induced Crystallization
in Confined Geometries: Slit Flow

Structure formation during short-term shear in the regime of high flow stress has a

huge effect on the viscosity of a polymer melt. This can cause large increases in

pressure and, thus, large changes in thermodynamic properties that, in turn, strongly

influence the structure formation process. Consequently, a complex, mutual self-

influencing process arises, occurring at rather short times. The effect of the pressure

rise on the genesis and development of oriented crystals during the early stages of

crystallization in linear low density polyethylene (LLDPE) has recently been shown

[104]. LLDPE is one of the most used industrial polymers and is used for plastic

bags, wraps, covers, pipes, etc. Moreover, from a scientific point of view LLDPE is

an interesting model material because it exhibits slow crystallization kinetics in

quiescent conditions and ambient pressure at the chosen temperature (above the

nominal melting point), but the undercooling is strongly dependent on pressure.

LLDPE flow-induced crystallization in a slit flow geometry can be studied using

the same experimental setup, based on a modified multipass rheometer [103]

equipped with diamond windows (as illustrated in Fig. 15).

The pressure drop (ΔP) measured between the two transducers during shear flow

of LLDPE (molecular weight 94,000 g/mol, polydispersity index 3.9%, 1.2 mol%

butyl branching) is presented in Fig. 20. Generally, the rheology of a polymer melt

subjected to start-up shear flow with a constant shear rate should first show an

overshoot and, for well-developed flow, approach a steady-state level

Fig. 19 (a) Onset time for viscosity rise recorded by rheological response (black squares) and
appearance of SAXS streaks (red circles). The shaded region represents the flow time for the

different shear rates. (b) Thickness of the shear layer as a function of the distance from the X-ray

observation window for the experiment performed with an apparent wall shear rate of 240 s�1. The

X-ray observation position is at 0, the flow direction is from left to right. Adapted with permission

from [102]
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[104]. Clearly, this is not the case: the pressure drop does not show any steady-state

level and presents an upturn immediately after the first overshoot for all flow

conditions. The viscosity rise is more pronounced and occurs at shorter times

with increasing piston speed. This deviation from the ideal rheological behavior

of a polymer melt is evidence for structure formation during flow. The viscosity

upturn during flow can be explained as shish formation in the proximity of the walls

[32]. As a result of the high shear rates close to the walls, nuclei are readily formed.

Because polymer chains are continuously sheared during flow, shish grow in length.

When the shish density reaches a critical value, the rheology of the material

changes and the viscosity increases. The influence of the shish on sample rheology

can be seen as a consequence of the hairy nature of the shish, as proposed by Keller

[105, 106]: the chain segments sticking out from the shish are highly entangled with

the surrounding melt and can thus macroscopically influence the flow field and,

consequently, the rheology around the shish.

Structure formation during flow can be efficiently probed using WAXD. The

evolution of the area underneath the 110-Bragg reflection, A110, during the first 6 s

from the beginning of flow is shown in Fig. 21a for all flow conditions. As expected,

crystalline structures are formed during flow and their amount increases with

increasing piston speed, perfectly in line with rheological observations. Surpris-

ingly, A110 starts to decrease at around 0.3 s after cessation of the shear pulse,

suggesting substantial melting of the crystalline structures developed during flow.

Evolution of the SAXS scattered intensities (presented in Fig. 21b) clearly shows

that the equatorial intensity, related to shish structures, does not show a significant

decrease. However, the meridional intensity, related to stacks of lamellae growing

perpendicularly on a shish template (kebabs), decreases during the same interval in

which the decrease in crystallinity is observed. On the basis of these observations,

the decrease in crystallinity is unambiguously attributed to the partial melting of

kebabs grown during flow.

Fig. 20 Measured pressure

drop between the pressure

transducers for the four

different piston speeds.

Flow time is 1.5 s.

Reproduced with

permission from [104]
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Such a partial melting behaviour after flow is rather peculiar and not usually

considered in the literature. During flow, the fraction of LLDPE not yet crystallized

within the shear layer experiences very high pressures for short times, with conse-

quences for structure formation during flow. The equilibrium melting temperature

for this polyethylene grade at ambient pressure is 139�C and it shifts to higher

values with increasing pressure according to the Clausius–Clapeyron equation

[107]: T0
m Pð Þ ¼ T0

m þ dT P
m=dP

� �
ΔP, where dT P

m=dP
� � ¼ 35:2 K=kbar and

ΔP¼Paverage�Pamb.Paverage is the average pressure in the middle of the slit

(where the X-ray observation window is placed).

Assuming a linear pressure profile along the slit length, the average pressure in

the middle can be simply calculated as Paverage¼ 1/2ΔP, with ΔP being the

pressure drop measured between the pressure transducers. The time evolution of

the undercooling,ΔT ¼ T0
m Pð Þ � Texp, is plotted in Fig. 22a together with the A110-

Bragg reflection for all flow conditions.

According to classical thermodynamics, the critical stable lamellar thickness, lc,
is also dependent on the undercooling ΔT:

lc ¼ 2σeT
0
m

ΔHmΔT
ð17Þ

where σe is the surface free energy of a crystal stem, T0m the equilibrium melting

temperature, and ΔHm the heat of fusion.

The pressure change occurring during flow can thus promote the nucleation of

shorter stems, leading to crystallization of metastable thinner lamellae, which

re-enter the melt when pressure and undercooling decrease and their thermo-

dynamic stability is reduced.

Using the SAXS model for kebab morphology [5] to fit the scattering data

according to Eq. (15), the time evolution of the average dimensions of kebabs

Fig. 21 Time evolution of (a) the area underneath the (110) diffraction peak and (b) SAXS

integrated equatorial ( full lines) and meridional (dotted lines) intensities during the first 6 s after

start of piston displacement for the four flow conditions. The vertical dashed line indicates the end
of flow. Reproduced with permission from [104]
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(shown in Fig. 22b) was obtained for the experiment performed with fastest piston

speed (17 mm/s). A sharp decrease in kebab diameter and long period is observed

when flow stops and pressure relaxes back to equilibrium values, whereas the

average thickness increases.

Based on these observations, we propose a mechanism to describe the formation

and melting behavior of kebab structures in the presence of combined shear and

high pressures (illustrated in Fig. 23). In region I (“pressure quench”), the increase

in undercooling as a result of pressure promotes nucleation of thinner lamellae on

pre-existing crystals; the nucleation does not happen on shish cores but on

pre-existing kebabs. Because the nucleation of thinner lamellae occurs in a random

fashion, some kebabs grow faster than others, and this leads to a shish-kebab

morphology with different diameters and gradually decreasing thicknesses during

the pressure quench. When flow stops and pressure relaxes back to equilibrium

values (region II), the thinner lamellae formed in region I lose their thermodynamic

stability and relax back to the coiled state. The average diameter and spacing

between them decreases, whereas the average thickness increases.

It was shown that, although very short in terms of time, the viscosity rise during

flow in confined geometries can have a dominating influence on the crystallization

of materials such as polyethylene, which show a strong dependency of the under-

cooling on pressure. These results show the importance of this phenomenon for

understanding and modeling real-life processes such as injection molding, where a

combination of flow and pressure is always present.

Fig. 22 (a) Time evolution of undercooling evaluated according to the Clausius–Clapeyron

equation (lines) and of the area underneath the (110) reflection (symbols) for all flow conditions.

(b) Time evolution of average thickness (triangles), long period (stars), and diameter (circles) of
kebabs evaluated using the shish-kebab model for a piston speed of 17 mm/s; lines are to guide the
eye. The vertical dashed line indicates the start of decrease in crystallinity/meridional intensity

(region II). Reproduced with permission from [104]
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3.4 Rheo-SAXS/WAXD, In-situ Extensional Rheology of iPP

Common processing operations for semicrystalline polymers, such as fiber spin-

ning, film stretching, and film blowing, involve uniaxial and biaxial deformation of

the crystallizing melt. Depending on the applied stress, highly oriented structures

can be formed in the machine direction as shish-kebabs, where shish are extended

chain crystals and kebabs are lamellae growing perpendicularly from the shish

template. This can be advantageous for some polymer products; for instance, shish-

kebabs cause a high modulus and high mechanical strength in fibers [108].

The key to understanding the formation of oriented structures in a crystallizing

polymer melt subjected to flow is their genesis. Understanding the mechanisms of

shish formation is crucial in defining the experimental conditions for controlling

flow-induced crystallization and thus for controlling the final properties of polymer

products.

Recently, there have been several studies of the crystallization of polymer melts

subjected to elongational flow using in-situ X-ray [109, 110]. However, the

non-availability of sensitive and efficient high framing rate detectors has limited

the full understanding of the mechanisms behind the early stages of crystallization,

such as the formation of elongated precursors and their propagation during flow.

Moreover, coupling of rheology with X-ray data is essential in understanding the

flow-induced crystallization process.

In this case study, we show preliminary results on the possibility of following, in

real time, the origin of extended chain crystals (i.e., shish) during elongational flow

at relatively high strain rates (up to 25 s�1) and, hence, at very short time scale.

Elongational flow-induced crystallization of iPP can be studied using a

Sentmanat extension rheometer (SER) universal testing platform fixture [111]

(Fig. 24b) hosted on an Anton Paar MCR 502 rheometer coupled with a specially

Fig. 23 Kebab crystallization and melting under the influence of sharp pressure changes during

and after flow. Reproduced with permission from [104]
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designed X-ray transparent oven, based on a convection temperature control

(Fig. 24a). The setup can perform transient uniaxial extensional viscosity measure-

ments and simultaneously record combined SAXS/WAXD data.

The iPP sample is initially kept at 210�C for 5 min to erase all thermomechanical

history and subsequently cooled down to the experimental temperature,

Text¼ 135�C. After a stabilization time of 5 min at Text, the maximum achievable

Hencky strain (εH) of 3.5 is imposed on the polymer melt using five different

Hencky strain rates ( _εH).
Time-resolved X-ray experiments were carried out at beamline BM26B at ESRF

in Grenoble with a wavelength λ¼ 0.1 nm, using a Pilatus 1M detector (981� 1,043

pixels of 172� 172 μm placed at a distance of 5.08 m) for the SAXS and a Pilatus

300K detector (1,472� 195 pixels of 172� 172 μm placed at a distance of 0.35 m)

for the WAXS. Importantly, the detectors were triggered by an electric TTL pulse at

the start of the rotation of the drums. The first 2.8 s from the start of extensional flow

were monitored at an acquisition frequency of 30 frames/s. The following 20 min

during isothermal crystallization were recorded using a relatively slower acquisition

mode (exposure time of 2 s, resulting in a total acquisition time of about 3.5 s).

Equatorial and meridional regions were defined in the 2D SAXS images to

quantify the scattering caused by structures extended in the direction of the flow

(i.e., shish) and the scattering related to lamellae growing radially (i.e., kebabs),

respectively. The spacing between lamellae oriented perpendicularly with respect

to flow direction was obtained after Lorentz correction of the scattered meridional

intensity and by simple application of Bragg’s law,LP ¼ 2π
q* , where q* is the value of

the scattering vector corresponding to the maximum in intensity.

Two different iPP crystal polymorphs (α and β) were observed during the

performed experiments. The relative amount of the α- and β-phases was obtained
from the two most intense reflections: (110) for the α-form and (300) for the β-form.

After background and amorphous scattering subtraction, the azimuthal integrations

Fig. 24 (a) Rheometer installed at BM26B, ESRF: (a) incoming X-ray beam vacuum pipe,

(b) convection oven, (c) X-ray transparent mica window, (d ) Anton Paar rheometer, (e) SER shaft,

( f ) WAXS detector, (g) SAXS vacuum chamber. SAXS detector is at 6 m from the sample, out of

the picture. (b) Drawing of the Sentmanat extensional rheometer (SER)
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of the two peaks were fitted with a Lorentzian function and the values of the fitting

area were used to quantify the time evolution of the two phases. Definitions used in

this case study are shown in Fig. 25.

Transient uniaxial elongational viscosities (ηu
+) at strain rates ranging from 5 to

25 s�1 are presented in Fig. 26. The dashed line represents the transient elongational

viscosity of the linear viscoelastic envelop (LVE) evaluated according to the

Trouton ratio, ηu
+(t)¼ 3ηs(t), where ηs(t) is the transient shear viscosity calculated

on the basis of the discrete relaxation spectrum evaluated from the storage and loss

moduli data at 180�C. Then, the spectrum was shifted to the experimental temper-

ature using the Arrhenius shift factor aT, corresponding to the experimental temper-

ature of 135�C.

Fig. 25 (a) Anisotropic 2D SAXS image with the definition of meridional and equatorial azimuthal

regions. (b) WAXD pattern for a stretched iPP sample showing the presence of both α- and β-forms.

Azimuthal regions for the integration of the two characteristic diffraction reflections are shown by

the green and white arcs, respectively. Elongational flow direction is horizontal

Fig. 26 Transient uniaxial viscosity curves for material studied over a range of Hencky strain

rates measured at melt temperatures of 135�C. The red symbols represent the experiment discussed

in Sect. 3.4. The dashed line represents the linear viscoelastic envelope (LVE)
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At low deformations, the initial part of the elongational viscosity curves corres-

ponds well to the predicted level at 135�C for all the strain rates used. Subsequently,

a clear deviation from linearity is observed. The uniaxial elongational viscosity

undergoes a sudden upturn at a Hencky strain of about 3 for all the experiments

(t¼ 0.12 s), which is a clear indication of crystallization during flow.

Time evolutions of equatorial and meridional intensities for the experiment

performed with the highest Hencky strain rate (25 s�1) are presented in Fig. 27a.

The equatorial intensity, related to scattering of extended chain crystals aligned

along the flow direction, starts to increase at a Hencky strain of about 3 (after

0.12 s), confirming that the deviation from linearity observed in rheology can be

related to structure formation during flow.

During isothermal crystallization and after flow has been applied, the equatorial

intensity continues to increase for about 3 s, indicating the continuous development

of shish structures. Simultaneously, meridional intensity shows a slight increase,

indicating nucleation of lamellar stacks on the shish cores (i.e., kebabs). Within

about 40 s, both the meridional and equatorial intensities reach a maximum value

and then show a small decrease during the 20 min time observation window.

The long period evolution is shown in Fig. 27b. During the same time interval,

kebabs start interdigitating, which causes a decrease in the average spacing between

oriented lamellae and a loss of contrast in the direction perpendicular to flow. This

results in the decrease observed in meridional intensity.

The time evolution of the area underneath the (110)α and (300)β reflections

(related to the amount of α-form and β-form crystals, respectively) of the same

experiment are shown in Fig. 28. A clear increase in the area underneath the (110)α
reflection is observed after about 0.15 s, indicating, as expected, formation of shish

structures consisting of α-form crystals in line with rheological and SAXS

observations.

Surprisingly, an increase in the area underneath the (300)β peak is observed

during elongational flow. This indicates that β-form crystals form during flow, most

probably growing from the already formed shish α-form template. During the

Fig. 27 (a) SAXS integrated equatorial and meridional intensity and (b) long period evolution for

the experiment performed at a Hencky strain rate of 25 s�1. The vertical dashed line represents the
end of elongational flow

Real-Time Fast Structuring of Polymers Using Synchrotron WAXD/SAXS Techniques 159



20 min of isothermal crystallization, the area underneath the (110)α reflection

continues to increase until reaching a plateau value, similarly to SAXS meridional

intensity evolution, whereas the area related to the (300)β peak stays constant. This

indicates that the kebabs are entirely composed of α-form crystals.

4 New Challenges and Future Developments

Despite the perception that polymer crystallization is mostly understood, deep

knowledge of the structuring of polymeric materials in real life and industrially

relevant conditions is lacking. Pioneering works conducted between the 1980s and

1990s mostly used ex-situ SAXS and WAXD results on polymer specimens

processed in well-controlled laboratory conditions. With the advance of synchro-

tron radiation, in-situ SAXS and WAXD experiments on polymer crystallization in

quiescent conditions with second and subsecond time resolution has become pos-

sible. In the scientific examples reported here, we have seen how novel experimen-

tal tools have being developed in the last few years to study in-situ fast structuring

of polymers. Acquisition of structural information during polymer crystallization

simultaneously with mechanical, thermal, and rheological data is the challenge that

modern laboratories are now facing. In Sect. 3.4 we reported the first successful

results of simultaneous real-time rheo-SAXS/WAXD experiments for uniaxial flow

with a real rheometer. However, rheological experiments are usually carried out

using plate–plate and cone–plate geometries. These geometries are typically

employed in the laboratory to study quiescent and shear-induced crystallization in

semicrystalline homopolymers, polymer blends, copolymers, and polymer

nanocomposites but are difficult to couple with in-situ SAXS/WAXD because of

space limitation around the rheometer plates.

Fig. 28 Time evolution of

the area underneath the

(110)α and (300)β
reflections for the

experiment performed with

a Hencky strain of 25 s�1.

The vertical dashed line
indicates the end of

elongational flow
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An interesting recent approach to the collection of simultaneous rheo-SAXS data

makes use of a vertically deflected X-ray beam [112]. This setup has been success-

fully applied to liquid crystals [113], block copolymers [114], and colloidal systems

[115]. This experimental approach will be useful in the future for the study of

combined rheology with SAXS/WAXD techniques to verify and develop the

structural aspects of several rheological models in the field of polymer science

[116, 117]. A preliminary experiment has been performed on BM26B at the ESRF

using rheo-SAXS with vertically deflected beam geometry for the isothermal

crystallization of polyamide 6 (see Fig. 29a, b). The onset of crystallization and

the kinetics of crystal formation can be probed successfully by both rheology and

SAXS. Future developments include the possibility of measuring rheology at high

torque values and performing WAXD experiments.

A future challenge is the implementation of biaxial flow and stretching devices

in X-ray synchrotron beamlines. Biaxial flow is found in many industrial processes

such as injection molding, film blowing, blow molding, etc. On-line film blowing of

LDPE has already been investigated using 2D WAXS [118]. SAXS experiments

during on-line film blowing are in progress.

Another field where development can be expected in the near future is the

coupling between X-ray experiments and fast chip calorimetry. In the late 1990s,

differential scanning calorimetry (DSC) was successfully coupled with simul-

taneous SAXS/WAXD, emerging techniques at that time [119–121]. Simultaneous

fast chip calorimetry/SAXS/WAXD was then successfully employed for polymeric

and nonpolymeric samples [122, 123]. The recent development of fast-operating

chip-based calorimeters (flash DSC), now allows study of polymer structure form-

ation at cooling rates comparable to those used in industrial processing. X-ray

investigation of polymeric structures produced via flash DSC is usually possible

in situ but not in real time [124, 125]. Recently, Baeten et al. developed a sensor

Fig. 29 (a) Vertical beam rheo-SAXS setup installed at BM26B at the ESRF. (b) Preliminary

results of polyamide 6 crystallization followed by in-situ rheo-SAXS using a vertically deflected

synchrotron beam
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unit that can be decoupled from the electronics and mounted outside the calorimeter

[126]. The sensor was successfully coupled with WAXD to follow crystallization of

polyethylene and polyamide. Future experiments will follow different polymeric

and nonpolymeric systems and the development of a flash DSC/SAXS/WAXD

setup will open new opportunities in the field of fast polymer structuring.

An additional overlooked aspect of technique combination is the importance of

establishing the connection between X-ray results and the data that can be obtained

using more widely available laboratory techniques. This is necessary because

synchrotron X-ray beamtime is scarce. The limited amount of synchrotron X-ray

data can be extrapolated to the more abundant results of, for instance, Raman,

FTIR, UV–vis, rheology, etc., that are commonly used in industrial research

environments. For this reason, a number of combined simultaneous experiments

are still required.
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Langmuir 27:2880

114. Pulamagatta B, Ostas E, Herbst F, Struth B, Binder WH (2012) Eur Polym J 48:1127

115. LettingaMP,Holmqvist P, Ballesta P, Rogers S,KleshchanokD, StruthB (2012) PhysRevLett

109:246001

116. Pogodina NV, Lavrenko VP, Srinivas S, Winter HH (2001) Polymer 42:9031

117. Housmans J-W, Steenbakkers RJ, Roozemond PC, Peters GW, Meijer HE (2009) Macro-

molecules 42:5728

118. van Drongelen M, Cavallo D, Balzano L, Portale G, Vittorias I, Bras W, Alfonso GC,

Peters GW (2014) Macromol Mater Eng 299:1494

119. Russell TP, Koberstein JT (1985) J Polym Sci Polym Phys Ed 23:1109

120. Koberstein JT, Russell TP (1986) Macromolecules 19:714

121. Bras W, Ryan AJ (1998) Adv Colloid Interface Sci 75:1

122. Semmler K, Meyer HW, Quinn PJ (2000) Biochim Biophys Acta Biomembr 1509:385
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Strain-Induced Crystallization in Natural

Rubber

Pierre-Antoine Albouy and Paul Sotta

Abstract Rather than an exhaustive review of the numerous reported studies of

strain-induced crystallization (SIC) in natural rubber, this chapter discusses some

aspects of the physical mechanisms involved that we think are fundamental for

understanding crystallization kinetics and processes such as reinforcement. We

mainly focus on the rich information that can be retrieved from X-ray diffraction

studies. In particular, we show how easily knowledge of the strain state of the

amorphous fraction can be obtained quantitatively from X-ray diffraction patterns

and how informative that knowledge is. Considering, for instance, the hardening

sequence observed during stretching, it is clear that no prediction of the stress level

can be made without knowing both the crystalline content and the average elon-

gation of the remaining molten chains. Particular emphasis is put on the strain

relaxation effect that accompanies SIC in both static and dynamic conditions. This

fundamental effect is described in the theory of SIC developed by Flory, which we

present from an innovative perspective to emphasize its deep analogy to the liquid–

gas phase transformation. In spite of the fact that Flory’s theory has only been

qualitatively verified experimentally and is limited to static and equilibrium con-

ditions, it grasps the essential of the driving mechanisms at play. Some simple

experiments are presented within this framework that should enlighten the most

fundamental aspects of SIC. The crystallization kinetics underlies most aspects of

SIC and is discussed in detail. Tensile impact tests, which allow conceptually

simple but very informative experiments, are treated first. We try to show that the

time dependence of the crystalline content is tentatively related to the mechanism of

P.-A. Albouy

Laboratoire de Physique des Solides, Univ. Paris-Sud, CNRS, UMR 8502, F-91405,

Orsay Cedex, France

P. Sotta (*)

Laboratoire Polymères et Matériaux Avancés, CNRS, Solvay, UMR 5268, F-69192,

Saint-Fons Cedex, France

e-mail: paul.sotta-exterieur@solvay.com

mailto:paul.sotta-exterieur@solvay.com


strain relaxation in a simple manner. Knowledge of crystallization kinetics is also

essential for explaining the hysteretic behavior observed in dynamic conditions.

Similarities and/or differences between dynamic and static SIC are discussed.

Keywords Crystallization kinetics, Natural rubber, Strain induced crystallization,

Strain relaxation, X ray diffraction
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1 Introduction

Strain-induced crystallization (SIC) in natural rubber (NR) was reported 90 years

ago by Katz [1], and one may wonder about the need for another review devoted to

this topic. Although the underlying physics was clearly identified by Flory in 1947

[2], many aspects of this fascinating phenomenon remain unclear. Furthermore, the

importance of NR as a base material for the elaboration of some essential products

explains a never-halting research effort. In particular, there has been a burst in real-

time X-ray diffraction experiments during the last 10 years that was made possible

by dramatic technical improvements. The reader interested in this field can find an

extensive survey in the review by Huneau [3]. An excellent textbook recently

published by Toki, which contains a wealth of information about SIC, must also

be mentioned [4]. However, our purpose is somewhat different. We do not claim to

be exhaustive on the subject. We present our own point of view on some aspects of

the physics involved and on how these aspects can potentially help in understanding

crystallization kinetics and processes such as reinforcement. This also explains the

particular emphasis on X-ray diffraction, which has been extensively used by one of

us, with special emphasis on relaxation of the remaining amorphous fraction that

accompanies SIC. We believe that this phenomenon is so essential that the term

“crystallization-induced strain relaxation” should be used rather than “strain-

induced crystallization” to underline its importance.
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This chapter is organized as follows: The types of information that can be

retrieved from X-ray diffraction data are first described in detail (Sects. 2 and 3).

In particular, we show how the strain experienced by the remaining amorphous

fraction during crystallization can be evaluated (Sect. 3). In Sect. 4, we describe the

differences in crystalline morphology that can be observed in the case of strain-

induced crystallization and for crystallization in the quiescent state, also called

temperature-induced crystallization (TIC). It is a recognized fact that polymers that

crystallize easily under strain generally crystallize only slowly in the quiescent state

(the converse is also true). The explanation may lie in the ability of some elastomers

to form extended crystals, which is the morphology favored under extension. The

theory of SIC developed by Flory is then briefly described in Sect. 5. Its profound

analogy with the liquid–gas phase transformation, as implicitly noted by Miyamoto

et al. [5], is emphasized. In spite of the fact that Flory’s theory has only been

qualitatively verified experimentally, we think it grasps the essentials of the driving

mechanisms at play. Some simple experiments are presented within this frame that

should enlighten the most fundamental aspects of SIC. The theory developed by

Flory deals with thermodynamic equilibrium. However, crystallization kinetics

underlies most aspects of SIC. We first discuss tensile impact tests, which allow

conceptually simple but very informative experiments. We try to show that the time

dependence of the crystalline content can be tentatively related to the mechanism of

strain relaxation in a simple manner. Knowledge of crystallization kinetics is also

fundamental in explaining the hysteretic behavior observed in dynamic conditions.

Similarities and differences between dynamic and static SIC are discussed in

Sect. 6. This review is restricted to the simpler case of uniaxial deformation.

Other geometries may be of interest for practical applications, but the difficulty

of their analysis arises from the higher complexity of the associated strain field; the

physics involved remains the same. The interested reader can find examples of the

use of X-ray diffraction for the study of SIC under multiaxial stretching in the

literature [6–8]. We conclude by discussing the most obscure and puzzling ques-

tions that still await explanation.

Before entering the core of the subject, one remark should be made. Many

figures presented here are based on personal unpublished data but we do not

claim exclusivity. In some cases, this is merely for convenience because their

equivalent can be found in the literature. Other figures correspond to new results

that we thought necessary to include to illustrate some important points.

2 Basics of X-Ray Diffraction for the Study

of Strain-Induced Crystallization

Because X-ray diffraction is the main method used for the present work, some basic

principles need to be briefly outlined. Different processes can occur when an

atom is hit by an incident X-ray photon. The process of interest for X-ray diffraction
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is Thomson scattering, whereby the atom reemits a spherical wavelet of nearly

similar wavelength (elastic scattering). Wavelets scattered by atoms located within

some coherence volume characteristic of the incident beam (namely its geometry

and monochromaticity) present phase relations and can interfere. The conditions for

constructive interference essentially depend on the vectors between scatterers and

the observation angle with respect to the incidence beam direction. In the case of a

crystal where positional order is long range, conditions for constructive inter-

ferences are strict and require a precise sample orientation to be observed. The

diffracted intensity is then restricted to well-defined directions that correspond to

the so-called Bragg reflections. The crystal acts as a three-dimensional grating and

each reflection is associated with one of the grating periodicities, d, by the Bragg

law 2d sin ϑ ¼ λ, where 2ϑ is the angular deviation of the diffracted beam and λ the
X-ray wavelength (see for instance [9]). In the case of smaller crystallites, the

relatively restricted number of atoms makes the conditions for constructive inter-

ferences less stringent and reflections are broader. Their angular width is inversely

proportional to some specific crystallite dimensions, according to the Scherrer

formula [10]. Small crystallites grown in a semicrystalline polymer exhibit a

wide range of orientations so that the conditions for observation of diffraction

spots in terms of sample orientation are much looser (see for instance [11]).

In the case of an amorphous or liquid material, the order is only short range and

conditions for constructive interference are highly relaxed. The scattered intensity

is more evenly distributed angularly and maxima are quite broad (so-called amor-

phous halos). The halos essentially originate from interferences between wavelets

emitted by nearest neighbor atoms. Fourier inversion of the intensity gives access to

the differential radial distribution function (DRDF). In brief, the DRDF indicates

the different distances between correlated atoms and the relative proportion of

atoms involved in each distance [12].

The organization of macromolecules in the molten and quiescent state of NR

was studied by Simard and Warren as early as 1936 [13]. This issue was revisited in

1978 byWang and Yeh and we rely on their analysis [14]. In the quiescent state, the

diffraction pattern is isotropic and displays a broad and intense maximum followed

by weak secondary maxima at higher scattering angles (Fig. 1, left). Analysis of the

DRDF (Fig. 1, right) shows that secondary maxima on the diffraction pattern are

associated with intrachain first or second neighbor distances, whereas the first

intense maximum mainly originates from interferences between wavelets scattered

by atoms located on neighboring chains. The three maxima at 0.568, 1.065, and

1.525 nm observed on the DRDF function are approximate first, second, and third

harmonics of an interchain correlation distance of ca. 0.53 nm. This distance is

tentatively associated with a local orthorhombic arrangement of parallel segments

that extends laterally over a distance of ca. 1.5 nm. Such an organization is

reminiscent of that observed in the crystalline state (see below). Stretching causes

the first intense diffraction maximum to arc about the equator. On the other hand,

meridional arching is expected for the halos at higher diffraction angles, but their

intensity is too low for proper observation. The way in which the anisotropy of the

first halo may be quantitatively related to the strain state of polymeric chains is

detailed at the end of this section.
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The exact structural organization of NR in the crystalline state remains contro-

versial. However, the structure does not depend on whether crystallites are grown in

the quiescent state or under strain. We rely on the analysis recently published by

Rajkumar et al. [16]. NR crystallizes in the orthorhombic system and the space

group is P212121. Indicative values for the lattice constants are a¼ 1.26 nm,

b¼ 0.90 nm, and c¼ 0.83 nm (with c along the chain axis). In the case of

crystallites grown during SIC, these parameters not only depend on temperature

but also on the magnitude of the applied strain. Reported lattice constants for

crystallites grown in the quiescent state are slightly smaller [17]. The orthorhombic

assignation has been recently confirmed by Che et al. and very nice simulations of

X-ray patterns can be found in publications by this group [17, 18]. The crystalline

structure is represented in Fig. 2.

Four molecular chains with two isoprene units within the unit cell run along the

c
!
-axis. Chains 1 and 3 contain methyl groups pointing upwards and chains 2 and

4, downwards. Rajkumar et al. have observed weak diffuse X-ray scattering

between Bragg reflections, which indicates some disorder [16]. Accordingly, a

model in which the strict alternation of up and down chains is relaxed has been

proposed. The existence of a conformational disorder had been previously

suggested as a possible explanation for the unusually low melting entropy of NR

[19–21].

A representative X-ray diffraction pattern for an NR sample submitted to

uniaxial extension is given in Fig. 3 (left). The corresponding scattering geometry

is depicted in Fig. 3 (right). The well-defined and intense spots originate from the

crystalline phase and are identified by their hkl indices [3]. The fact that reflections

with l¼ 0 (in this case 200 and 120) are concentrated at the equator indicates that

the c
!
-axis of crystallites (which coincides with the polymer chain axis) is prefer-

entially aligned parallel to the stretching axis. The degree of alignment can be

estimated from the half-angular (azimuthal) width of the equatorial reflections δφ1/2

X-ray wavelength: 0.1542nm
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Fig. 1 Left: Diffraction by amorphous NR shown by plot of scattering intensity versus diffraction

angle; the “amorphous halo” is centered at 18.3� (copper Kα radiation). Right: Differential radial
distribution function; the indicated distances correspond to peak positions (After [15])
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(blue arrow in Fig. 3, left). A high degree of orientation is found even at relatively

low extension. For instance, in the case of static crystallization conducted at

�25�C, δφ1/2 values ranging from 12� at an elongation λ¼ 2 to 4� at λ¼ 6 have

been reported by Trabelsi et al. [22]. Another relevant parameter is the reflection

radial width (red arrows in Fig. 3, left), which is related to the average crystallite

dimension in a given direction by the Scherrer formula, as explained above (see also

Fig. 6). Calculation of the percentage of crystalline phase is based on the fact that

the wavelet is reemitted by an individual atom independently of whether it is

embedded in a crystallite or in the amorphous phase. This means that the respective

Fig. 2 Polyisoprene chain packing in the crystalline state in the absence of packing disorder

[16]. Chains are running along the c
!
-axis; methyl groups are pointing upwards in chains 1 and 3,

downwards in chains 2 and 4

Fig. 3 Left: Representative X-ray diffraction pattern for NR specimen partially crystallized under

strain. Dotted white circles indicate integration range used, ϑ scattering angle, blue arrow angular

width of the equatorial reflections, red arrows reflection radial width. See text for more details.

Right: The associated scattering geometry
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amounts of intensity scattered in the whole space by the crystalline and amorphous

phases are indicative of their respective fractions. Based on this, X-ray diffraction is

one of the most common (if not the easiest) technique used to determinate percent-

age crystallinity in semicrystalline polymers [11]. In practical conditions, the

integration range is limited and the obtained ratio is not an absolute measurement;

for this reason, the term “crystallinity index” is preferred. For instance, the inte-

gration range used in our investigations is restricted to the zone delimited by the

two dotted white circles shown in Fig. 3 (left) where the most intense crystalline

reflections are located. The intense amorphous halo is similarly contained in this

zone. Separation of the crystalline and amorphous contributions can be based on the

analysis of radial scans, with the disadvantage of smearing-off all the pattern

anisotropy [9, 11]. For this reason, angular φ-scans (as depicted in Fig. 3, left) are

preferred.

3 Segmental Orientation in the Amorphous Phase

Strain-induced anisotropy of the amorphous scattering in NR is relatively weak

compared with the strongly oriented scattering from the crystalline phase (see Fig. 3

left). This fact is often misinterpreted as proof that most chains in the amorphous

phase retain a relaxed coil conformation while the minority becomes highly

extended, eventually related to crosslink heterogeneity. However, double-quantum

proton NMR experiments have indicated without ambiguity that sulfur-vulcanized

NR samples generally present a high degree of homogeneity as regarding crosslink

density [23]. Data reported in the pioneering work of Mitchell show that the degree

of equatorial arching for the amorphous halo is within the magnitude expected from

statistical rubber elasticity theory [24].

This point deserves a more quantitative discussion. In the case of uniaxial

stretching, the segmental orientation distributionN( χ) (where χ is the angle between
a statistical segment and the stretching direction) displays cylindrical symmetry

around the stretching direction. The distribution N( χ) can be expanded in Legendre
polynomials of even order P2n(cos χ). In the domain of extensions in which Gauss-

ian approximation applies, the expansion ofN( χ) can be limited to the second order,

higher order coefficients being negligible. For the affine junction networkmodel, the

statistical theory of hyperlasticity gives P2h i ¼ λ2 � 1=λ
� �

= 5Nð Þ, where N is the

average number of statistical segments between crosslinks [25]. According to the

Curie principle, the associated scattering must have cylindrical symmetry as well.

Thus, the circular anisotropy of the amorphous scattering measured at any given

diffraction angle can be similarly characterized by a second-order Legendre coeffi-

cient. In the particular case of the integration range defined in Fig. 3 (left) we denote

this Legendre coefficient hPRX
2 i. As mentioned above, this coefficient is mainly

related to inter- rather than intrachain scattering, and the question of the relation

between hP2i and hPRX
2 i arises. It is clear that the average orientations of the carbon–
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carbon vectors involved in intrachain scattering follow the average chain orientation.

Based on early work by Deas [26], the intrachain scattering has been related to N( χ)
in a rigorous way by Mitchell et al. [27]. To the best of our knowledge, no such

rigorous demonstration exists for interchain scattering. A quite convincing argument

is based on a symmetry argument, related to the above-mentioned local orientation

order between neighboring chains: the local environment of a given segment

(in terms of atoms or electron density) is expected to have, on average, a uniaxial

symmetry around the mean reference segment axis (which is the same as the chain

backbone axis). The proportionality then follows from the spherical addition theo-

rem. Consequently, the vectors joining one atom of the reference segment to closer

atoms located in surrounding chains are expected to be, on average, perpendicular to

the reference segment. Scattering is then stronger perpendicular to the stretching

direction and presents equatorial enhancement. Beyond such general speculations,

the most prominent evidence for the existence of a linear relation between h P2i and
hPRX

2 i is given in Fig. 4, showing that PRX
2

� � � K λ2 � 1=λ
� �

in absence of crystal-

lization, which indeed is the behavior expected for hP2i [28]. In the particular case of
Fig. 4, the prefactor K is equal to �0.00157. Based on geometrical considerations,

Mitchell estimated PRX
2

� � � �0:33 P2h i or equivalently K � �0:33 1=5Nð Þ [24]. In
the present case,N � 46and the calculatedK value is�0.00143, which is close to the

experimental determination.

A further point that has been recently validated is the linear dependence of the

coefficient K on 1/N or equivalently on the number of elastic chains per unit volume

v (which is twice the crosslink density for a perfect tetrafunctional network).

Vieyres et al. compared crosslink density values evaluated by double-quantum

proton NMR, equilibrium swelling, mechanical response, and X-ray diffraction in

a series of samples vulcanized with various amounts of sulfur [29]. Figure 5

illustrates the nearly perfect correlation between the values estimated from the

mechanical modulus (vmecha) and the parameter –K (denoted KvX in the graph).

Fig. 4 Second-order

Legendre coefficient hPRX
2 i

characterizing the

anisotropy of the X-ray

intensity scattered by the

amorphous fraction as a

function of λ2 � 1=λ
� �

(sulfur-vulcanized NR

sample, N� 46) [28]
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Similar results have been obtained by comparing K with crosslink density values

evaluated by NMR and equilibrium swelling. To summarize, the parameter hPRX
2 i

closely follows the behavior expected for a homogeneous elastomer.

A question arises concerning use of the parameter hPRX
2 i to evaluate the elon-

gation state of the remaining amorphous fraction λAm once the sample has partially

crystallized. Crystallization is expected to reduce the average number of statistical

segments per molten chain and thus to affect the initial value of the parameter K.
This effect can be tentatively estimated by replacing N by N 1� χð Þ, leading to the

modified relation PRX
2

� � � K= 1� χð Þð Þ λ2Am � 1=λAm
� �

. The correction is small for

moderate crystalline indices and was not used in our previous publications

[28, 30]. Another related, although distinct, effect is that crystallites may act as

effective multifunctional crosslinks, which could also affect the elastic constant

1/N.
A sample thickness of around 1.5 mm is optimal for X-ray diffraction at a

wavelength of 0.154 nm. For thicknesses not too far from this value, conventional

X-ray generators equipped with a copper anode are sufficient for most studies. All

data extracted from our published works were obtained in this way (ca. 109 photons/

s for beam diameter 1 mm). The exposure time does not exceed 10 s per diffraction

frame. Kinetic measurements such as tensile impact tests require the much higher

flux provided by synchrotron facilities. In that case, the flux, which is generally

delivered on a smaller cross-section, is at least three orders of magnitude higher.

This could lead to irradiation-induced crosslinking. However, to the best of our

knowledge, this issue has not been addressed.

This section shows that hP2i can be evaluated quantitatively from the anisotropy

of the amorphous halo, with a prefactor that depends only on the nature of the

elastomer.

Fig. 5 Crosslink density

estimated from the

mechanical modulus versus

the slope

� PRX
2

� �
= λ2 � 1=λ
� �

for

samples vulcanized with

different sulfur contents

(ranging from 0.5 to

2.5 parts per hundred parts

of rubber) [29]
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4 Crystalline Morphologies in the Quiescent State

and Under Strain

It is a well-established fact that crystallization of NR in the quiescent state (TIC) is

always a slow process, even at �25�C where crystallization kinetics is at a

maximum [31]. Interestingly, fatty acids that are naturally present in NR appear

to have some impact on the crystallization rate for unvulcanized samples [32]. By

contrast, apparently instantaneous crystallization is detected at high extension

levels, even well above room temperature [4]. This undoubtedly shows that two

different crystallization modes are at work, and that they are most probably

associated with different crystalline morphologies. In the case of TIC, transmission

electron microscopy (TEM) observations of thin films obtained by fractionation of

pure gum reveal different crystallization regimes, depending on the temperature or

the average molecular weight; however, lamellar growth is observed in all cases

[31]. When the samples are stretched, TEM reveals a succession of morphologies

from spherulitic in the quiescent state to filamentous at above 300% extension, with

filaments oriented along the stretching axis [33]. Although it is widely accepted that

this roughly corresponds to a transition from lamellar to extended crystal growth

(without folds), the existence of some row-nucleated lamellar growth is still

debated. Data obtained by Trabelsi et al. for the average dimensions of crystallites

grown under various static elongations also indicate an evolution toward a needle-

like morphology at higher strains [22]. Figure 6 shows that the average crystallite

dimension along the c
!
-axis (i.e., chain axis within crystallites) l002 increases from

ca. 5 nm at lower extensions (λ¼ 2) to 15 nm above λ¼ 6. Conversely, the two

perpendicular, l200 and l120, dimensions (see Fig. 6, right) steadily decrease. Even in

the presence of some packing disorder, up and down chains alternate in the

crystallites, which imposes some packing restriction. Because the crystallization

Fig. 6 Left: Average crystallite size for crystallites grown in static conditions under various

elongations, as determined by the Scherrer formula (crystallization and measuring temperature

�25�C). Right: Directions associated with the involved dimensions (After [22])
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rate increases rapidly with elongation, it is thought that less time is allowed for the

chains to pack with the correct alternation sequence, resulting in a decrease in

lateral dimensions. For the sake of simplicity, only the formation of extended

crystals is considered here.

5 Theory of Strain-Induced Crystallization

Flory’s theory for strain-induced crystallization was published in 1947 [2] and

several alternative theories have been proposed since then [34, 35]. Although pre-

dictions can be quantitatively different, the physics involved is fundamentally

similar. Even though Flory’s theory is restricted to conditions of static equilibrium,

to emphasize the underlying physics it is essential to understand out-of-equilibrium

and dynamic situations.

In Flory’s theory, the conditions for equilibrium between the amorphous and

crystalline fractions within polymer chains are established. What happens at the

scale of network chains is considered to be representative of the whole material. As

implicitly recognized by Miyamoto et al. [5], this description has deep analogy with

the liquid–gas transition of a molecular liquid. Working out this analogy allows

recovering Flory’s main conclusions in a very simple way. Flory’s theory essen-

tially relies on the following assumptions for chain conformations (see also Fig. 7,

left):

1. Chains within crystallites are perfectly oriented along the stretching axis, and

directions perpendicular to the stretching axis are assumed not to be affected by

crystallization. The chain axis in crystallites is, on average, close to the

stretching direction.

Fig. 7 Left: Representation of the crystallization process in Flory’s theory. Right: The

corresponding Clapeyron diagram for the equilibrium between amorphous and crystalline phases

in a NR elastomer. The blue curve is an isotherm at temperature T. The value σe(T ) on the plateau
is the engineering stress corresponding to amorphous/crystal coexistence at temperature T.
Starting from the fully amorphous material (elongation λAm, point C), increasing the macroscopic

elongation to λ¼ λAm+Δλ (C to C0) induces a fraction of crystalline phase, given by the lever rule,
to appear (point C00)
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2. Chains are not allowed to re-enter a crystallite by folding. This assumption is in

line with the discussion above.

3. Chain elongations are moderate so that Gaussian statistics apply.

The possibility of folding and extension to non-Gaussian statistics has been

considered by Gaylord [36]. The reader is referred to this publication for a very

clear description of the calculations involved in Flory’s theory.
Following the approach of Miyamoto et al. [5], the thermodynamic potential

(analogous to the free enthalpy in the case of liquid–gas transition) to consider for

describing uniaxial elongation isΩ ¼ E� TS� σλ, where E is the internal energy,

T the temperature, S the entropy, σ the engineering stress in the traction direction,

and λ the elongation. In this way, when describing the phase equilibrium, the

intensive variables that must be uniform throughout the system are temperature

and engineering stress. This generalized thermodynamic potential can be written as

the function ΩN(y, σ, T) where y is an intensive variable that differentiates the

phases (the “order parameter”, analogous to the volume available per molecule in

the liquid–gas transition). The subscript N indicates that, for an elastomer, there is a

dependence on the chain length N between crosslinks or, equivalently, on the

number of elastic chains per unit volume (as already noted, this is twice the

crosslink density for a tetrafunctional network) v � 1=Na3, where a3 is the volume

per monomer (or, more precisely, per statistical segment).

A natural choice for the intensive variable y is the local elongation ratio λ. In the
relaxed amorphous state λ ¼ 1, while the “natural” average length of a chain (along

the stretching direction) can be defined by z2
� �1=2

0
¼ a

ffiffiffiffiffiffiffiffiffi
N=3

p
(a is the segment

length). For an elongation λ, the natural average length becomes

z2
� �1=2 ¼ aλ

ffiffiffiffiffiffiffiffiffi
N=3

p
. In the crystalline state (subscript X), the chain is almost fully

stretched along the stretching direction, with z2
� �1=2

X
ffi aN. In terms of chain

elongation ratio, this corresponds to a maximum extension ratio

λMax ¼ z2
� �1=2

X
= z2
� �1=2

0
¼ ffiffiffiffiffiffi

3N
p

, which in general is considered large compared

with λ.
In a range of T and σ values, ΩN(y, σ,T ) has two minima that define the

generalized thermodynamic potentials ΩX and ΩAm of the crystalline and amor-

phous phases, respectively. Within this range, for each value of σ, there is a

temperature Tm(σ) such that ΩX ¼ ΩAm. Equivalently, for a given temperature T,
there is a value σe such that ΩX ¼ ΩAm. The (σe,T ) phase diagram can be

established from the way in which Tm(σ) varies as a function of σ. Then, the
locations yX(σ) and yAm(σ) of the minima of ΩN(y, σ, T) for each value of T give

the constitutive equations for each of the phases. The y(σ) diagram is the equivalent

of the Clapeyron–Clausius diagram in the context of the liquid–gas transition.

Here, an explicit expression for the thermodynamic potential ΩN(y, σ, T) is not
known a priori. The thermodynamic potential (per monomer) for the amorphous

phase is given by the rubber elasticity theory:
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ΩAm ¼ kBTva
3

2
λ2Am þ 2λ�1

Am

� �� a3σλAm ¼ � kBTva
3

2
λ2Am � 4λ�1

Am

� �
¼ � kBT

2N
λ2Am � 4λ�1

Am

� �
;

ð1Þ

where the relationσ ¼ kBTv λAm � λ�2
Am

� �
has been used; λAm is the elongation in the

amorphous phase. The chemical potential of the crystalline phase can be written as

ΩX ¼ EX � a3σλX, where EX is the energy of the crystalline phase per monomer

(which may be supposed not to depend significantly on λ, because the elongation

modulus of the crystalline phase must be much higher than that of the rubbery

phase) and λX is the chain elongation in the crystalline phase (which is close to

λMax). The entropy of the crystalline phase is neglected.

From the above considerations, σ(λ) isotherms (Clapeyron diagram) can be

established, as schematized in Fig. 7 (right). The different steps considered for

the calculation of the thermodynamic changes occurring during SIC are illustrated

in Fig. 7 (left).

On the coexistence plateau σe(T ), for a given value of the macroscopic elon-

gation λ, the equilibrium crystalline fraction χ is given by the lever rule:

χ ¼ λ� λAm
λX � λAm

; ð2Þ

Any change in the macroscopic elongation λ of the sample induces a change in the

crystalline fraction. In that sense, it can be said that the phase transformation is

induced by the variation in stretching ratio or, equivalently, that the driving force

for crystallization is overstretching of the amorphous phase. From the simple

equation (2), the decrease in stress associated with crystallization (from point C0

down to C00 in Fig. 7, right) can be estimated. Equation (2) is rewritten:

λAm ¼ λ� χλX
1� χ

: ð3Þ

Approximating σ ffi kBTvλAm and λX ffi λMax ffi
ffiffiffiffiffiffi
3N

p
gives:

σ ffi kBTv

1� χ
λ� χ

ffiffiffiffiffiffi
3N

p� �
: ð4Þ

This is similar to Flory’s formula (within the same level of approximation

1/λ2<< λ), with λM ffi 3Nð Þ1=2 instead of (6N/π)1/2 in Flory’s original work:
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σ ffi kBTv

1� χ
λ� χ

6N

π

	 
1=2
 !

: ð5Þ

The prediction of Flory’s theory that has perhaps received most attention is the

dependence of equilibrium melting temperature TM(λ) on elongation λ. At equili-
brium melting, the chemical potentials ΩX and ΩAm are equal, which gives the

melting temperature directly as a function of the engineering stress σ and melting

enthalpy ΔH0
M (assumed to be independent of T and λ), according to:

TM σð Þ ¼ ΔH0
M þ σ λX � λAmð Þ
SAm σð Þ � SX σð Þ ¼ ΔH0

M þ σ λX � λAmð Þ
SAm σð Þ � SAm 0ð Þ þ ΔS0M

; ð6Þ

SAm 0ð Þ � SX σð Þ has been identified with the melting entropy ΔS0M in the quiescent

state, assuming that the entropy of the crystalline phase SX(σ) is independent of σ.
Then, substituting SAm σð Þ � SAm 0ð Þ and σ by their expressions from rubber

elasticity theory, Eq. (6) can be rewritten:

1

T0
M

� 1

TM λð Þ ¼
R

NΔH0
M

λλX � λ2

2
þ 2

λ
� λX

λ2
� 3

2

� �
; ð7Þ

where T0
M ¼ ΔH0

M=ΔS
0
M denotes the melting temperature in the quiescent state and

R the gas constant. Considering again that λX ffi λMax ffi
ffiffiffiffiffiffi
3N

p
, Eq. (7) is similar to

the original Flory equation (8) if one restricts to the most significant factors at

higher elongation [2]:

1

T0
M

� 1

TM λð Þ ¼
R

ΔH0
M

λ
6

πN

	 
1=2

� 1

N

λ2

2
þ 1

λ

	 
" #
: ð8Þ

Note that Eq. (7) still holds at λ ¼ 1, which is not the case for Flory’s formula. In

order to compare the predictions of Flory’s theory with experimental data, it is

crucial to reach true thermodynamic equilibrium in static conditions. Let us sup-

pose that the equilibrium crystallinity of the sample is χeq at some temperature

T and elongation λ. We show in the next sections that reaching this state by simply

isothermally stretching the sample to λ may require quasi-infinite duration. This is

simply because the driving force for SIC is overstretching, which decreases as

crystallization proceeds as a result of the concomitant relaxation of the amorphous

phase. Two protocols have been proposed to circumvent this obstacle.The first

method consists in maintaining the elongation λ constant and cooling the sample to

well below T, until the crystalline fraction largely exceeds χeq. Quasi-equilibrium
can then be reached after warming the sample back up to T. The second method

consists in maintaining the sample at constant temperature T and stretching it to

well above λ, until the crystalline fraction exceeds χeq, followed by relaxation to λ.
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The section on mechanical cycling (Sect. 7) shows that the equilibrium state

obtained with the second method is apparently different to that obtained by the

static procedure. The first protocol corresponds to the experimental pathway

described, for instance, by Luch and Yeh [37]. These authors applied rapid

stretching at high temperature to avoid crystallization, followed by cooling to

�25�C until no apparent evolution in the retraction force was observed, followed

by slow heating. Typical data obtained during progressive warming at constant

elongation are shown in Fig. 8. The blue line in Fig. 8 represents the engineering

stress expected in the absence of SIC, as extrapolated from values obtained during

cooling in the absence of crystallization (with a modulus proportional to tempera-

ture, according to rubber elasticity theory). The correlation between crystallization

and the decrease in stress is clearly apparent. The smoothing of the crystallinity

curve close to melting could be the result of some small sample inhomogeneity.

The first exhaustive experimental test of the predictions of Flory’s theory for the
evolution of stress, crystalline content, and melting temperature was probably

conducted by Arlman and Goppel in 1951 [37]. More recent works can be found

in the literature [22, 38–40]. The general conclusion was that a satisfying agreement

between experimental data and Flory’s formula can be obtained only by giving

non-realistic values to either T0M, ΔH0
M or N. Another fundamental discrepancy is

demonstrated in Fig. 9, in which the melting temperatures for three samples with

different numbers of repeating units per chain are plotted as a function of the

elongation ratio [40]. All data fall on a common master curve, although Flory’s
formula predicts different slopes [see Eq. (8)]. This fact was also reported by

Trabelsi et al. [22]. However, it is important to stress that the dependence of

ΔH0
M on the chain length N remains an open question. This dependence could

perhaps counterbalance the N dependence of the factor within brackets.

All the experiments presented above were conducted under strain-controlled

conditions. By contrast, Miyamoto at al. performed stress-controlled measurements

[5]. After being cooled to �50�C, samples were heated at 1 K/min while

maintaining a constant predefined nominal stress value, and the necessary changes

Fig. 8 Crystallinity index

(grey symbols) and
engineering stress (blue
symbols) measured during

progressive warming of a

sulfur-vulcanized sample

submitted to static

elongation (crystallization

temperature ca. �25�C).
The blue line represents the
engineering stress expected

in the absence of SIC

(Albouy P-A, unpublished

data)
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in elongation ratio were recorded as a function of temperature. The data acquired in

these conditions are reported in Fig. 10 (left).

The data reported in Fig. 10 (left) fully confirm the Flory-type approach

presented above. These data emphasize the fact that SIC can be considered as a

phase transition, with the elongation ratio playing the role of the order parameter

that distinguishes the phases. The curves in Fig. 10 (left) are fully analogous to

isobaric curves in the (T,V ) diagram for the liquid–gas transition of a pure

Fig. 9 Relationship between equilibrium melting temperature and elongation for three NR

samples with different crosslink densities. 2DC sample cured with dicumyl peroxide, NN-7 and

NN6 samples crosslinked by γ-irradiation. Numbers of repeat units per chains: 2DC, 198; NN-7,

140; NN-6, 154 (After [40])

Fig. 10 Left: Change in elongation on heating (1 K/min) of a sample submitted to constant

nominal stress conditions (circles 0.036 MPa, up triangles 0.18 MPa, squares 0.42 MPa, down
triangles 0.68 MPa, diamonds 1.11 MPa). Right: Relation between temperature and nominal stress

at melting [5]
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substance, with a vertical jump corresponding to the temperature at the coexistence

plateau for the given stress value.

Accordingly, the melting temperature can be expressed as a function of the

engineering stress, rather than the elongation ratio, as shown in Fig. 10 (right). The

graph confirms that Eq. (4) is indeed in good agreement with experimental data.

Specifically, it gives the correct slope for the TM(σ) curve.
Note that, in the experiments performed by Miyamoto et al. [5], equilibrium

between the amorphous and semicrystalline parts of the material was considered,

which is somehow different from the crystal–amorphous local equilibrium

described in Eqs. (1)–(6). However, the good semiquantitative agreement between

predictions and experimental data shows that the essential physical mechanisms

have been correctly captured. In particular, within this framework, relaxation of the

amorphous fraction associated with the increase in crystallinity, specific to elasto-

mers, is simply understood as being analogous to the lever rule in liquid–gas

coexistence at constant overall volume. A major difference, however, is that for

polymers and certainly for elastomers, chain segment diffusion is a limiting kinetic

factor that induces extremely long characteristic time scales. These kinetic aspects

are discussed in the next section.

6 Isothermal Strain-Induced Crystallization Kinetics

in Static Conditions

SIC is a continuous kinetic process that can start at subsecond time scales and

extend over weeks. Accessing the shorter time range is a major experimental

difficulty. This issue can be tackled in two ways. The first method consists in

performing tensile impact tests, in which the samples are brought to a given

elongation at very high strain rates. However, the acquisition technique used to

monitor crystallinity changes must be fast enough. It requires high beam intensity

(synchrotron radiation is mandatory) and efficient detectors with a rapid read-out

(typically pixel detectors). Another way to proceed is to periodically repeat the test

so that data can be accumulated during a number of successive cycles [41]. This

technique has been recently revisited by several authors. Some results are discussed

here. The reader is referred to the original papers for further details [30, 42]. The

first convincing experiment combining tensile impact tests and time-resolved

measurements was probably performed by Mitchell and Meier in 1968 [43]. They

used a microthermocouple element embedded into the sample to measure the

temperature rise following rapid stretching. One problem was to separate the

respective effects of SIC and thermo-elasticity. It is shown in Fig. 11 that SIC

onset could be detected about 40 ms after stretching at the maximum investigated

elongation (λ� 6.5). It must be clearly understood that this duration is inherently

dependent on the sensitivity of the method. It defines a faster time limit and not a

real induction time. More recently, some authors have taken advantage of the high
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intensity delivered by synchrotron radiation sources and of the development of

ultrafast X-ray cameras. Tosaka et al. and Brüning et al. performed tensile impact

experiments coupled with rapid X-ray data acquisition. The main results of these

two studies are presented here in detail [44, 45].

With the apparatus devised by Tosaka et al., extensional rates up to 1,000 mm/s

(corresponding to strain rates up to _λ ¼ 40 s�1 ) can be applied, and frame

acquisition duration is 34 ms [44]. For the higher elongation investigated (λ¼ 7),

the final elongation state is reached within ca. 0.15 s. The first diffraction patterns

obtained after reaching final elongation (λ¼ 7) are shown in Fig. 12. Surprisingly,

the first pattern is completely isotropic, including for the signal of the added stearic

acid. This is puzzling because nanoplatelets of stearic acid are thought to readily

orient in stretched samples [46]. Appearance of the crystalline phase becomes clear

in the second pattern. The evolution of crystallinity is characterized by the increase

in diffracted intensity measured within the rectangular areas depicted in the right-

hand pattern of Fig. 12.

Fig. 11 Thermometric experiment by Mitchell and Meier: the extension for the onset of notice-

able crystallization as a function of test duration (sulfur-vulcanized NR sample) [43]

Fig. 12 Evolution of diffraction patterns after reaching final elongation (λ¼ 7, sulfur-vulcanized

sample, network-chain density 1.95� 10�4 mol/cm3). Evolution of crystallinity is characterized

by the increase in diffracted intensity measured within the areas marked by rectangles. The white
arrow in the second pattern from left is of no relevance here [44]
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Representative data for the change in crystalline content with elapsed time are

given in Fig. 13 for elongations ranging from 4 to 7. The results clearly indicate two

distinct crystallization processes with different time constants, τf (fast) and τs
(slow). Accordingly, the data were fitted by an equation of the form

I tð Þ ¼ I0 þ I f 1� e �t=τ fð Þ½ � þ Is 1� e �t=τsð Þ½ �. τf is in the range 50–200 ms,

whereas τs is a few seconds. It is interesting to note that the time constants do not

show any significant dependence on the strain ratio.

The authors hypothesize that the fast process is associated with the crystalli-

zation of highly aligned chains that require only small movements to become

included in the crystallites. Segments of less-oriented chains need to diffuse on a

longer path and are the origin of the slow process.

The time evolution of the stress was measured concomitantly with crystallinity

(see Fig. 14). Even though slow disentanglement processes contribute to stress

relaxation, the authors estimate that at least 50% of the stress decrease is the result

of crystallization-induced strain relaxation. The fact that the fast initial crystalli-

zation process is not accompanied by commensurate stress relaxation has not yet

been explained.

Brüning et al. obtained markedly different results in the short time range

[45]. Both the acquisition rate (140 frames/s, corresponding to ca. 7 ms per

Fig. 13 Intensity at the

locations of most intense

reflections (see Fig. 12) as a

function of elapsed time

(sulfur-vulcanized sample,

network-chain density

1.95� 10�4 mol/cm3) [44]

Fig. 14 Stress relaxation

after tensile impact tests,

concomitant with the

increase in crystallinity

shown in Fig. 13 [44]
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frame) and deformation rate (maximal extension reached within 5–10 ms) were

slightly superior to those used by Tosaka et al. Although the apparatus offers the

possibility of simultaneous stress measurements, this was not used for tensile

impact tests. Figure 15 shows the time evolution of the crystallinity for a sulfur-

vulcanized sample step-strained to λ¼ 5.1.

The first point to notice is that the crystalline content has already reached a

significant value at the time of the first measurement, which corresponds to

ca. 20 ms after step completion. This is in contrast to previous results [44], in

which no crystallinity was detected in the first frame (ca. 30 ms after step comple-

tion). The second point is that a simple logarithmic time dependence is observed for

the whole observation duration. This does not formally exclude the existence of a

two-step crystallization mechanism, but the time constant τs should then be well

below the estimates given above. On the other hand, direct extrapolation of the data

to the shorter time would give zero crystallinity at about 0.1 ms, which is shorter

than the stretching time. Thus, whether one or two characteristic times are present

remains an open question.

The time evolution of average crystallite sizes (analogous to those defined in

Fig. 6) has also been precisely determined (see Fig. 16). The crystallite size l002

Fig. 15 Crystallinity

versus time for a sulfur-

vulcanized NR sample

submitted to a quasi-

instantaneous 410% strain

step [45]

Fig. 16 Time evolution of

average crystallite sizes

during the same

experiments shown in

Fig. 15 [45]
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along the c
!
-axis (i.e., chain axis within crystallites) remains constant, whereas the

two lateral dimensions l120 and l200 increase slightly but regularly with a logarith-

mic time dependence. This indicates that the increase in crystallinity is mainly a

result of the growing number of crystallites, and that further growth is limited. As

pointed out by the authors, large scale diffusion of molten chains is made impos-

sible by crosslinks and it is not possible to apply Avrami equations, even if modified

to take into account the anisotropy of crystal growth [45]. Accordingly, the authors

developed a model in which the limiting step is the lateral diffusion necessary for

inclusion of a chain section into a crystallite. The crystallization rate accordingly

depends on the number of available crystallizable chains, so that

dχ=dt ¼ k χ f � χð Þð Þn, where χf is the crystallinity at final equilibrium and

n describes the propensity of amorphous segments to crystallize. An additional

parameter is the initial crystallinity caused by nucleation after completion of the

strain step. Data could be satisfactorily adjusted using these three parameters. This

model has been developed in detail in a recent publication [47]. Note that the

impact of thermo-elastic heat release as a result of rapid sample extension was not

discussed in either study.

However, and without discussing the pertinence of the models described above,

it can be noticed that the strain relaxation process associated with crystallization at

fixed overall elongation has not been taken into account in an explicit manner.

These kinetic effects can be included in a modified Clapeyron diagram, as illus-

trated in Fig. 17. A sample overstretched up to point C0 follows the path C0C2 during

the crystallization process. Point C1 corresponds to an intermediate crystallization

time, with the amorphous phase strained to λ kð Þ
a > λ eqð Þ

a (superscript (k) stands for

kinetic) and where the associated crystallinity is effectively given by the lever rule

on the plateau shown in red in Fig. 17.

 

Fig. 17 Blue curve is the
theoretical isotherm at a

temperature T at

thermodynamic equilibrium

(same as in Fig. 7).

Superscript (eq) stands for

equilibrium. As a result of

crystallization kinetics, a

sample overstretched up to

point C0 is blocked at point
C1, with the amorphous

phase strained to λðkÞa

(superscript (k) stands for

kinetic) and the crystallinity

effectively given by the

lever rule on the red plateau
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As pointed out above, crystallization is kinetically limited by nucleation, and

further crystal growth only plays a minor role. According to standard homogeneous

nucleation theory [48], the nucleation barrier (or activation energy) associated with

the formation of a stable crystalline nucleus is given by:

H ¼ 16π

3

γ3

ΔΩv
2
; ð9Þ

where γ is the interface energy (or surface tension) between the crystalline and

amorphous phases, and ΔΩv is the difference in generalized thermodynamic poten-

tial per unit volume between the amorphous and crystalline phases at any moment

(e.g., at point C1 in Fig. 17). Strictly speaking, these considerations are for a

spherical nucleus of an isotropic nucleated phase. However, the formula in

Eq. (9) contains the basic physical ingredients that qualitatively account for the

observed behavior. Because nucleation is the essential step, the crystallization rate

d χ/dt should then be proportional to exp �H=kBT½ �. Using Eq. (1), one can write

ΔΩv ffi kBTv λX � λAm=2ð ÞλkAm � kBTvλXλ
k
Am. Parameter λkAm can be linearized as

λkAm � λ� χ λX þ λð Þ, based on Eq. (2) for moderate crystallinity, and ΔΩv

decreases linearly with crystallinity. This results in an increase in the nucleation

barrier, leading to a slow-down of the crystallization process. For moderate crys-

talline indices, the barrierH can be similarly linearized as function of the crystalline

index and one obtains an approximate equation, dχ tð Þ=dt / exp �Aχ tð Þ=kBTð Þ.
Logarithmic evolution of the crystallinity versus time then naturally follows.

In other words, progressive relaxation of the amorphous phase could be the main

factor governing the crystallization kinetics.

We close this section with some considerations on the time necessary to reach

quasi-equilibrium (close to the state at point C2) after tensile impact tests. For this

purpose, some results recently obtained on our laboratory set-up are presented.

After rapid stretching to the target elongation (at strain rate 40 s�1), the sample

crystallinity was allowed to evolve for ca. 5 h at room temperature. To determine

the value of the crystallinity at or close to equilibrium, the sample was cooled to

ca. �25�C for 1 h at the end of the test and heated back to room temperature. The

crystalline content is then assumed to be close to the equilibrium value. The time to

reach close equilibrium is extrapolated, supposing that the logarithmic time depen-

dence remains valid up to equilibrium or near equilibrium. This procedure is

illustrated in Fig. 18 and some relevant data are collected in Table 1. It is clear

that near-equilibrium becomes out of reach as the stretching ratio become closer to

the elongation where no crystallization is possible (in the present case, below

λ� 2.8 at 20�C).
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7 Isothermal Strain-Induced Crystallization Kinetics

During Mechanical Cycling

In most applications, elastomeric products undergo some cyclic deformation.

Mechanical cycling tests, mostly under uniaxial deformation, are thus widely

used for the characterization of base materials. Representative stress–strain curves

for an NR sample measured at different maximum strain ratios are displayed in

Fig. 19. The large mechanical hysteresis and the stress upturn at higher extension

are typical. The origin of both effects, and in particular the stress upturn, has been a

long-debated issue. Limited extensibility or SIC can be evoked for the stress upturn

because both become manifest in the same strain region. Furthermore, the strain

relaxation that accompanies SIC appears adverse to a rapid increase in stress,

although Flory proposed that newly formed crystallites could act as physical

crosslinks [2]. In his famous text book, Treloar came to the conclusion that the

effects of crystallization produced only minor modifications [49]. However, an

opposite conclusion has since been established through improvements in investi-

gation techniques. Indeed, both the rapid stress increase and hysteresis are essen-

tially the result of SIC.

Table 1 Time and crystallinity close to equilibrium for tensile impact tests at different stretching

ratios

Stretching ratio Close-to-equilibrium crystallinity Close-to-equilibrium time (s)

3.7 0.045 1025

4.1 0.075 109

4.6 0.095 105

5.0 0.122 2.7� 104

Calculation procedure is described in Fig. 18 (Albouy P-A, unpublished data)

Fig. 18 Extrapolation of

the time to reach close

equilibrium based on a

tensile impact test (Albouy

P-A, unpublished data)
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Fig. 19 Maximum strain dependence of stress–strain curves at 29�C at a deformation rate of

0.07 s�1 (sulfur-vulcanized sample). Right-pointing arrows indicate stretching and left-pointing
arrows retraction [5]

Fig. 20 Stress–strain curve and selected diffraction patterns collected during stretching (right-
pointing arrow) and retraction (left-pointing arrow) of a sulfur-vulcanized synthetic polyisoprene

rubber (temperature T¼ 0�C) [51]
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The link between hysteretic behavior and SIC was definitely established by

Toki et al. in 2000 on the basis of time-resolved X-ray diffraction experiments

[50]. This relation is well illustrated in Fig. 20, reproduced from a subsequent

publication [51].

Based on similar experiments, Trabelsi et al. found that hysteresis is almost

exclusively due to crystallization and proposed the empirical relation

H¼ 0.1 χmax J/cm
3, where H is the mechanical hysteresis and χmax the crystallinity

reached at maximum extension [22].

In order to clarify this point, simultaneous stress–strain and crystallinity–strain

curves are shown in Fig. 21. The stress curve in absence of SIC is extrapolated from

measurements at higher stretching speed and temperature (80�C). It is clear that the
stress upturn observed in the presence of SIC cannot be related to finite extension

effects. Three values of the elongation (λ0, λI, and λM) correlate with specific features:

1. On stretching: the elongation at crystallization onset λ0 or more precisely the

elongation at which significant crystallization can be detected. λ0 generally

coincides with an inflexion observed on the stress curve (see Fig. 21, left).

Note that this inflexion may be hardly visible on highly crosslinked samples.

Trabelsi et al. [22], Tosaka et al. [52], and Ikeda et al. [53] found λ0 to be almost

independent of the crosslink density in sulfur-cured NR samples (a clear depen-

dence of λ0 on crosslink density is found in peroxide crosslinked samples [53],

which could be attributed to their higher inhomogeneity [23]). λ0 depends on the
strain rate and this crucial point is discussed below. At a given strain rate,

λ0 increases linearly with temperature (see Fig. 22).

2. On recovery: the elongation λI at which the melting rate increases, which

coincides with the onset of a plateau for the retraction force. This specific

elongation is only detected if the crystallinity at maximum elongation has

reached some characteristic level (see below).

3. On recovery: the elongation λM below which the crystalline phase cannot be

detected any longer. Both stretching and recovery stress curves become very

close below this value. As expected, λM increases with temperature (see Fig. 21)

and is close to values determined under static conditions [54].

Fig. 21 Stress–strain curve (left) and crystallinity–strain curve (right) measured simultaneously at

a strain rate of 0.003 s�1 (sulfur-vulcanized sample) (Adapted from [28])
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All first-order transitions, and in particular crystallization and melting, present

hysteresis. There is no delay for melting, whereas crystallization requires some

degree of undercooling. This is the basic explanation for stress hysteresis. Condi-

tions for crystallization onset can be viewed in term of undercooling (blue arrow in

Fig. 22) or overstraining (red arrow in Fig. 22). Before discussing these points in

more depth, other important parameters measured during cycling are presented.

The average disorientation of crystallites with respect to the stretching axis has

been characterized by different authors [22, 55, 56]. Representative data obtained

by Tosaka et al. are shown in Fig. 23 [55]. The crystallite orientation remains nearly

constant during stretching, whereas a slight increase in disorientation is observed

during retraction; this latter effect is attributed to the system relaxation.

The same authors have evaluated the small variation in crystal lattice parameters

that accompanies stress increase during stretching (see Fig. 24) [55]. The

Fig. 22 Temperature dependence of the characteristic elongations λ0 and λM (see Fig. 20)

(Adapted from [54])

Fig. 23 Variation of the azimuthal half-width of the (200) reflection with strain during stretching

(left) and recovery (right) [55]
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contraction perpendicular to the stretching axis is at the origin of the decrease in

parameter a. A similar trend is observed for parameter b. By contrast, the parameter

c increases under extension.
Different authors have agreed that the crystallite size along the stretching axis

l002 remains almost unaltered during cycling (see Fig. 25, right) [22, 55–57].

Trabelsi et al. furthermore reported a decrease in l002 with increasing crosslink

density [22]. Contradictory results have been obtained concerning the lateral

dimensions of crystallites. Tosaka et al. reported a decrease during stretching and

constancy during retraction [55]. Candau et al. arrived at the opposite conclusion of

an increase with increasing elongation (see Fig. 25, left) [57]. The latter authors

claim that such a discrepancy is the result of an improvement in the method of

analysis. They attribute the increase in lateral dimensions with increasing elon-

gation to substantial inhomogeneities of the network, such that regions with higher

crosslink density crystallize first, yielding crystallites with smaller lateral dimen-

sions. Without judging the opposite results, we insist that, although the existence

of strong inhomogeneities in the network is often evoked for sulfur-cured NR,

double-quantum NMR indicates that the crosslink density is quite homogeneous in

this kind of system [23].

Fig. 24 Deformation of the crystal lattice parameters a (left) and c (right) with nominal stress [55]

Fig. 25 Crystallite size (plus symbols) along the lateral dimensions l200 and l120 (left) and along

the stretching axis l002 (right) versus the stretching ratio (other symbols are not relevant here) [57]
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Knowing the strain state of the amorphous fraction in the presence of crystalline

phase is fundamental to an understanding of the material properties. Infrared

dichroism [58] or optical birefringence [59] have been used for this purpose.

However, the difficulty of separating the contributions of each phase is a definite

drawback. 2H-NMR has the advantage of probing only the average extension state

of molten chains; more precisely, the so-called quadrupolar splitting of the NMR

resonance line of deuterium nuclei is proportional to the segmental orientation

parameter hP2i [60]. To the best of our knowledge, the first 2H-NMRmeasurements

during cycling were reported by Rault et al. [61]. Deuterated alkanes were added as

probe to compensate for the low natural deuterium content of NR. Access to the

measuring zone was too constrained to allow for continuous elongation so data

were acquired step-by-step. NMR data are compared with a stress curve obtained at

an equivalent strain rate in Fig. 26.

In the absence of crystallization (λ< λE in Fig. 26), the quadrupolar splitting

Δv1(λ) depends linearly on λ2 � 1=λ, as expected from the classical theory of

hyperelasticity in the Gaussian regime [60]. A plateau starts at crystallization

onset (λA in Fig. 26), which indicates that the extension of the amorphous fraction

λAm nearly stops increasing. A steep decrease follows the beginning of recovery,

corresponding to rapid strain relaxation. This decrease is followed by another

plateau-like region before final melting. It is shown in Fig. 27 that the parameter

hPRX
2 i (see Sect. 3) displays similar behavior, which strengthens its systematic use

to evaluate the strain state of the amorphous fraction. Advantages of X-Ray

diffraction measurements compared with 2H-NMR are rapidity of acquisition and

the obvious fact that crystallinity index and retraction force are also simultaneously

measured.

We now analyze stretching and recovery separately. As correctly emphasized by

Candau et al. [60], most studies reported in the literature have been carried out at a

relatively low strain rate, typically 0.05 s�1, and this is indeed the case for

experiments presented in the next two sections). Some final comments are devoted

to the case of high speed cycling.

Fig. 26 Comparison of the

nominal stress σ(λ) and
quadrupolar splitting Δv1(λ)
curves during similar

deformation cycles (sulfur-

vulcanized sample) [61]
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7.1 Stretching

The stretching part of the cycle is inherently dominated by kinetic factors, as are all

crystallization processes. This obvious fact is well illustrated by the stress data

presented in Fig. 28. The sample was brought to a given elongation, which was

subsequently maintained. Immediate and continuous relaxation follows halting of

stretching. The stretching section is similar to that in tensile impact tests, with the

difference being that the stretching time is significantly longer. It is thus not

surprising that a logarithmic dependence is observed at longer observation times,

similar to that reported in Sect. 6.

Another consequence of the kinetic aspect of crystallization during stretching is

that the elongation at SIC onset (λ0) increases with the stretching velocity, which

can be viewed as an increase in necessary undercooling or overstraining (see

Fig. 22). This effect has been recently measured precisely by Candau et al. using

three techniques: mechanics (apparition of the stress inflexion, see Fig. 22, left),

calorimetry (detection of heat release as a result of crystallization), and X-ray

diffraction [62]. In this way, a wide range of strain rates (from _λ ¼ 6� 10�5 s�1

to _λ ¼ 2:8� 101 s�1) could be investigated (see Fig. 29). In Fig. 29, the induction

time is defined as λ0= _λ. A quasi-logarithmic time dependence is observed that is

similar to the results obtained in tensile impact tests. Such a relatively weak time

dependence explains why only small changes in λ0 as a function of the strain rate are
reported for the range of strain rates used in “standard” cycling measurements [61].

We now discuss the segmental relaxation associated with the plateau observed in

Figs. 26 and 27. In Sect. 3 the formula PRX
2

� � � K= 1� χð Þð Þ λ2Am � 1=λAm
� �

was

introduced to relate the experimental hPRX
2 i to the elongation state of the amorphous

fraction λAm; recall that SIC induces some chain shortening that is tentatively

accounted for by the factor 1� χ. The data presented in Fig. 30 were extracted

from the curve reported in Fig. 27. A striking effect is that λAm remains very close to

Fig. 27 Dependence of the

parameter hPRX
2 i on λ2 � 1=

λ during mechanical cycling

[28]
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λ0 after SIC starts (the slight decrease in λAm is not reported in reference [28], where

no correction was applied to account for chain shortening). We coined this effect

the “strain-regulation process” and we think it plays a fundamental role in the

various effects linked to SIC during stretching.

This observation is a direct consequence of the phenomenon illustrated in

Fig. 17. λ0 is supposed to be the elongation above which SIC starts, not only at

the macroscopic level but also at the microscopic level. At any step of SIC,

λ0 coincides with the elongation denoted λðkÞAm in Fig. 17. When a sample is

continuously stretched beyond λ0, crystallization proceeds as soon as the elongation
λAm locally exceeds λ0, resulting in local strain relaxation. This local process almost

stops when λAm� λ0 because the crystallization kinetics becomes too slow at the

Fig. 28 Time variation of

the retractive force after

drawing the sample at

different maximum draw

ratios [61]

Fig. 29 λ0 versus time to

SIC onset deduced from

X-ray diffraction

(diamonds), mechanical

data (stress inflexion;

circles), and temperature

variation (triangles) [62]
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experimental time scale. Such a “regulation process” actively limits the actual

strain experienced by the molten fraction to values close to λ0 and could thus be

an important protective effect of SIC. We now show how this process can explain

some experimental observations. It implies first that crystallites are growing in an

amorphous matrix whose strain state remains almost unchanged. Under such

conditions, neither the orientation nor dimension of the crystallites along the

stretching axis are expected to change, which is indeed observed (see Figs. 23

and 25). Second, it has been proposed that, under static conditions, the crystalline

content χ and the elongation of the amorphous fraction are related by Eq. (2)

χ ¼ λ� λAmð Þ= λX � λAmð Þ. In the presented dynamic conditions, an excellent

agreement with experimental data is reached for an adjusted value of the elongation

in the fully crystalline material (as introduced in Sect. 5) λX¼ 14.4, which compares

rather well with the expected value of
ffiffiffiffiffiffi
3N

p ¼ 11:7 (for N¼ 46): this is illustrated

in Fig. 31. In other words, we see that the SIC process during stretching is

fundamentally similar to what happens in static conditions. The crystalline content

is that necessary to maintain λAm close to λ0. Furthermore, the maximum crystal-

linity that can be reached during stretching is limited as a result of crosslinks and

entanglements. When this limit is reached, the system loses its ability to stabilize

the level of strain and failure may occur close to this limit.

We finally address the issue of stress upturn. The relationship between the

engineering stress and elongation in the absence of SIC is known (see grey curve

in Fig. 21, left) and can be fitted by some polynomial function of the macroscopic

elongation λ. The contribution of the remaining amorphous fraction can be roughly

estimated by inserting λAm instead of λ into the adjustment function. As expected,

this contribution remains almost constant, as shown in Fig. 32. It thus plays no role

in the stress upturn, which means that finite extensibility effects can be discarded.

Fig. 30 Dependence of the

elongation of the

amorphous fraction (λAm)
on macroscopic elongation

(see also [28])
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Instead, we attribute the upturn solely to the reinforcing effect of crystallites and, in

particular, to formation of some degree of crystallite networking [28]. SIC is thus

unique because it provides both stiffness and strain relaxation by the same mecha-

nism. Further work is needed to support this idea.

Fig. 31 Comparison of the experimental crystallinity index with values calculated on a relaxation

process basis (see text for details) (Albouy P-A, unpublished data)

Fig. 32 Comparison of the experimental engineering stress with the estimated contribution of the

amorphous fraction (After [28])
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7.2 Recovery

The first point to consider is melting kinetics. Brüning et al. performed step-like

unloading tests from 500% elongation down to 0% and it was concluded that

melting duration was below 10 ms [45]. This time actually corresponds to the

technical limitation of their set-up. It would be interesting to perform similar tests

by changing the lower strain value, which has not yet been done to the best of our

knowledge. At the strain rates presently considered, it is reasonable to assume that

there is no melting retardation (some melting retardation effects have been reported

for particular configurations [30]).

During stretching, any measured effect follows a relatively well-defined master

curve (see Figs. 19 and 33). Conversely, during retraction, curves obtained for

different maximal extensions merge only on some partial sections of the curves (see

Fig. 33). Only those common sections can be assumed to correspond to real

equilibrium. This is not a trivial point and is discussed next.

We first consider case C in Fig. 33, which corresponds to the lower maximum

elongation. The crystallinity still increases after recovery has started. This appar-

ently puzzling fact was previously observed by Toki et al. [50]. It simply means that

retraction has started at an elongation such that the given strain rate exceeds the

crystallization rate. Curves associated with case C are well separated from the other

curves and are clearly out of equilibrium, except close to final melting. The

retraction curve associated with case B merges with that of case A at elongations

below ca. λI and are thus most probably close to equilibrium in this region. Curves

associated with A should be compared with data obtained at even higher maximum

elongations, which become difficult to obtain because of the very steep stress

increase. Two regions can be clearly distinguished: The first region is above λI,
where both the stress and segmental orientation (hPRX

2 i) decrease most rapidly. It

can be supposed that the crystallite network disintegrates in this region. The second

region is below λI, where a stress plateau is observed, accompanied by a leveling-

off of hPRX
2 i. Similar to the plateau observed in the stretching zone above λ0, the

strain state of the amorphous fraction becomes nearly unchanging. Under some

conditions, the stress remains absolutely constant and is accompanied by the

Fig. 33 Recovery part as obtained for different maximal extensions. Engineering stress, crystal-

linity index and hPRX
2 i plotted against elongation. Solid line stretching; symbols recovery for

maximal extensions A, B, and C (Albouy P-A, unpublished data)
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macroscopic coexistence of two distinct phases, molten and semicrystalline

[22, 54]. This spectacular manifestation of SIC is shown in Fig. 34. We have

used the term “inverse yielding” to refer to this appearance of macroscopic necking.

The composition of the crystalline phase remains unchanged until it disappears

[54]. A similar effect has been reported by Miyamoto et al. and corresponds to the

curve in Fig. 9 (left) where the elongation ratio drops most rapidly [5]. Indeed,

inverse yielding is associated with a first-order transition where the semicrystalline

phase transforms into the molten phase at constant engineering (or nominal) stress,

as described in Sect. 5 (the transformation is not reversible upon motion inversion

because of kinetic effects). To the best of our knowledge, conditions for the

observation of “inverse yielding” have not been the object of systematic studies,

but it can be stated that the lower the crosslink density, the higher the temperature

where the effect is still present.

In most cases, only partial stress stabilization is observed and the outer appear-

ance of the sample is homogeneous. Similarly, the crystallinity smoothly decreases

without exhibiting the abrupt jumps that are characteristic of inverse yielding. It is

supposed that only microdomains of molten and semicrystalline zones homo-

geneously develop throughout the sample. This is different from stretching or

static crystallization, which a priori are homogeneous processes. An argument in

Fig. 34 The “inverse

yielding” effect [22]. The

red arrows indicate the
extent of the semicrystalline

phase
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favor of this essential difference is illustrated in Fig. 35, where experimental

crystallinity index values are compared with those obtained from Eq. (2)

χ ¼ λ� λAmð Þ= λX � λAmð Þ and λX¼ 14.4 as determined above. A good agreement

is obtained in the first part of the recovery curve, but some discrepancy appears and

increases as retraction proceeds. Compared with stretching, a smaller crystalline

content is needed to reach a similar amorphous strain state. This could be tenta-

tively attributed to some percolation of molten microdomains.

We now turn to the stress behavior. Similarly to the stretching section, elon-

gation of the amorphous part was derived from hPRX
2 i curves presented in Fig. 33

(see Fig. 36, left). Following the above-detailed procedure, the contribution of the

amorphous fraction to stress was evaluated (see Fig. 36, right) [28]. It is clear that

below λ� 5 the stress is essentially a result of the retractive force exerted by the

molten chain. Disintegration of the crystallite network is thought to take place

between the maximum elongation and this latter value.

Fig. 36 Left: Elongation of the amorphous part. Right: Comparison of the experimental engi-

neering stress and the estimated contribution of the amorphous fraction (After [28]).

Fig. 35 Comparison of the experimental crystallinity index with values calculated on the basis of

an homogeneous relaxation process (see text for details) (Albouy P-A, unpublished data)
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8 Conclusion

In this chapter, we have presented an overview of the physical mechanisms

involved in strain-induced crystallization of natural rubber. We first reviewed the

information that can be retrieved from X-ray diffraction patterns, as it can be very

helpful, for example, for mechanical engineers. In particular, we have tentatively

shown how easily knowledge of the strain state of the amorphous fraction can be

retrieved quantitatively from X-ray diffraction patterns and how informative such

knowledge can be. We have adopted a progressive approach, focusing first on static

or quasi-static conditions (Sect. 6) and moving on to dynamic conditions (Sect. 7).

One of our purposes was to clearly emphasize the fact that, for engineering

applications, one has to deal with nonequilibrium states, in particular during

mechanical cycling.

Considering for instance the self-reinforcement effect provided by SIC (i.e., the

strain-hardening sequence observed during tensile stretching), it is clear that the

increase in stress cannot be predicted without knowing both the crystalline content

and the average elongation of the remaining molten chains. As stated above, both

quantities can be obtained from X-ray diffraction studies. This analysis of X-ray

diffraction patterns can be similarly applied to the case of NR samples filled with

carbon black or silica, as recently shown by Pérez-Aparicio et al. [63]. In such

materials, X-ray diffraction can be used as a selective probe of the mechanical

response of the elastomer matrix in nanocomposites. The increased amorphous

orientation observed in filled NR samples compared with unfilled reference samples

was interpreted as evidence of local strain amplification caused by the filler. This

particular contribution to the overall mechanical reinforcement could thus be

discriminated from other contributions coming from rigid filler network effects

[63]. A strong relaxation effect of the local strain as a result of SIC was also shown

in such reinforced materials. Because of the importance of filled materials in the

industrial application of NR and other elastomers, this latter effect should certainly

be investigated more thoroughly. Local strain relaxation is undoubtedly the effect

that controls SIC kinetics, and it should be systematically evaluated during, for

example, tensile impact tests . Other strain-crystallizing elastomers include

polychloropene, polyisobutylene, and cis-polybutadiene. The existence of a strain

regulation mechanism in these materials should be checked and its efficiency

correlated with the resistance to failure. In particular, such a mechanism could

play a crucial role in the large increase in not only the stress at break, but also the

strain at break, generally observed in NR in the presence of SIC.
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63. Pérez-Aparicio R, Vieyres A, Albouy P-A, Sanséau O, Vanel L, Long DR, Sotta P (2013)
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Non-isothermal Crystallization of Semi-

Crystalline Polymers: The Influence

of Cooling Rate and Pressure

M. van Drongelen, P.C. Roozemond, and G.W.M. Peters

Abstract During industrial processing, polymer melts are exposed to local high

cooling rates, strong deformation rates and high pressures. Nowadays, research in

the field of semi-crystalline polymers still strives towards an accurate prediction of

the evolution and final appearance of the crystalline morphology in polymer

products. After all, the amount, number, phase and orientation of the crystallites

act in a combined way and control the final optical and mechanical properties. This

chapter discusses recent experimental and model developments concerning the

influence of industrially relevant cooling rates and pressures on the

non-isothermal crystallization of both an isotactic polypropylene and a linear

low-density polyethylene grade. The influence of flow gradients is discussed in

Chapter (Roozemond et al., Adv Polym Sci, 2016).
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1 Introduction

Thermoplastic polymer products are commonly processed into their final shape

using production processes such as injection moulding, film blowing, extrusion or

fibre spinning. During these processes, when starting in the melt phase, the polymer

is exposed to elevated pressures and/or high deformation rates being simulta-

neously cooled within tenths of seconds, before it solidifies into the final shape.

The crystallization process of the semi-crystalline polymers is strongly affected by

these extreme processing conditions, process–properties relationships linking the

final properties of a product to the processing history [1, 2]. A full understanding of

this mechanism is a prerequisite to tailor the ultimate properties of semi-crystalline

plastic products. Moreover, the material functions and/or material parameters in

these relations can be linked to molecular properties and, in this way, help to design

polymers for specific applications [3, 4]. To achieve the aforementioned, the

ongoing development and experimental validation of crystallization modelling

tools, relevant to industrial conditions, are a key component [5–8].

Crystallization of synthetic polymers has been extensively studied in recent

decades, providing a basic understanding of the rules and kinetics under ideal

circumstances [9–15]. The most established physical picture of quiescent crystal-

lization is nucleation and subsequent growth of spherulites; crystalline lamellae

grow in three dimensions starting from point-like nuclei. The nucleation density

and growth rates have been studied as functions of temperature for a range of

materials ([16] and references therein). For some polymers the reported growth

rates are comparable for different grades (isotactic polypropylene (iPP)) whereas

for others there is a strong dependency on the molecular weight (polyethylene

terephthalate (PET)) [16]. The nucleation density is always unique because of

residuals and catalysts remaining from the industrial synthesis [13, 17]. To boost

crystallization rates or in the case of desired crystal phase morphologies, nucleation

agents can be added on purpose. A great contrast may be found between the

available agents regarding their efficiency and selectivity [18–20]. Many attempts

have been made to model the crystallization process in semi-crystalline polymers as

a function of thermal history [21–31], often using experimentally obtained

non-isothermal crystallization kinetics. Most models lack the incorporation of the

ability to form different crystal phases, i.e. polymorphism behaviour, and/or do not

account for relevant processing conditions (the effect of pressure is particularly
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often left aside). A counter example is a kinetic model that uses pressure-dependent

rate equations for the α-phase and mesomorphic phase in iPP [25, 26]. Unfortu-

nately, the nucleation density and growth rate are indistinguishable in these rate

equations and hence the kinetic parameters lose their physical meaning. Most often,

a similar kinetic approach is used to describe non-isothermal crystallization of

polyethylene-based polymers. Because of their extremely fast crystallization

behaviour, the temperature window for isothermal studies is mostly limited to

very low levels of undercooling [32]. Hence, the nucleation density and growth

rate can only be obtained in a narrow temperature range below the melting

temperature, unable to describe crystallization in a broad range of cooling rates

[33]. An additional complexity is found for branched polyethylenes, such as linear

low-density polyethylene (LLDPE) because of the high levels of secondary crys-

tallization (sometimes up to 50% of the final crystallinity) produced by a continuous

insertion or thickening of lamellar features inside spherulites [34]. In the case of

LLDPE, the most promising approach is found in extended Avrami-type models to

account for secondary crystallization effects [35–37].

Although flow has a pronounced effect on the crystallization kinetics and the

resulting morphology, the focus of this chapter is on the characterization of

quiescent non-isothermal and isobaric crystallization. The polymers considered in

this chapter are iPP, typical for the multiphase crystallization behaviour, and a

linear low-density polyethylene (LLDPE), typical for multiple-stage kinetics. Both

the experimental characterization for processing relevant conditions and the devel-

opment of models able to capture this complex behaviour are discussed. The work

presented here is largely based on recently published work from our group [38, 39].

2 Crystallization of Isotactic Polypropylene: Multiple

Crystal Phases

The temperature-dependent nucleation density and growth rate of iPP are usually

measured by optical microscopy in conditions that typically promote the α-phase.
However, it is well known that iPP is a polymorphic material, i.e. a polymer that,

depending on the conditions, can develop different crystal modifications [40]. Most

common is the monoclinic α-phase, a stable crystal form created under moderate

conditions. Shear or specific nucleation agents results in formation of hexagonal

β-crystallites [41–43]. Furthermore, orthorhombic γ-crystals are formed at elevated

pressures or in copolymers [44–48]. The mesomorphic phase, with features inter-

mediate to those of the crystalline and the amorphous states, is obtained when a

sample is cooled from the melt at high cooling rates [49, 50]. The nucleation density

and spherulitic growth rates of the different polymorphs of iPP homopolymers are,

in general, difficult to measure in a single experiment, especially when high cooling

rates and/or elevated pressures are required to induce a specific crystal phase.

Therefore, crystallization kinetics of the different polymorphs is not well

established as a function of temperature and pressure. An increase in pressure
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results in an increase of the nucleation density [51] and in the equilibrium melting

temperature T0m [27], and thus in a higher undercooling ΔT ¼ T0
m � T

� �
; the

driving force for crystallization. However, the exact effect of pressure on the

growth rate of a given crystal phase is not extensively investigated. For example,

it is speculated from modelling and numerical simulations that the growth rate of

the α-phase shifts towards higher temperatures with pressure accompanied by a

decrease in the maximum growth rate [52]. In contrast, the first results of measure-

ments with an optical high-pressure cell show a increase of this maximum

value [53].

2.1 Theory

Polymer crystallization from an iPP melt is dominated by heterogeneous nucle-

ation. Nuclei grow in time, depending on the temperature and pressure, forming

spherulites which impinge and stop growing when complete space filling is

reached. Therefore, a basic model describing polymer crystallization should con-

tain expressions for the nucleation density and the spherulitic growth rates. In this

case, the effect of secondary crystallization is not considered as it does not play a

major role. The proposed non-isothermal multiphase crystallization model is based

on the Kolmogoroff–Avrami expression [21–23]. Space filling is given by

ξ tð Þ ¼ χ tð Þ
χ1

¼ 1� exp �φ0 tð Þð Þ; ð1Þ

where χ and χ1 are the crystallized volume fractions at time t and at equilibrium

conditions, respectively. The quantity φ0 represents the sum of the expected

crystallized volume of the different phases when impingement is not taken into

account, φ0 tð Þ ¼
X

φ0, i tð Þ: Multiple phases can be the α-, β-, γ- or mesophase.

However, in this part we restrict ourselves to α-, γ- and the mesophase. Parameter

χ1 is the maximum value of crystallinity allowed by the external conditions and the

thermal and mechanical histories experienced by the sample [54] and is determined

per experiment using

χ1 ¼
X

ψ iχi,max; ð2Þ

in which ψ i is the final crystal fraction acquired by X-ray analyses and χi,max the

maximum crystal fraction, both per phase i. For non-isothermal conditions, the

crystal volumes φ0,i(t) are given by the Schneider rate equations, which provide

structure information in terms of the number of spherulites, radius, surface and

volume [55] (for clarity we leave out the index i in this set of equations):
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_φ 3 ¼ 8π _N φ3 ¼ 8πNð Þ; ð3Þ
_φ 2 ¼ Gφ3 φ2 ¼ 8πRtotð Þ; ð4Þ
_φ 1 ¼ Gφ2 φ1 ¼ Stotð Þ; ð5Þ
_φ 0 ¼ Gφ1 φ0 ¼ Vtotð Þ; ð6Þ

with nucleation rate _N and crystal growth rate G. The morphology is described, per

phase i, per unit volume by the total volume of spherulites Vtot, their total surface

Stot, the sum of their radii Rtot and the number of nuclei N. We assume that only one

nuclei reservoir is available in the melt and each crystal phase has an individual

growth rate. Adding specific nucleation agents can create separate nuclei reservoirs.

The nucleation density N and the growth rate per phase Gi are functions of the

temperature and pressure and given by

N T; pð Þ ¼ Nrefexp �cN T tð Þ � TNref pð Þð Þð Þ; ð7Þ
Gi T; pð Þ ¼ Gmax, i pð Þexp �cG, i T tð Þ � TGref, i pð Þð Þ2

� �
; ð8Þ

where Nref and Gmax,i, are values at the reference temperatures TNref and TGref,i,
respectively, and cN and cG,i are constants.

During solidification in a multiphase system, every crystal form i generates a
crystal volume fraction φ0,i using a share of the available number of nuclei and

having its own growth rate. The ratio in which the nuclei are divided between the

crystal phases is not accessible experimentally. Therefore, the assumption is made

that the allocation of nuclei to a given crystal form scales with the ratio of the

individual crystal phase growth rates at the current temperature and pressure. For

isobaric conditions, the nucleation rate for a given crystal form is given by

_N i ¼ gi
dN

dT
_T ; ð9Þ

with the growth rate fraction, gi, given by

gi ¼
GiX
Gi

: ð10Þ

The influence of pressure on the crystallization process is, among the yet to be

determined influences on the growth rate parameter Gmax,i, caused by a shift of the

reference temperatures in (7) and (8). This shift is given by

Tk, ref, i ¼ T0
k, ref, i þ ζ p� p0ð Þ: ð11Þ

where ζ is a constant (~27.5–30.0�C/1,000 bar for iPP [56]) andT0
k , ref, i

(k¼N,G) is a

reference temperature at atmospheric conditions p0. For iPP, the effect of pressure
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on the glass transition temperature Tg is not clear, but it is assumed that Tg shifts
similar to Tm with ζ [57, 58]. The bell-shaped growth rate function (8) is valid in

between Tg and Tm and herein TGref,i is an intermediate value. Therefore, it is valid

to shift the reference temperatures of all individual crystal phase growth rates

according to (11). Because Tg and Tm shift equally with pressure, the width of the

growth rate function is maintained and thus cG,i is independent of pressure. Similar

to the pressure dependence of the growth rate, the effect of pressure on the

nucleation density is implemented by shifting the reference temperature TNref.
With the nucleation density and individual growth rates modified for

non-isothermal and isobaric conditions, space filling in a multiphase structure is

calculated as a function of time using

_ξ:i ¼ 1� ξð Þ _φ 0, i: ð12Þ

For computational purposes, the set of rate equations (3)–(6) are numerically

integrated using an explicit Euler scheme to calculate φ0,i.

A single set of parameters for the growth rate of each phase and the nucleation

density is numerically determined from experimental data. The input consists of the

temperature and pressure history and the time-resolved fractions of the different

crystalline phases for every experimental data set obtained. The number of free

parameters depends on the number of crystal phases concerned. These different

experiments are discussed below.

2.2 Fast Cooling Experiments

A quenching device [49, 59] is used to perform multiple cooling experiments on

two commercial IPP grades named iPP1 (HD234, Borealis) [60] and iPP2 (HD601,

Borealis) [61, 62]. In this device, a film 250–300 μm thick is covered in standard

aluminium foil and placed in a vertical holder, after which it is heated to a

controlled temperature by a heating gun which blows hot air tangential to the

samples surface. Quenching is performed by blowing compressed air at both

sides of the sample using two small hoses and, meanwhile, the sample temperature

is monitored using an embedded micro thermocouple. Cooling rates are

non-constant and are defined by the slope between 195�C and 130�C and are in

the range of ca. 10–260�C/s, each experiment being labelled according to the

average cooling rate defined. In Fig. 1 the crystallization temperature Tc is plotted
against crystallization time in a so-called continuous cooling transformation (CCT)

diagram. Two regimes can be distinguished – a range of cooling rates where iPP2

crystallizes at higher temperatures compared to iPP1 (>50�C) and a range where

both materials crystallize at similar temperatures (30–50�C).
The first region is referred to as the α-region, where for both materials the

applied cooling rates (<100�C/s) result in the formation of a prevailing α-phase.
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The transition to the second region marks the formation of the mesomorphic phase.

For this, high cooling rates (>200�C/s) are applied and Tc is reached within less

than 1 s. The growth rate for the α-phase (at atmospheric pressure) is reported in the

literature and found to be similar for different iPP grades [12, 63]. Non-isothermal

crystallization can be described with nucleation and subsequent growth of spheru-

lites, so the difference for the two iPPs in Tc in the α-region is, most probably,

caused by a difference in nucleation density. This is supported by the values for

nucleation density of these grades as can be found in the literature [17]. The

transition temperature between both regions is ~50�C. Because, for iPP1, this

crystallization temperature is reached with lower cooling rates, it is concluded

that the mesomorphic phase is formed more easily for iPP1 compared to iPP2.

However, it seems that for both grades the crystallization temperatures coincide on

the same CCT curve for the mesomorphic phase region. During quenching from the

melt, for these high cooling rates, a large number of nuclei are created. It is assumed

that the growth rate for the mesomorphic phase is the same for iPP1 and iPP2.

For both iPPs fast cooling experiments are performed in combination with real-

time wide-angle X-ray diffraction (WAXD) pattern collection. X-Ray data are

collected from a selected volume at 1 mm from the embedded thermocouple

head. By means of a peak decomposition technique [64], the evolution of the

different crystal fractions as a function of time and temperature is accessed.

Figures 2 and 3 show the development of the α- and mesomorphic phases for four

(selected) cooling rates for iPP1 and iPP2, respectively. Crystallization of the

α-phase is controlled kinetically and is suppressed for higher cooling rates which

also lead to a decrease of Tc. The total crystallinity, which is divided between the α-
and mesomorphic phases and determined using (2), is set to 0.6 for the experiments

in which only the α-phase develops and at 0.55 for the experiments where both the

α- and mesomorphic phases are present.

Fig. 1 Crystallization

temperature Tc for two
different polypropylenes as

a function of time obtained

by applying various cooling

rates under atmospheric

conditions. Cooling start

from 220�C at t¼ 0.

Reproduced with

permission from [38]
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The mesomorphic phase is formed in a lower temperature range in addition to

the α-phase and at high cooling rates only. When complete space filling has

occurred before this temperature range is reached, as in relatively slow cooling

experiments, the crystallized volume consists purely of α-phase. Applying high

cooling rates, the crystallizing material reaches a lower temperature region in less

time, which gives a lower Tc and initiates competition between the α- and meso-

morphic phases until complete solidification takes place.

These results are used to determine the kinetic parameters for the α-phase. The
numerical procedure to obtain the optimal parameter values is described elsewhere

[38]. The evolution of the α-phase is well captured and, with Gα taken from the

literature [51, 63], the parameters describing N are determined for both grades using

the cooling rate data where only the α-phase is formed. This leads to an accurate

description of the formation of the α-phase for this grade, even for cooling rates of

the order of 200�C/s. The optimized parameter values, describing the nucleation

density, are given in Table 1. The results are comparable to those reported in the

literature [51].

43 °C/s 121 °C/s

149 °C/s 234 °C/s

Fig. 2 Measured (symbols) and computed (lines) crystallinity evolution for α- (open squares) and
mesomorphic phase (open diamonds) for iPP1 at p0 for multiple cooling rates. Reproduced with

permission from [38]
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17 °C/s 103 °C/s

169 °C/s 178 °C/s

Fig. 3 Measured (symbols) and computed (lines) crystallinity evolution for α- (open squares) and
mesomorphic phase (open diamonds) for iPP2 at p0 for multiple cooling rates. Reproduced with

permission from [38]

Table 1 Growth rate and

nucleation density parameters

for iPP1 and iPP2, both at

atmospheric pressure

Parameter iPP1 iPP2 Unit

Nref 2.7� 1014 1.2� 1014 (1/m3)

TNref 383 383 (K)

cN 0.181 0.219 (1/K)

Gmax,α 4.5� 10�6a 4.5� 10�6a (m/s)

TGref,α 363a 363a (K)

cG,α 2.3� 10�3a 2.3� 10�3a (1/K2)

Gmax,m 7.4� 10�7 7.4� 10�7 (m/s)

TGref,m 308 308 (K)

cG,m 2.7� 10�3 2.7� 10�3 (1/K2)

Gmax,γ 1.04� 10�6b (m/s)

TGref,γ 377 (K)

cG,γ 3.5� 10�3 (1/K2)
aParameters taken from the literature [51, 63]
bAt a pressure of 50 bar
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A certain crystal fraction only increases noticeably in time if nuclei are

appointed to this crystal phase and the growth rate of that phase is significant.

Because it is proposed that nuclei are divided between the crystal phases according

to their respective growth rate ratio gi (see (10)), it is concluded that the growth rate
curve of the mesomorphic phase Gm must be located at a lower temperature range

compared to the growth rate of the α-phase. However, the data in Figs. 2 and 3 are

insufficient to determine Gm in a substantial temperature range because data on the

mesomorphic structure formation is limited between ~30�C and 50�C. Therefore
Gm is determined using additional measurements with Fast Scanning Calorimetry

(FSC) [65–67]. The overall crystallization rate can be expressed in terms of the

crystallization half-time t1/2, and is obtained with isothermal crystallization exper-

iments; see Fig. 4. Samples are cooled from the relaxed melt to the desired

crystallization temperature at a rate of 2,000�C/s, which is fast enough to prevent

the onset of crystallization before reaching this temperature. Again, two regimes

can be distinguished marked by a transition temperature at ~55�C – a range at high

temperatures where the α-phase prevails, followed by a range of mesomorphic

formation at low temperatures. Similar experiments were reported by multiple

authors [68, 69]. Again, the difference between the two grades is caused by the

difference in nucleation density.

Although it has been proposed that the formation of the mesomorphic phase is

governed by homogeneous nucleation [69, 70], in this work the mesomorphic

structure is considered to be the result of growth from the heterogeneous nuclei.

The nucleation density in the low temperature region of mesomorphic growth is

very high (~1024 at 0�C for iPP2), directly giving a measure for the low crystalli-

zation half-time in that region. Function Gm is determined such that the calculated

t1/2 for the mesomorphic region (0–50�C) agrees with the experimental values.

It is found that Gm, which is assumed equal for both grades, is located in a much

lower temperature region compared to Gα, which is marked by Tref,m¼ 35�C.
Quantitative agreement is found with values describing mesomorphic growth for

a kinetic model [26]. Moreover, the obtained Gm also captures the formation of the

Fig. 4 Half crystallization

time t1/2 vs temperatures

measured by FSC for iPP1

and iPP2 (markers) and
model predictions (solid
lines). Reproduced with

permission from [38]
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mesomorphic phase in non-isothermal conditions quite well; see Figs. 2 and 3.

Moreover, the crystallization half-time in the α-region described by the model is in

good agreement with the FDSC experiments (Fig. 4). A complete overview of the

parameters is given in Table 1.

For the crystallinity development as displayed for the highest cooling rate in

Fig. 2, a discrepancy between the calculated and measured crystal fractions is

found. It is stressed that when a mixture of α- and mesomorphic fractions is present,

the decomposition technique of the X-ray patterns is difficult to apply because of

the superposition of the independent diffractions peaks around the same diffraction

angle [64]. This leads to a slight mismatch in the described crystallinity levels for

both present phases. Nonetheless, the total crystallinity level obtained is in agree-

ment with the measurements.

2.3 Effect of Pressure

The effect of pressure on the crystallization process has been studied for two

different pressure levels (50 and 250 bar) and two (relatively low) cooling rates

(0.1�C/s and 2.0�C/s) in combination with in situ X-ray collection for iPP2 only,

using a slit flow device [71–73]. Decomposition of the acquired WAXD patterns

show that, as a result of the applied pressure, γ-phase is always formed in combi-

nation with the α-phase and the corresponding onset temperature of both structure

formations is equal. The measured crystallinity development of the α- and γ-phases
for these conditions is displayed in Fig. 5. For the higher pressure a larger amount of

the γ-fraction is developed which goes with a lowering of the α-phase. The final

γ-fraction is noticeably higher for the lower cooling rate. Comparable results

considering the formation of the γ-phase were previously reported in literature;

γ-phase is obtained at elevated pressures with low cooling rates [74] or isothermal

conditions at high pressures [46, 75].

As proposed, the assignment of nuclei to a given crystal phase scales with the

ratio of their respective growth rates values, gi. For low cooling rates, such as 0.1�C/
s, the material spends sufficient time in a high temperature range where gγ is large
before complete space filling is reached. For the higher cooling rate (2.0�C/s), the
temperature range before complete solidification holds a larger overall gα and thus

more nuclei are appointed to the α-phase. From this it can be concluded that Gγ is

located in a higher temperature range compared to Gα. An increase of the final

γ-fraction with pressure is again explained by means of the growth rate fraction gi;
when the applied pressure raises Gmax,γ with respect to Gmax,α, more nuclei are

appointed to the γ-phase and this increased growth rate also enhances the

corresponding crystal fraction. On the basis of experimental observations by

Alamo et al. [76], it was concluded that Gmax,γ is lower than Gmax,α because of

the unusual packing of the γ-form.

The above considerations help to determine the growth rate functions Gγ relative

to Gα. The parameter TGref,γ is found to be higher than TGref,α and Gmax,γ lower than
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Gmax,α. The parameters cG,γ and cG,α are found to be independent of pressure. The

effect of pressure is incorporated by shifting the reference temperatures in the

expressions for N and Gi according to (11) and by determining Gmax,i per pressure.

The resulting computed crystal fractions, presented in Fig. 5, show that with the

estimated parameter values a very good description of the formation of both phases

is obtained. The optimal Gγ gives a good description of the formation of the

γ-fraction for all applied conditions. Gmax,γ is zero at atmospheric pressure because

no γ-phase is measured during the fast cooling experiment series; see the previous

section. Discussion with respect to the effect of pressure on the individual growth

rates is continued in the next section. Results are presented in Fig. 9 together with

the results of dilatometry (see next section).

2.3.1 Dilatometry

Dilatometer experiments using a Pirouette dilatometer [77–79] are performed at

four different pressures and at three cooling rates for iPP2 only and subsequent

structural characterization is carried out by ex situ X-ray analysis. The dilatometer

50 bar –0.1 °C/s 250 bar –0.1 °C/s

50 bar –2.0 °C/s 250 bar –2.0 °C/s

Fig. 5 Measured (symbols) and computed (lines) crystallinity evolution for α- (open squares) and
γ-phase (open triangles) for iPP using isobaric, non-isothermal experiments for multiple pressures

and cooling rates. Reproduced with permission from [38]
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provides structural information in the form of specific volume, v, as function of

temperature at different pressures and cooling rates; see Fig. 6. As is well known, a

higher pressure results in a lower specific volume and the transition region,

representing the start of crystallization, moves to a higher temperature because of

an increase in the equilibrium melting temperature T0m [45].

With increasing cooling rate, the transition region spreads out over a wider

temperature range and Tc shifts to a lower temperature, which is in agreement

with Fig. 1.

At the lower temperatures, e.g. below 60�C, the measurement data become less

accurate and some curves seem to cross each other. At these temperatures the

apparatus is unable to measure accurately the shrinkage of the sample, simply

because the friction between the (by now fully solidified) sample and the inner

components is too high.

A clear correlation between the phase contents and the pressure is observed; see

Fig. 7. With increasing cooling rate, the α-phase increases at the cost of the γ-phase
and for the highest cooling rate a relatively low fraction of the mesomorphic phase

is present whereas no γ-phase is formed. The cooling rate of 90�C/s results in a

0.1 °C/s 1.5 °C/s

90 °C/s

Fig. 6 Influence of pressure and cooling rate on the specific volume of iPP2 measured at

300 (open triangles), 600 (open diamonds), 900 (open squares) and 1,200 bar (v). Reproduced

with permission from [38]
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decrease of the α-phase content and a subsequent increase of the mesomorphic

fraction with pressure. Even at the highest pressure this cooling rate is sufficient to

prevent any formation of γ-phase.
With an increase in isobaric pressure, the fraction of γ-phase increases at the cost

of the α-phase (see also Fig. 5). The highest fraction of the γ-phase is, once more,

found for the lowest cooling rate, and this is again explained by the location ofGγ at

a higher temperature region compared to Gα. With a large growth rate fraction gγ at
high temperatures, a considerable amount of nuclei grow into spherulites with

γ-phase content [80]. The increase of the γ-phase with pressure indicates an

increase of Gmax,γ, with respect to Gmax,α, as gγ increases with temperature and

enhances γ-formation for lower cooling rates.

The recorded thermal and pressure history of the samples serves as input for the

non-isothermal model to describe the final multiphase structure. Values for N, Gα,

Gγ and Gm are obtained from the previous (fast cooling and slit flow) experiments.

The only free parameters allowed are the maximum growth rate levelsGmax,i for the

different phases, which are determined as a function of the pressure using the

complete set of available cooling rates. This enables the complete multiphase

0.1 °C/s 1.5 °C/s

90 °C/s

Fig. 7 Final crystallinity fraction for the α- (open squares), γ- (open triangles) and mesomorphic

phase (open diamonds) determined by ex situ X-ray decomposition (open symbols) and as

predicted by the non-isothermal model (closed symbols). Lines are a guide to the eye. Reproduced
with permission from [38]
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description for the PVT experiments, resulting in an accurate description of the

crystal fractions for prescribed processing conditions; see Fig. 7. A discrepancy

between model and measurements is observed for the highest cooling rate in Fig. 7

– an underestimation of the α-phase followed by an overestimation of the meso-

morphic fraction. Just as in previous experiments, the total crystallinity in equilib-

rium conditions follows from X-ray analysis (see (2)) and is found to be ~0.6.

However, in the model this crystallinity level cannot be achieved by α-phase
formation only. Incomplete space filling is reached and, as a result, the remaining

space filling is occupied by the mesomorphic phase. For high pressures combined

with a high cooling rate, such as 90�C/s, the temperature history is critical for the

final crystal structure. Though the temperature of the sample in the dilatometer is

calculated from the six temperatures measured with thermocouples placed in the

metal housing close to the sample [78] and using a heat balance, we are not sure of

the exact temperature, especially at high cooling rates. Therefore, we examine the

sensitivity of the results by varying the measured temperature according to

Tcorr tð Þ ¼ Tmeas tð Þ þ a
t

tr
; ð13Þ

where Tcorr is the corrected temperature, Tmeas the measured temperature (via a heat

balance) and tr the time needed for Tmeas to reach room temperature initially. With

a¼ 6 the difference between the measured and corrected temperature is ~2.5�C.
(Note, this problem does not occur for the fast cooling experiment; here the

thermocouple is placed within the sample.) Using this estimated correction, the

final crystalline fractions described by the model are now within good agreement of

the measurements; see Fig. 8.

It follows from the optimized values for Gmax,i that, with pressure, the maximum

growth rate slightly increases for the α-phase (consistent with pressurized cooling

experiment results; see also Fig. 5), increases for the γ-phase and decreases for the

mesomorphic phase; see Fig. 9. Because of this, the increase of the γ-fraction and

simultaneous decrease of the α-phase can be understood. In this figure, Gm is not

included for 300 and 600 bar; for these conditions no mesomorphic content is

measured so Gmax,m could not be determined. In the model, the effect of pressure on

the growth rate of a given crystal phase is introduced by a shift of the reference

temperature and via the maximum growth rate, which is found to be pressure

dependent; see Fig. 9. Pantani et al. [27] proposed an exponential relationship

between pressure and the maximum kinetic parameter. Hence, it is proposed that

the maximum growth rate depends on pressure according to

Gmax, i ¼ G0
max, iexp ai p� p0ð Þ þ bi p� p0ð Þ2

� �
ð14Þ

where ai and bi are constants and G0
max;i is the reference growth rate at atmospheric

pressure p0. The constants for each crystal phase are determined with the data

presented in Fig. 9 and are given in Table 2. Regarding the mesomorphic phase, am
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is determined at 4.92� 10�8 1/Pa, which is in quantitative agreement with Pantani

et al. [27].

Finally, predictions of the crystallinity evolution as a result of various applied

processing conditions are made with the complete set of optimized parameters. As

illustrated in Fig. 10, the multiphase structure development of iPP2 is satisfactorily

predicted using an approach in which the nucleation density and growth rate are

functions of temperature and pressure.

Fig. 8 Final crystallinity fraction for the α- (open squares), γ- (open triangles) and mesomorphic

phase (open diamonds) determined by ex situ X-ray decomposition (open symbols) and

as predicted by the non-isothermal model (closed symbols) using an uncertainty on the

measured temperature in the dilatometer. Lines are a guide to the eye. Reproduced with permission

from [38]

Fig. 9 (left) Growth rate functions for the α- (solid line), γ- (dashed line) and mesomorphic phase

(dotted line) as function of temperature. Arrows indicate the effective shift of Gi with pressure

(right). Effect of pressure on maximum growth rates Gmax,I, for the α- (open squares), γ- (open
triangles) and mesomorphic phase (open diamonds). Lines give the exponential relationship as

function of pressure – see (14). Reproduced with permission from [38]
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Table 2 Constants for each

crystal phase for the

maximum growth rate as a

function of pressure for iPP2

using (14)

Parameter iPP2 Unit

G0
max;α 4.81� 10�6 (m/s)

aα 1.60� 10�9 (1/Pa)

bα 0 (1/Pa2)

G0
max;m

7.40� 10�7 (m/s)

am �4.92� 10�8 (1/Pa)

bm 1.73� 10�16 (1/Pa2)

G0
max;γ 1.13� 10�16 (m/s)

aγ 7.66� 10�9 (1/Pa)

bγ 0 (1/Pa2)

Fig. 10 Measured (open symbols) and computed (lines (top left and top right), closed symbols
(bottom)) crystallinity for the α- (open squares), γ- (open triangles) and mesomorphic phase (open
diamonds) for (top left) fast cooling at p0 and 178�C/s, (top right) pressurized cooling at 150 bar

and 0.1�C/s and (bottom) dilatometer experiments, each using Gmax,i determined as a function of

pressure by (14). Reproduced with permission from [38]
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β-Phase in iPP

The formation of the β-phase in quiescent processing conditions is investigated by

the addition of a specific β-nucleation agent to the iPP homopolymer. Fast cooling

experiments with in situ WAXD similar to those included in Figs. 2 and 3 were used

to determine a temperature-dependent secondary reservoir of nuclei and to optimize

the growth rate of β-crystals. This analysis is not included here; for more details the

reader is referred to the literature [38].

3 Crystallization of Linear Low-Density Polyethylene:

Multiple Crystal Processes

In this section, quiescent crystallization of a metallocene LLDPE (m-LLDPE)

grade is discussed, followed by characterization of the complex solidification

kinetics using the combined results of thermal (differential scanning calorimetry

(DSC) and FSC) and scattering (small angle laser scattering (SALS)) methods. The

material investigated is a commercial butyl-branched LLDPE (ExxonMobil). The

crystallization model previously discussed for iPP is modified to describe crystal-

lization consisting of multiple processes, i.e. one primary and a two-step secondary

process. The influence of flow gradients on this material was also studied but is not

described here [39].

3.1 Thermal Characterization

Metallocene-type polymerization provides that m-LLDPE is a substantially linear

polymer with a controllable amount of short branches. The intermolecular distri-

bution of these side chain branches is called homogeneous when the distribution of

branches between the molecules is narrow, although the sequence length distribu-

tion between branches can still be broad. The longer ethylene sequences, having a

higher melting point, crystallize faster [81–83] and fold into stacked lamellae that

span the spherulite. This is defined as primary crystallization [34]. Quenching the

melt at increasing rates smears out this process over a larger temperature range

and/or postpones crystallization to lower temperatures because of insufficient time

for nucleation and growth [38, 84]. Crystallinity increases further because of

secondary crystallization of the shorter sequence length chain sections, even before

spherulitic impingement [85], as they form lamellar stacks in the amorphous

regions between the primary lamellae inside the spherulites [85, 86].

The influence of comonomer content is reflected by a second peak in the

crystallization process commonly observed at low temperatures in DSC

[87, 88]. During the lamellar folding process, the length of the side chain
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determines whether or not it is excluded from the crystal lattice [89–91]. As the

already formed lamellae restrict the topological movement of the remaining

sequences, these are unable to take part in the chain folding process. Hence, at

high levels of undercooling, a second stage of secondary crystallization yields a

granular morphology of small bundled structures or loosely packed ethylene

sequences [87, 88, 90, 92]. A simplified, schematic, and time-discretized overview

of the primary and two-stage secondary process is given in Fig. 11.

For each DSC and FSC experiment the total baseline subtracted heat capacity, or

the excess heat capacity, is composed of the contributions of the crystallization

processes, i.e. one primary and two secondary crystallization events. Peak decom-

position of the signal is used to determine each process as function of temperature;

see Fig. 12. In our approach, the primary process is marked by the symmetric

fraction of the sharp peak at high temperatures, and (although this is simplification)

is described by a Gaussian function. During cooling, the crystallization rate

increases as the remaining crystallisable material decreases, and we assume that

this results in a symmetric release of heat as function of temperature. A pronounced

exotherm with a peak at ~60�C caused by bundle-like features was best described

by using a much broader Lorenzian function. The lamellar insertion process that

rapidly follows primary crystallization at slightly higher undercooling and the

corresponding heat release provides the peak with a high asymmetry. Depending

on the comonomer content, a separate crystallization peak or a distinct shoulder is

observable. It is assumed that the heat capacity not included in both peak functions

can be fully attributed to the insertion of lamellae (see again Fig. 12), which can be

Fig. 11 Schematic time discretized overview of primary and secondary crystallization process

during cooling. (1) A nucleated spherulite grows in time as a function of temperature, fast growing

primary lamellae are formed from the most linear molecular sequences. (2) Shorter sequence
lengths induce secondary lamellar growth in the remaining amorphous regions. Lamellae gradu-

ally become thinner with undercooling according to classical theories [93]. (3) Finally, at high
undercooling, free chain sections locally order into small bundled structures. Reproduced with

permission from [39]

Non-isothermal Crystallization of Semi-Crystalline Polymers: The Influence. . . 225



described with an n-number of Gaussian functions vs temperature, representing

multiple lamellar insertion processes with decreasing lamellar thickness

[93]. Although it is more common to apply peak decomposition on DSC melting

curves, the melting characteristics of this material consist of one clear peak only

and do not allow for such a procedure [39, 94]. Good fits of the peak functions to the

data were always obtained, as is shown in Fig. 13, where both DSC and FSC

measurements are displayed, i.e. for low and high cooling rates, including the

determined peak functions.

Regarding conventional DSC experiments, crystallinity was calculated from the

integrated peak, which was normalized for sample mass and cooling rate. The

(linear) extrapolated heat capacity of the melt was used as a baseline [95]. The

transitional enthalpy for polyethylene, ΔH(T ), was taken from the literature [96]

and assumed to be a function of temperature only. We do not distinguish between

the folding energy of lamellae and bundle-like features. For the FSC sample, the

same protocol was applied, with the sample mass determined iteratively at ~400 ng

by matching the amount of primary crystallinity calculated at the slowest cooling

rate with FSC to the value obtained at the highest rate with DSC. It was assumed

that, in this range of cooling rates, primary crystallization was not suppressed,

i.e. complete space filling is obtained.

When crystallinity is plotted vs temperature, for example for 500�C/s in Fig. 14,
it becomes clear that the primary process fully covers the first, steep increase at high

temperatures. This rapid process covers a maximum of 15.2% of total crystalline

volume, in agreement with values found by Goderis et al. [97]. At this stage, the

crystallinity distribution inside the spherulites is presumed to be inhomogeneous

(see Fig. 11). Upon further cooling, crystallinity develops more slowly via lamellar

insertion, the rather sharp transition point at approximately 50�C corresponding to a

bundle-like structure formation.

Fig. 12 Schematic of the

peak decomposition process

of the measured excess heat

capacity. Reproduced with

permission from [39]
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Fig. 13 Summary of the peak fitting process of the excess heat capacity during cooling in the scan

rates investigated for DSC and FSC. Reproduced with permission from [39]

Fig. 14 Deconvoluted crystallinity vs temperature at 500�C/s (left) and final crystallinity fractions
for all cooling rates investigated (right). Reproduced with permission from [39]
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Both techniques used cover together a wide range of cooling rates, albeit with a

large gap in between roughly 100�C/s and 101�C/s; see Fig. 14. At low rates a more

or less constant crystallinity distribution was observed for primary and both stages

of secondary crystallization and for all conditions. In the case of the FSC scan rates,

a gradual decrease of the total crystallinity was obtained, mainly caused by a

reduced level of lamellar insertion, a process which is slow compared to primary

growth. Hence, when the time available for crystallization decreases the average

crystallinity in each spherulite reduces. The drop in the total crystallinity is outside

the reach of both the DSC and the FSC setups (between 100�C/s and 101�C/s). Only
at very high cooling rates is a minor decrease of the primary crystallinity noted. For

many semi-crystalline polymers it is possible to obtain a fully amorphous material

by rapid cooling of the sample from the melt at a critical cooling rate, _T crit. From the

data plotted here, _T crit could be estimated to be in the order of 106�C/s.
Good fits of the peak functions to the data were always obtained, as is shown in

Fig. 13, where both DSC and FSC measurements are displayed, i.e. for low and high

cooling rates, including the determined peak functions.

The maximum crystallinity for each fraction, χi, was determined from the same

figure (see Table 3) and used in our modelling section later on.

3.2 Small-Angle Light Scattering

Light scattering of semi-crystalline polymers has been studied for an extensive

amount of time and is commonly used to extract morphological details from poly-

mers [86, 98–100]. The method was first applied by Debye and Bueche [101], and

later on more detailed and complex theories were developed for polarized light

scattering of common polymer morphologies such as single spherulites [102–104]

and solid films with space-filling architectures [105]. Scattering in Hv mode is

dependent on the size and anisotropy of the spherulitic entities. As a result,

spherulitic growth can be detected by the transient scattering patterns and quantified

from the integrated 2D scattering patterns. When it is assumed that only perfect

spherulitic structures are formed, the average radius of the spherulites, Rav, can be

determined by tracing the scattering vector with maximum intensity, qmax, in time

using [106]:

Table 3 Maximum

crystallinity content for the

primary-, lamellar insertion-,

bundle-like fractions and total

crystallinity, respectively

χ p
1 χ l

1 χ b
1 χ t

1 Unit

0.152 0.202 0.103 0.457 (–)
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Rav ¼ 4:09λ0
4πnm sin θ

2

� � � 4:09

qmax

; ð15Þ

where λ0 is the wavelength of light in vacuum, θ the radial scattering angle and nm
the refractive index of the medium. To successfully investigate very fast crystal-

lizing polymers under (approximately) isothermal conditions, the challenge is to

reach the desired temperature before any significant amount of crystallization takes

place. In this work, a temperature jump stage allows us to study crystallization of

m-LLDPE up to high levels of undercooling, although no real-time measure for the

actual sample temperature can be provided, such as in the setup of Ding and

Sprueill [107, 108]. Reaching real isothermal conditions becomes critical for

relatively high undercooling and corrections might be required. We discuss this

issue in detail in the next section. The obtained time evolution of radii is displayed

for three different temperatures so as not to crowd Fig. 15. These data were selected

to provide an overview of the measurements in the temperature range investigated.

Data is shifted in time with t0, which represents the experimental time at which a

clear peak in the scattering pattern was obtained.

Only when a sufficient amount of scattering data is recorded can qmax be

determined accurately. Consequently, only the final part of linear growth and

subsequent impingement is detected. Nevertheless, a first-order function can be

fitted to the data to obtain the temperature-dependent spherulitic growth rate, G(T).
The average growth rate is plotted for all experiments in Fig. 16 and shows the

characteristic bell-shaped curve as commonly observed for semi-crystalline poly-

mers [16]. An apparent maximum growth rate of approximately 3 μm/s is measured

at ~78�C. Although the temperature at the maximum growth rate is in agreement

Fig. 15 Average spherulitic radius vs time for three different temperatures measured using SALS.

Dashed lines indicate the linear growth rate. Reproduced with permission from [39]
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with earlier findings [108], the growth rate is much lower compared to values for

ethylene copolymers reported in the literature [109].

The temperature-dependent heterogeneous nucleation density, N(T ), plotted in

Fig. 16, was estimated from the final radius measured using [21, 22]

ξ ¼ 1� exp �4

3
πR3N

� �
; ð16Þ

which, at a space filling of 50%, can be rewritten using the final spherulite radius,

Rf:

N ¼ �ln 1
2

� �
2
3
πRf

3;
ð17Þ

and shows the usual logarithmic decrease of the number of spherulites with

temperature [12]. Temperature-dependent functions for G(T ) and N(T ) can be

obtained via least-square approximation of the measurements using (7) and (8).

Good fits are obtained and are included in Fig. 16.

3.3 Primary Crystallization Model

The non-isothermal primary crystallization kinetics are again calculated using the

Schneider rate equations [55] (3)–(6) containing the spherulitic crystal growth rate

G and nucleation density N as function of temperature (7) and (8). In this case,

calculation of the undisturbed volume fraction concerns the growth of primary

crystals only, where

Fig. 16 Spherulitic growth rate (left) and nucleation density (right) vs temperature measured

using SALS. Dashed lines indicate the least squares approximation of (7) and (8), respectively.

Reproduced with permission from [39]
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ξp tð Þ ¼ χp tð Þ
χ p1

: ð18Þ

Figure 17 shows the primary crystallinity obtained from calorimetry and the

crystallinity calculated from the FSC and DSC temperature profiles and the G(T )
and N(T ) from SALS measurements by the methodology described above. It

immediately becomes clear that only the experiments from DSC are described

accordingly. Here, independent of the cooling rates used, crystallization always

takes place at approximately 100�C, and thus only the SALS data obtained at low

levels of undercooling describe the data well. For the high cooling rates, the

calculated crystallization rate is too low and, consequently, the final primary

crystallinity level is as well. In the next section we analyse the SALS results in

more detail to evaluate the measurement data at higher undercooling.

3.3.1 Temperature Correction Calculations

The design of the jump stage is such that the cooling rate of the support can be

considered infinite. The polymer sample, however, does not reach the set temper-

ature instantaneously. For low set temperatures this leads to a discrepancy between

the set temperature and the temperature at which crystallization takes place. To

account for this, the transient temperature in the sample needs to be determined

[110]. Calculations were performed by solving the heat balance on a 1D finite

difference grid representing the experimental setup; see Fig. 18.

The heat balance is given by

ρkckp
δT

δt
¼ λk

δ2T

δx2
þ ρkχ1ΔH _ξ ; ð19Þ

Fig. 17 Primary crystallinity from calorimetry experiments vs temperature (left) and time (right).
Dashed lines are the computed values with crystallization kinetics from SALS. Reproduced with

permission from [39]
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with T the temperature and t time. Further, ρ denotes density, cp is the heat capacity,
and λ is the thermal conductivity. Superscript k denotes the material: silver (heating

element), glass (sample cover) or polymer. Values are given in Table 4. The last

term in the right-hand side represents the heat release produced by crystallization of

the polymer, with ΔH(T) the heat of fusion [75], χ1 the final crystallinity of the

material and _ξ: the crystallization rate as given by the Schneider rate equations,

including the obtained functions for nucleation density and growth rate. We assume

that the maximum reachable crystallinity in this temperature range consists of

crystals grown during the primary and lamellar insertion process. From Table 3

we obtain χ1 ¼ χ p
1 þ χ l

1 ¼ 0:35.
The crystallization temperature is defined as the temperature at which space

filling in the centre of the polymer sample reaches 70%, which is similar to the

crystallinity level at which the linear growth rate was determined in SALS analyses.

In Fig. 19 we present the results of this analysis. Figure 19 (left) shows the

calculated crystallization temperature vs the set temperature for the originally

measured data. The dashed line shows the case where these would be equal. The

corresponding temperature transients in the centre of the polymer sample are

presented in Fig. 19 (right). Clearly, the crystallization temperature starts to deviate

from the set temperature from 92�C downwards.

If the calculated temperature shift, δT(T), is implemented as a correction to the

SALS results, only part of the data shifts to higher temperatures, whereas both the

growth rate and nucleation density values are maintained. Consequently, the func-

tions determined in (7) and (8) have to be re-evaluated. Because δT is a function of

the crystallization rate and thus of the measurement points themselves (see (19)), a

different approach is needed to calculate the correct material functions for N and G.
From Fig. 19 (left), it becomes clear that δT is not significant for measurements

above 90�C (<1�C). Thus, these points can be used in the corrected least-squares

approximation of the nucleation density, N*(T ). This number of data points is

insufficient to determine a corrected bell-shaped growth rate function, G*(T ).

Fig. 18 (left) Temperature jump stage and (right) cross section and dimensions of the sample and

the temperature jump stage located in the SALS setup. Reproduced with permission from [39]

Table 4 Parameters for

energy balance [111]
Silver Glass Polyethylene Unit

ρ 10.5 2.5 0.76 (103 kg/m3)

Cp 233 0.5 3,000 (J/kg K)

λ 429 1.05 0.23 (W/mK)
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Instead, G* was obtained by least-square optimization of the calculated primary

crystallization fraction from calorimetry, where N* is included for calculations. As

expected, an excellent description of the primary crystallinity content is obtained in

a range exceeding five decades in time; see Fig. 20. Parameter values obtained are

displayed in Table 5 for both the original and the corrected functions.

When the obtained growth rate function is verified it becomes apparent that, at

lower temperatures, e.g. below 90�C, G* strongly deviates from G and a much

higher maximum growth rate value is obtained, ensuring a significant crystalliza-

tion rate even at low temperatures. The values of Gmax and TGref show good

agreement with the literature [108, 109].

When G* and N* are implemented in (19) and, again, δT is calculated, both

shifted measurement data for N andG correspond with both G* and N*; see Fig. 21.
Data above 90�C still show a negligible δT and overlap the set temperature during

the SALS measurements; see also Fig. 19 (left). This confirms the accuracy of our

calibration and analysis methods to calculate the growth rate and nucleation

density, but simultaneously shows the SALS setup cannot be used for this material

below 90�C without additional heat balance calculations. The sample dimensions

required do not allow for a micro-thermocouple to be included, for example,

between the two glass sample covers, so this is the only method available at the

moment.

3.4 Secondary Crystallization Model

The total crystallinity fraction, including the increase of crystallinity produced by

secondary crystallization, can be expressed in terms of a convolution integral

[35, 37]:

Fig. 19 Results of the heat balance calculations (left). The calculated crystallization temperature

vs the set stage temperature for measured data and corrected data (see next section) and (right) the
heat traces in the centre of the polymer sample. Reproduced with permission from [39]
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Fig. 20 Primary crystallinity from calorimetry experiments vs temperature (left) and time (right).
Dashed lines are computed with temperature corrected functions for nucleation and growth.

Reproduced with permission from [39]

Table 5 Parameters for nucleation and growth functions

Parameter Original Temperature corrected Unit

Gmax 1.90� 10�6 5.55� 10�5 (m/s)

cG 7.10� 10-3 5.60� 10�3 (1/K2)

TGref 349.5 336.5 (K)

Nmax 1.35� 1017 1.26� 1017 (1/m3)

cN 4.60� 10�2 7.24� 10�2 (1/K)

TNref 383 383 (K)
aValues for functions obtained after temperature correction

Fig. 21 Original and temperature corrected growth rate (left) and nucleation density (right) vs
temperature. Reproduced with permission from [39]
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χ tð Þ ¼
Z t

τ¼0

_ξ t� τð Þχ1 tð Þdτ; ð20Þ

where χ1 is, once more, the maximum value of crystallinity determined by the

external conditions experienced by the sample [28]. If each spherulite has an initial

(primary) crystallinity equal to χ p
1, the evolution of the maximum crystallinity

during solidification yields

χ1 ¼
Z t

τ
_χ 1 T tð Þð Þdtþ χ p

1: ð21Þ

Here, the increase of the maximum crystallinity, _χ 1, can be expressed as a

strong function of the environmental conditions, e.g. temperature, and the current

amount of remaining amorphous material using, similar to (12):

_χ 1 T tð Þð Þ ¼
X

1� ξ i1
� �niKi Tð Þ; ð22Þ

where ni is similar to a diffusion constant which provides a strong dependence on

the current amount of amorphous material,

ξ i1 ¼ χi tð Þ
χ i1

; ð23Þ

where i denotes the multiple secondary crystallization processes and

Ki Tð Þ ¼ aiexp �bi
T � Tref, ið Þ2

T2

 !
; ð24Þ

is introduced as a temperature-dependent rate function with constants ai, bi and Tref,
i. We briefly discuss the context of these constants. The reference temperature, Tref,i,
corresponds to the temperature of the maximum rate, ai, of secondary structure

formation. The value of bi governs the width of the function, i.e. determines the

temperature range in which secondary morphologies are able to form. Subscripts

l and b are used for lamellar insertion and formation of bundle-like structures,

respectively. The maximum crystallinity values for each process, χ i
1, in (23) are

obtained from calorimetric analysis and were provided earlier in Table 3.

By employing the convolution integral approach, nucleated spherulites that have

grown for a longer period, i.e. those that are formed at higher temperatures, contain

a higher amount of secondary crystallinity. The contributions of both the lamellar

insertion and bundle-like ordering process were determined vs time and tempera-

ture from calorimetry. With the primary process described accurately, parameters

for the rate functions can be determined. Typical initial values for this process could

be estimated from calorimetry results. The results of applying this model are shown
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in Fig. 22. The model is able to describe the multiple crystallization processes rather

well, especially for conventional DSC data. Here, the onset of the lamellar insertion

process starts during the fast primary space filling process. The inflection point that

marks the bundle-like ordering is also captured well. Regarding the FSC experi-

ments, good agreement is obtained in most cases. The final crystallinity level

decreases with cooling rate although the final values and secondary processes are

not always described accurately.

Parameters for the rate functions are given in Table 6 and both rate functions are

displayed in Fig. 23. The reference temperature, Tref,i is lower for the bundle-like

process, coherent with calorimetry measurements. Clearly, this process is dominant

at low temperatures, i.e. <60�C. The maximum rate, ai, is found to be orders of

magnitude higher for the bundle-like process.

The scaling parameter, nb in (22), provides the secondary crystallization rate

with a strong dependency on the remaining crystallisable amount of amorphous

material and, consequently, ab is relatively large. Both peak functions show a strong

decrease at high and low temperatures, in the vicinity of the melting and glass

transition temperatures, respectively.

Fig. 22 Total crystallinity from calorimetry experiments vs temperature (left) and time (right).
Dashed lines are the computed values with the model for primary and secondary crystallization.

Reproduced with permission from [39]

Table 6 Constants for each

secondary crystallization

process in (22) and (24)

Parameter Kl Kb Unit

ai 0.485 1.034� 103 (1/s)

bi 963.78 817.02 (–)

Tref,i 339.6 297.6 (K)

ni 3.32 8.45 (–)
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4 Concluding Remarks

From the above it is clear that both the evolution of multiphase crystal structure of

iPP and the multi-kinetics crystallization of LLDPE can be accurately predicted for

conditions relevant for processing, using a model largely based on nucleation and

growth of spherulites. In the case of iPP, the development of three different crystal

phases was captured as a function of cooling rate and pressure. The kinetics of a

fourth phase (the β-phase) can be found in the literature [38]. On the other hand, the
description of the complex crystallization process of LLDPE requires, because of the

large contribution of secondary formed crystals, two additional rate equations to

describe quiescent crystallization over a timespan close to five decades. At the root

of both examples lies a relatively simple yet powerful modelling framework based

on the Schneider rate equations (calculated unhindered volume) and Avrami

approach (real volume). However, the accuracy of the model mainly relies on the

quality of the experimental input. Ongoing development of available tools and/or

new devices has provided new opportunities for understanding polymer crystalliza-

tion in conditions relevant to industry. This includes the infrastructure at synchrotron

facilities tomonitor the on-line formation of crystals under high cooling rates and the

development of advanced calorimetric techniques such as fast scanning calorimetry

and extended dilatometry. The authors strongly believe that, by performing the right

experiments, this modelling framework is applicable to most other semi-crystalline

polymer systems, such as random copolymers, high- or low-density polyethylenes

or, slightly more complex, polyamides and polylactic acids. Polymer processing

seldom occurs without the presence of flow and, therefore, this framework is

extended to include the influence of flow in the next chapter [112].

Fig. 23 Rate function, Ki,

of both secondary

crystallization processes vs

temperature. Reproduced

with permission from [39]
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Modeling Flow-Induced Crystallization

Peter C. Roozemond, Martin van Drongelen, and Gerrit W.M. Peters

Abstract A numerical model is presented that describes all aspects of flow-induced

crystallization of isotactic polypropylene at high shear rates and elevated pressures. It

incorporates nonlinear viscoelasticity, including viscosity change as a result of

formation of oriented fibrillar crystals (shish), compressibility, and nonisothermal

process conditions caused by shear heating and heat release as a result of crystalli-

zation. In the first part of this chapter, the model is validated with experimental data

obtained in a channel flow geometry. Quantitative agreement between experimental

results and the numerical model is observed in terms of pressure drop, apparent

crystallinity, parent/daughter ratio, Hermans’ orientation, and shear layer thickness.

In the second part, the focus is on flow-induced crystallization of isotactic polypro-

pylene at elevated pressures, resulting in multiple crystal phases and morphologies.

All parameters but one are fixed a priori from the first part of the chapter. One

additional parameter, determining the portion of β-crystal spherulites nucleated by

flow, is introduced. By doing so, an accurate description of the fraction of β-phase
crystals is obtained. The model accurately captures experimental data for fractions of

all crystal phases over a wide range of flow conditions (shear rates from 0 to 200 s�1,

pressures from 100 to 1,200 bar, shear temperatures from 130�C to 180�C). More-

over, it is shown that, for high shear rates and pressures, the measured γ-phase
fractions can only be matched if γ-crystals can nucleate directly on shish.
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1 Introduction

The phenomenon known as flow-induced crystallization (FIC) has important con-

sequences for production processes that rely on shaping semicrystalline polymers in

their molten state (e.g., injection molding, blow molding, and fiber spinning). The

reason is that the crystalline structure determines to a great extent the mechanical,

optical, and barrier properties [1, 2]. An illustrative example is an injection-molded

product of isotactic polypropylene (iPP), which is composed of layers of different

microstructures and even different phases (Fig. 1). At the surface, where the

material that enters the mold first comes in contact with the cold wall, a skin

layer is located consisting of quenched material. In this layer, the material is cooled

through the temperature window for crystallization in such a short time that

crystallization is suppressed and crystallinity decreases; a mesophase may even

form. Toward the center of the product, a shear layer is observed where flow effects

dominate, resulting in a highly oriented crystalline structure. A model that can

predict the formation of this layer is one of the main topics of this chapter. Further

from the wall, we find a fine-grained layer where the effect of flow is limited to an

increase in nucleation sites. The final morphology of this layer is still isotropic, but

the crystallization kinetics are strongly enhanced. Crystallization in the core of the

product is influenced by packing pressure, but largely unaffected by flow.
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Taking a closer look at the crystalline morphology in the shear layer, so-called

shish-kebabs appear. Shish are fibrillar crystalline structures on which kebabs grow

radially outward. These kebabs are also known as parent lamellae, because on their

(010) lateral surface another species of lamellae, known as daughters, nucleate

[3, 4]. Figure 2 depicts the three morphologies in a schematic way.

As the present work is focused on modeling the formation of multiple crystal

morphologies and crystal phases, a concise overview of the various crystal phases

that can be formed by iPP is given. Four different crystal phases can be present in

stereoregular iPP. Most dominantly present is typically the α-phase [6], formed at

atmospheric pressure and low to moderate cooling rate. Crystallization under the

influence of moderately strong flow conditions or specific nucleating agents can

induce the β-phase [7], whereas crystallization of the γ-phase can be achieved in

several ways, such as inclusion of small amounts of 1-olefin co-units [8], introduc-

tion of stereo- and regio-irregularities controlled by a metallocene catalyst [9, 10],

use of materials of very low molecular weight [11], or crystallization under elevated

pressure and high temperature [12, 13]. The latter is especially relevant in the

context of the present work. Additionally, the formation of stable crystalline phases

skin
layer

core
layer

shear
layer

fine-
grained

layer

Fig. 1 Layered crystalline structure in an injection-molded product
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can be suppressed in favor of a mesomorphic phase [14, 15] at high cooling rates

(>100 K/s). For completeness, we should also mention the recently discovered

δ-phase (in iPP with long branches [16]) and ε-phase (in stereodefective polypro-

pylene [17]).

1.1 State of the Art

Work from the group of Janeschitz-Kriegl and coworkers can be considered as one

of the milestones in the field of FIC of polymer melts. They introduced the short-

term flow protocol to systematically study FIC [18], wherein a sample is subjected

to a well-defined flow field for a short duration compared with the crystallization

time; isothermal crystallization is monitored afterward. Because timescales for flow

and crystallization are separated, this protocol isolates flow-induced structure

formation. Using this protocol, flow-induced point-like nucleation (appearing for

low to mild flow rates) has been thoroughly characterized, using a shear cell

combined with optical microscopy, for iPP [19–28], isotactic poly(1-butene) [29–

31], and poly(lactic acid) [32]. Alternatively, a rheometer can be used to apply flow

and monitor subsequent crystallization in terms of rheology [32–38]. Using a model

for the crystallinity dependence of rheological properties [39, 40], it is even

possible to extract nucleation density from rheological data [25, 35]. The evolution

of rheological properties with flow-induced structure formation may also play a

complex role when strong flows are concerned; it has been observed that the

amount of flow-induced structure saturates at a certain level, presumably as a result

of decreasing deformation rate caused by increasing viscosity [41, 42].

For high deformation rates, the effect of flow is no longer limited to an increase

in nucleation sites and can cause the appearance of oriented structures. The transi-

tion is quite sharp, and the critical flow conditions for the appearance of oriented

structures has received attention from a number of authors [18, 35, 43–47].

shish

kebab / parent

daughterFig. 2 Depiction of a shish

with parent kebabs and

daughter lamellae. The

surface area of a kebab on

which both parent and

daughter morphology can

grow is denoted by ψ1,p.

Reproduced with

permission of the copyright

owner [5]
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For such experiments, a shear cell is combined with in-situ X-ray diffraction (XRD)

[4, 48–53], birefringence [18, 23, 43], or light scattering [46], or examined ex-situ

with microscopy [4]. The critical flow conditions are usually expressed in terms of

stress [4, 44], mechanical work [35, 45], or shear rate for a fixed strain [43]. It has

been shown in a number of papers that long chains play a catalytic role in the

formation of shish-kebabs [23, 41, 47, 49, 54]. However, their concentration in such

structures is not high compared with the rest of the material [55].

Another issue is the speed at which flow-induced structures crystallize. The well-

known Kolmogorov–Avrami equation [56, 57] accurately captures the crystalliza-

tion kinetics of spherulites, even when their number density is strongly increased by

flow [35, 58]. However, for shish-kebab structures, in-situ XRD has revealed that

the Avrami model often fails [49, 59–61].

Regarding the modeling of structure creation, most authors relate FIC to defor-

mation on a continuum level. Most literature focuses on the case of flow-induced

(point-like) nucleation. The Janeschitz-Kriegl group found scaling laws for flow-

induced nucleation density as a function of mechanical work [62]. Their approach

was extended by the Peters group, who coupled flow-induced nucleation rate to

backbone stretch [63–66]. Because the chains on the high side of the molecular

weight distribution are most likely to be stretched, this effect is dominated by the

longest chains in the material [21, 29, 63, 67], that is, in a multimode viscoelastic

model by the mode with the highest relaxation time(s). Based on an extension of the

Schneider rate equations [68] proposed by Eder and coworkers [18, 69], Zuidema

et al. proposed a model that calculates shish density (i.e., the line nucleation density

for kebabs) from continuum-level deformation [63]. Their model was validated to

capture accurately the shear layer thickness in a number of experiments

[63, 66]. Several other authors have adapted an expression for free energy to

incorporate deformation and derive nucleation rate [38, 70–76]. Crystallization

rate can be calculated using these models, but no information about the final

morphology is obtained. Ultimately, most of these models are of a phenomenolog-

ical nature, which capture limited sets of experimental data quite well but lack

predictive capabilities relevant for processing conditions. Because the final (aniso-

tropic) properties are determined by the crystalline morphology, we have chosen to

adopt the approach pioneered by the Janeschitz-Kriegl group and validate the

modeling with experimental data relevant for the processing conditions. Finally,

it should be noticed that some work was performed on models at a molecular level

[77–80]. Although insightful, this approach is computationally too expensive for

process modeling, which is the ultimate application goal for the type of modeling

presented here.

1.2 Scope

The work presented in this chapter is aimed at modeling various aspects of FIC in

polymer melts. The goal is to develop a predictive modeling framework that can be

used to exploit fully a broad set of experimental data, which are often too complex
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to yield quantitative results without an intermediate modeling step. The modeling

framework developed describes various aspects of FIC, such as nucleation and

growth of isotropic and oriented structures, formation of multiple crystal phases and

morphologies, and the enhancement of crystal growth rate as a result of flow-

induced molecular orientation. The full modeling framework can be used to

research certain aspects of FIC by applying it to model experiments, or parts of

the framework can be used as building blocks in a code for modeling real produc-

tion (shaping) processes. Because flow-induced point-like nucleation has been

extensively described in the literature, we focus here on FIC under strong flow

conditions, yielding highly oriented crystal structures. We focus on experimental

data obtained for iPP, but similar modeling has been successfully used to predict

FIC kinetics for linear low density polyethylene (LLDPE) and poly(1-butene)

[29, 81] and is now being applied to poly(lactic acid).

This chapter is divided into two parts. The first part (Sects. 2 and 3) focuses on

modeling shear layer thickness and crystal orientation in a slit flow geometry, with

shear rates relevant for injection molding (up to 1,000 s�1). The second part

(Sect. 4) considers conditions in which flow rate and pressure are varied indepen-

dently, resulting in formation of various crystal phase compositions. The modeling

framework to describe both scenarios is the same, but different parts of the

framework are highlighted.

2 Experimental

The models presented in this chapter are validated with experimental data from two

types of experiments. This section introduces both types.

2.1 Material

The material used in both experiments described below is an iPP homopolymer

(Borealis HD601CF, Mw¼ 365 kg mol�1, Mn¼ 68 kg mol�1), also the material of

choice for many other crystallization studies [35, 82]. The material contains no

nucleating additives. The model used in this work calculates nucleation rate and

longitudinal shish growth rate from backbone stretch on a continuum level. The

former is calculated from stretch of a mode representative of the longest chains in

the material and the latter from stretch of an average mode. The extended pom-pom

(XPP) model [83] is used to calculate the backbone stretch, with parameters for the

XPP model as given in Sect. 3. Full rheological characterization of the material and

parametrization of the XPP model are presented in the literature [35, 84].

248 P.C. Roozemond et al.



2.2 Extended Dilatometry

The experiments were performed in the Pirouette apparatus [67, 82, 85]. This

extended dilatometer can be used to monitor specific volume of a material at a

range of temperatures and pressures. It possesses the added ability to subject the

material to shear flow in a Couette cell.

The experimental protocol is as follows: starting from the molten state,

Tm¼ 230�C, the material is cooled at ~1�C/s to room temperature under isobaric

conditions at four different pressures (p¼ 100, 500, 900, 1,200 bar). During cooling,

a shear pulse is applied with fixed duration of 1 s and varying shear rate of _γ ¼ 0,

3, 10, 30, 100, 180s�1 at undercooling of 30�C or 60�C. The undercooling is the

difference between the temperature at which the shear pulse is applied and the

melting temperature, taking into account the variation in melting temperature with

pressure according the Clapeyron equation [86] (Eq. 34). The melting temperature at

atmospheric pressure is taken as 197�C. All experimental conditions are summarized

in Table 1. The specific volume of the material is monitored and the experimental

crystallization temperature defined as shown in Fig. 3. Van Erp et al. [67] determined

that this point corresponds to a space filling of ~10%.

Table 1 Overview of all experimental conditions

Pressure (bar)

Undercooling Shear temperature Shear rates

ΔT _γ
�Cð Þ T _γ

�Cð Þ _γ s�1ð Þ
100 30 167 0, 10, 30, 100, 180

500 30 179 0, 10, 30, 100, 180

900 30 190 0, 10, 30, 100, 180

1,200 30 201 0, 10, 30, 100, 180

100 60 137 0, 3, 10, 30, 100, 180

500 60 149 0, 3, 10, 30, 100, 180

900 60 161 0, 3, 10, 30, 100, 180

1,200 60 170 0, 3, 10, 30, 100, 180

T

ν

ν
s

ν
m

shear

Tc
γ

Tc
Q

ν
T

Fig. 3 Experimental protocol: Solid line indicates crystallization under quiescent conditions and

the dashed line crystallization after a shear pulse. Reproduced with permission of the copyright

owner [87]
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The effect of flow on the crystallization kinetics is expressed by the dimension-

less transition temperature Θ,

Θ ¼ Tc
_γ:

TQ
c

; ð1Þ

with Tc
Q being the crystallization temperature under quiescent conditions and Tc

_γ:

the crystallization temperature after shear. Hence, Θ¼ 1 if shear has no effect and

increases with shear rate.

Ex-situ wide-angle X-ray diffraction (WAXD) single-shot experiments were

performed on the solidified samples at the Dutch–Belgian (DUBBLE) beamline

BM26 [88] of the European Synchroton Radiation Facility (Grenoble, France)

using a high-resolution Pilatus 1M detector and a wavelength of λ¼ 1.033 Å.
Two-dimensional (2D) images were acquired and corrected for spatial distortion

and for scattering of the empty sample cell [82]. Volume fractions of α-, β-, and
γ-phases were obtained from WAXD images, as described by van Erp et al. [82].

2.3 Slit Flow

Flow was applied in a confined slit flow geometry within a modified multipass

rheometer by moving two pistons, between which the material was confined, in the

same direction. This setup allows simultaneous probing of rheology, via pressure

transducers positioned near both pistons, and of structure development through

diamond windows in the slit placed halfway between both pistons. Part of the

experimental data used for validation purposes has already been presented else-

where [61]. The reader is referred to this paper for a full description of the

experimental setup. Samples remained molten at 220�C for 10 min to erase

thermomechanical history. Next, the samples were cooled to a temperature of

145�C and subjected to flow at different piston speeds for different flow durations

(see Table 2). The material near the pistons was kept above the melting temperature

to guarantee proper functioning of the pressure transducers.

Table 2 Experimental conditions in the multipass rheometer

Piston speed [mm/s] Flow duration [s] _γ w s�1½ � σw [MPa]

60 0.25 370 0.121

80 0.25 500 0.135

100 0.11–0.20–0.23–0.25 635 0.147

120 0.11–0.17–0.20–0.23 769 0.157

140 0.20 904 0.166

Wall shear rate _γ w and wall shear stress σw were calculated at steady state using a Carreau–Yasuda

model for the shear rate dependence of the viscosity

250 P.C. Roozemond et al.



Morphological and structural developments were evaluated during flow and

during subsequent isothermal crystallization using WAXD. During and immedi-

ately after flow, 2D patterns were recorded at a frequency of 30 Hz for a total time

of 2 s using a Pilatus 300 K detector. Subsequent isothermal crystallization was

monitored in a higher azimuthal range (>90�) using a Frelon detector with an

acquisition time of 2.66 s per frame and a total duration of 22 min.

Crystallinity evolution was calculated from the radially integrated patterns as the

ratio between the scattered intensity by crystals and the total scatter intensity. The

separate crystallization kinetics of the kebab lamellae and the branching lamellae

(known as daughters [89]) was determined from the Frelon detector signal. For the

data collected with the Pilatus, the area of the reflection is given by the area

underneath the (isotropic) baseline-subtracted scattering pattern. Regarding the

patterns acquired with the Frelon detector, azimuthal scans of the (110) reflection

were fitted by Lorentzian peaks, which were integrated to obtain the area of the

peaks. Proper geometric corrections were applied [90]. Examples of procedures for

both detectors are given in Fig. 4.

It is important to note that the crystallinity obtained in this way is an apparent

crystallinity because it is an average over the slit thickness. Because the shear rate is

maximal at the wall of the channel and zero in the center, crystallinity progresses

faster at the walls than at the center.

Herman’s orientation factor [91, 92] was applied to quantify the average level of
molecular orientation in the sample thickness direction and at the location of the

diamond window. The orientation factor is denoted by fH, which is defined as

fH ¼ 3 cos 2ϕ
� �� 1

2
; ð2Þ

isotropic baseline

(a) (b)

parent
daughter

parent

Fig. 4 Azimuthal scans of the (110) diffraction of WAXD patterns (insets) obtained with (a)

Pilatus detector and (b) Frelon detector. Flow direction is vertical. Reproduced with permission of

the copyright owner [5]
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where ϕ is the angle between the crystallographic axis and a reference axis (in this

case the flow direction) and ⟨cos2ϕ⟩ is the average value of the cosine squared of

this angle given by

cos 2ϕ
� � ¼

Z π=2

0

I ϕð Þ cos 2ϕ sinϕdϕZ π=2

0

I ϕð Þ sinϕdϕ
ð3Þ

The orientation factor fH is zero for a fully random orientation and 1.0 or �0.5 for a

sample fully oriented parallel or perpendicular to the machine direction, respec-

tively. Orientation functions for the b- and c-axes, fb and fc, were extracted from the

baseline-subtracted (110) and (040) reflections taken from the Frelon recorded 2D

WAXD patterns. Because only low levels of γ- and β crystals were detected, it is

assumed that all reflected intensity originated from monoclinic α-crystals.
Defining the angles E and σ between the b- and c-axes and the flow direction, and

assuming rotational symmetry of all oriented structures, the orientation functions

were obtained according to Eq. 2, with:

cos 2ε
� � ¼ cos 2ϕ040

� � ð4Þ
cos 2σ
� � ¼ 1� 0:901 � cos 2ϕ040

� �� 1:099 � cos 2ϕ110

� � ð5Þ

where ⟨cos2σ⟩ was calculated using Wilchinsky’s method [93].

3 Formation of Multiple Morphologies at High Shear Rates

A number of models have been developed in attempts to capture the formation of

shish-kebabs and the resulting shear layer. Liedauer et al. coupled the parameter

_γ 4t2s , with shear rate _γ: and flow time ts, to the density of shish [18], see also

[69]. Their approach was used as a starting point for the Eindhoven group, who

linked nucleation rate to deformation of the high molecular weight mode on a

continuum level [21, 29, 63] and subsequent shish growth (after overcoming a

critical flow criterion) to deformation of a mode corresponding to the average

molecular weight [63, 64, 66]. This approach was validated in terms of shear

layer thickness in both channel flow and capillary rheometer. The model was also

validated as accurate in terms of crystallization kinetics in extended dilatometry

experiments [67].

Recent experiments using piston-driven channel flow have revealed a strong

coupling between structure formation and rheology [61, 94]. As a result of this self-

regulating effect, the density of shish within the shear layer is, for strong enough

flows, independent of flow conditions. The only affected parameter is the shear

layer thickness.
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We present a model that includes all important physical mechanisms to

explain these observations. The creation rate of flow-induced nuclei is governed

by stretch in the high molecular weight tail, as in previous work from the

Eindhoven group. The shish growth mechanism is based on the “streamers” concept

proposed by the Kornfield group [41], and shish growth rate is taken to be

directly proportional to shear rate. The effects of compressibility, nonlinear visco-

elasticity, nonisothermal conditions caused by shear heating, and heat release as a

result of crystallization are significant and, therefore, all taken into account. It is

hypothesized that shish influence the rheology in their surroundings on a scale that

is much larger than their radius. The model has been extensively validated by

channel flow experiments in terms of pressure drop, crystallinity, and shear layer

thickness.

We attempted to extend the well-validated phenomenological model for point-

like nucleation to creation of oriented structures and the accompanying viscosity

increase to investigate the physics that are at play. Some of the open questions that

we have tried to answer are:

• Is there a critical flow criterion that needs to be surpassed before shish appear?

• What determines shish propagation speeds?

• At what stage in the FIC process do shish noticeably start altering the viscosity

of the polymer melt?

• What governs Hermans’ orientation factor, which can be related to mechanical

properties [1]?

3.1 Model

The model presented in this section is solved numerically in two dimensions with

an in-house finite element method (FEM) code. The material confined between the

two pistons is tracked using a moving mesh. The left boundary corresponds to the

driving piston (see Fig. 5). The right boundary corresponds to the material boundary

near the co-moving piston. The other nodes move accordingly with a linear

dependence. The arbitrary Lagrangian Eulerian (ALE) formulation [95] is

employed to take the moving mesh into account. Because compressibility plays a

significant role and, therefore, the motion of the left and right material boundary is

different during flow start-up, there is stretching and compression of the mesh in the

flow direction. The governing equations are solved sequentially per time step with

semi-implicit Euler time stepping and semi-implicit formulation of the stress in the

momentum balance [96]. A number of stabilization techniques were employed:

discrete elastic-viscoelastic stress split (DEVSS) [97, 98], streamline-upwind

Petrov–Galerkin (SUPG) [99], and log-conformation representation (LCR) [100].
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3.1.1 Geometry

Figure 5 schematically shows the domain for which the governing equations are

solved, corresponding to half of the slit in which the experiments were conducted.

The thickness of the slit in the velocity gradient direction is d¼ 1.5 mm and the

length between the two pistons L� 185 mm. The polymer melt (area enclosed by Γ1
and Γ4) is confined between two pistons (area Γ1�Γ2�Γ3�Γ4). By simulta-

neously moving the pistons in the same direction, the material is subjected to a

Poiseuille flow. Near both pistons, pressure transducers are embedded in the steel of

the barrels. The distance between the two pressure transducers is 160 mm. To avoid

structure formation influencing the pressure measurements, the barrels are kept at

220�C. The barrels and the measurement geometry (kept at 145�C) are separated by
ceramic rings. Thermocouples are embedded in the steel at a distance of 0.5 mm

from the wall of the flow geometry. The information from these thermocouples is

used for the boundary condition regarding temperature: T¼ 220�C on Γ7�Γ9�Γ4
and Γ2�Γ8�Γ5, and T¼ 145�C on Γ6.

3.1.2 Momentum Balance

The momentum balance is given by

ρ pð ÞDu
Dt

¼ �∇pþ∇ � τ þ∇ � 2ηsDð Þ; ð6Þ

where u is velocity and ρ is the density of the material, which depends on the

pressure p according to Eq. 10. The material derivative Du
Dt ¼ ∂u

∂t þ u �∇u
� �

.

X-Ray

d/2

dthermocouple

polymer
diamond
window

pressure transducer pressure transducerthermocouplethermocouple

driving piston co-moving piston

2=T
C°

02 022=T
C°°

5 41= T
C

ceramic ring

L

Γ1

Γ2

Γ3

Γ4

Γ5Γ6Γ7

Γ8Γ9

220°C

145°C

T0

steel

ceramic ring

Fig. 5 Geometry of the multipass rheometer. The graph below indicates the initial conditions for

temperature. Reproduced with permission of the copyright owner [5]
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A viscous component with viscosity ηs¼ 10�2 Pa s is added for numerical reasons.

The deformation rate tensor is denoted by D. The extra stress is given by

τ ¼
X
i

Gi ci � 1ð Þ; ð7Þ

where ci is the conformation tensor of mode i, calculated with the XPP viscoelastic

model [101] (see Sect. 3.1.3).

Boundary and Initial Conditions

The fluid is at rest at the start of the simulation (t¼ 0):

• u¼ 0 for all x

On the driving piston, the velocity is prescribed:

• ux¼ vpiston, on Γ1
• uy¼ 0, on Γ1

On the centerline we have:

• ∂u
∂y ¼ 0, on Γ2

and on the wall:

• u¼ 0, on Γ4

On the wall near the pistons, a small slip velocity is applied in the x-direction to

avoid singularities at points where the pistons and the wall meet. The velocity at the

wall is equal to the piston speed at the pistons and falls linearly to zero in 4 mm. At

the co-moving piston, we define a zero force constraint:

• F¼ 0, on Γ3

Hence, the material does not stick to the co-moving piston (which would result

in pressure less than 0). Instead, the material at this end of the channel has a straight,

free surface. The velocity of this free surface becomes an extra unknown, which in

steady state is equal to the velocity of the driving piston but increases to this steady

state with a time scale governed by compressibility effects.

3.1.3 Viscoelastic Fluid Model

The rheological behavior of the material is modeled using the multimode XPP

model. This model was originally developed for branched polymer melts, but was

later found to also accurately describe the behavior of linear polydisperse melts

[83, 101]. The conformation tensor is given by
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c
∇
i þ 2

exp vi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr ci=3

p � 1
� �h i

λs, i
1� 3

tr ci

	 

ci þ 1

λb, i

3ci

tr ci
� I

	 

¼ 0: ð8Þ

Here, c
∇
i denotes the upper convected derivative of the conformation tensor of mode

i, λb,i denotes the relaxation time for backbone tube orientation of mode i, λs,i
denotes backbone stretch relaxation time of mode i, and the parameter vi depends on
the number of arms of the molecule qi following vi¼ 0.1/qi [83]. The Giesekus α-
parameter is set to 0. The backbone stretch, used in the crystallization model to

calculate nucleation density, is given by

Λi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr ci=3ð Þ

p
: ð9Þ

The linear viscoelastic spectrum of the iPP used in this study, obtained from

small angle oscillatory shear (SAOS) measurements, is given in Table 3 (i¼ 2–7).

The stretch relaxation times (needed to calculate backbone stretch in the XPP

model) are somewhat difficult to determine, as this material hardly shows strain

hardening in the range of strain rates that can be probed by the usual experimental

techniques [21, 84]. The relation λs,i� λb,i/4 has been observed for several other

polydisperse linear polymer melts [83]. Therefore, we took λs,i� λb,i/4 and q¼ 1 for

all modes, except for the mode with the longest relaxation time. For the latter, the

parameters were obtained from a fit to uniaxial extensional viscosity data

[84]. There is some ambiguity in the way these relaxation times are determined.

However, the approach is phenomenological and some uncertainty is permitted

because of the scaling parameters that link structure formation to these rheological

variables. All relevant rheological parameters for the average and long modes are

given in Table 3. To capture steady-state pressure drop values it was necessary to

add an additional mode with low relaxation time (mode 1 in Table 3), the viscosity

of which was chosen such that steady-state pressure drop values for the lowest

piston speeds were in acceptable agreement with experimental values. This is

justified because SAOS does not probe the material at shear rates in excess of

1,000 s�1, even with the use of time–temperature superposition. Pressure depen-

dence of relaxation times was not implemented. Although this effect is appreciable

at relevant pressures (200 bar gives a 1.38-fold increase in relaxation times [67]),

Table 3 Linear viscoelastic spectrum at Tref¼ 220�C

Mode

Viscosity η0,
i [Pa s]

Backbone tube

relaxation time λb,i [s]
Backbone stretch

relaxation time λs,i [s]
Number of

arms qi [�]

1 20.0 5� 10�5 2� 10�5 1

2 131 0.0014 3.5� 10�4 1

3 303 0.011 2.7� 10�3 1

4 480 0.060 1.5� 10�2 1

5 377 0.29 7.3� 10�2 1

6 183 1.67 0.42 1

7 46.0 11.5 2.21 12

256 P.C. Roozemond et al.



start-up behavior is not affected because it is dominated by compressibility effects.

The only significant effect would be a vertical shift in pressure drop. Hence, to

obtain good agreement with experimental results, the viscosity of the shortest mode

would be lower, but the overall results would not be affected. Relaxation times shift

with temperature according to an Arrhenius relation, with activation energy

Ea¼ 40 kJ/mol.

3.1.4 Compressibility

The compressibility of the material is taken into account by considering the

polymer melt to be like an elastic solid in volume,

p ¼ p0 � KlnJ: ð10Þ

Here, p is pressure, p0 initial pressure,K the compression modulus, and the Jacobian

J¼ det F with F being the deformation gradient tensor between the initial (refer-

ence) configurationΩ0 and the current configurationΩ. The Jacobian J is a measure

of the change in volume. For iPP, the compressibility modulus K¼ 109 Pa

[102, 103].

3.1.5 Heat Balance

The crystallization process, both in terms of structure formation and crystal growth,

is strongly dependent on temperature. To calculate the temperature distribution, the

heat balance is solved,

ρkcp,k
DT

Dt
¼ λk∇2T þ ρkχ1ΔH _ξ þ σ : D; ð11Þ

where subscript k denotes polymer or steel. Values of parameters are given in

Table 4. The first term on the right-hand side represents heat conduction, the second

Table 4 Material parameters for the heat balance

Parameter Symbol Value [unit] Reference

Density (polymer) ρp 800 [kg/m3] [66]

Heat capacity (polymer) cp,p 3,157 [J/kg K] [66]

Heat conduction coefficient (polymer) λp 0.11 [W/m K] [66]

Final crystallinity χ1 65 [%] [52]

Heat of crystallization ΔH 207 [J/g] [66]

Density (steel) ρs 8,000 [kg/m3] [104]

Heat capacity (steel) cp,s 670 [J/kg K] [104]

Heat conduction coefficient (steel) λs 80 [W/m K] [104]
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term latent heat release as a result of crystallization (Eq. 28), and the third term

shear heating, with stress calculated from the XPP model (Eq. 8). We do not take

into account the changes in specific heat, thermal diffusivity, and density with

temperature or during the phase transition from the molten to crystalline phase.

Because most of the heat is generated by shear heating during flow, we expect these

effects to be minor while all the polymer is in the molten phase. Moreover, the

anisotropy of thermal diffusivity, which can be significantly increased in the

direction of flow [105], is not accounted for. Because the thermal gradient in flow

direction in our experiments is generally quite small and the thermal diffusivity

perpendicular to flow direction is affected much less [105], we trust this is a

reasonable approximation.

Boundary and Initial Conditions

The initial conditions for temperature are shown in Fig. 5. In both barrels, the

temperature is 220�C with a gradient over the ceramic rings. In the flow geometry,

the temperature is 145�C. For boundary conditions, we prescribe the temperature of

the barrel on both pistons:

• T¼ 220�C on Γ4�Γ9 and on Γ2�Γ8

On the centerline, we have:

• ∂T
∂y ¼ 0, on Γ2

On the horizontal line coinciding with the thermocouples in the metal part, we

prescribe:

• T¼ 220�C on Γ5, Γ7
• T¼ 145�C on Γ6
• The temperature varies linearly from 220�C to 145�C on the ceramic rings

3.1.6 Structure Formation

Extensive research during the past decade into the phenomenon of FIC has indi-

cated that flow-enhanced point-like nucleation is dominated by the chains at the

high end of the molecular weight distribution [21, 29, 106]. Following earlier

experiences by Steenbakkers and Peters [21], Roozemond and Peters [29], Custódio

et al. [66], and van Erp et al. [82], the creation rate of point-like nuclei is coupled in

a phenomenological way to the momentary stretch in the high molecular weight tail

of the material (corresponding to the mode having the longest relaxation time;

mode 7 in Table 3) on a continuum level,
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DNf

Dt
¼ gn T; pð Þexp μn Λ2

hmw � 1
� �� �

: ð12Þ

Here, Λhmw is the backbone stretch calculated using the XPP constitutive model

[83] and μn and gn are scaling parameters, the latter of which depends on temper-

ature and pressure following

gn T; pð Þ ¼ gn, ref10
cn,T T�Trefð Þþcn,p p�prefð Þ ð13Þ

All parameters in the above equations are given in Table 5. Characterization of this

model is discussed in Sect. 3.2.1.

The growth mechanism in our model (see Fig. 6) is based on the “streamers”

concept proposed by the Kornfield group [41]. Shish propagate in lengthwise

direction by the addition of chain segments with length ξseg. In a crude sense, the

flow attaches these segments as crystals to the tip of the shish. Because deformation

rates in the channel are high (possibly even more so in the surroundings of a shish

[107]), we can assume that the material deforms affinely. We can then express the

lengthwise propagation speed of a shish as

vprop ¼ _γ ξseg: ð14Þ

In our model, all nucleation sites grow in lengthwise direction with this mechanism.

Therefore, the total line nucleation density for kebabs (i.e., the specific shish length)

is given by

DLtot
Dt

¼ 2Nf _γ ξseg: ð15Þ

Table 5 Parameters for the

flow-induced nucleation

model at reference

temperature of 166�C and

reference pressure of 100 bar

Parameter Value [unit]

gn,ref 1012 [m�3 s�1]

cn,T �0.016 [�C�1]

cn,p 7.58� 10�4 [bar�1]

μN 0.03 [�]

2L

seg

reff

ξseg

Fig. 6 Depiction of

segment addition to a shish.

Reproduced with

permission of the copyright

owner [5]
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Note that there is no critical flow condition for the formation of shish, as was used in

previous versions of FIC modeling [63]. However, for weak to mild flow condi-

tions, no shish creation is observed because both nucleation rate _N f and propagation

rate _L: are low for such flow conditions. There is no explicit dependence on

molecular weight in the growth rate of shish; this comes in via the nucleation

rate, which is coupled to backbone stretch in the high molecular weight tail.

It has been observed that shish strongly influence the rheology of the melt before

the crystalline volume fraction reaches considerable proportions [94]. Chains pro-

truding from the shish into the melt, so-called “hairs” [108, 109], were hypothe-

sized to influence the rheology on a macroscopic scale. This is implemented in an

empirical way. The dynamic viscosity as a function of space filling is accurately

described by the simple equation [39, 110]

log10

��η*�� ξ;ωð Þ��η*�� ξ ¼ 0,ωð Þ

 !
¼ log10 μ ωð Þð Þξ; ð16Þ

where

μ ωð Þ ¼
��η*�� ξ ¼ 1,ωð Þ��η*�� ξ ¼ 0,ωð Þ ð17Þ

is the frequency-dependent ratio between the dynamic viscosity of the solidified

and molten materials. Obviously, there are a number of limitations to this approach

that restrict its suitability for the current conditions. First, the materials described in

the literature [39, 110] crystallized in quiescent conditions, yielding spherulites,1

whereas under the experimental conditions used here the material crystallizes in

highly oriented, more elongated structures. Second, the approach was validated

only for small angle oscillatory shear, whereas in this case the material is flowing

with _γ � 1000s�1. Therefore, the relevant material properties are not only the

linear viscoelastic properties, but also the nonlinear viscoelasticity. We also expect

shear-thinning behavior to be affected by this more solid-like phase [111]. Unfor-

tunately, at the moment we are unable to formulate a more detailed model for these

complex structures. The most straightforward way of implementing the proposed

effect, requiring the least number of adjustable parameters, is to adjust the viscosity

of the material via the modulus. Therefore, following Pogodina et al. [58], we

express the moduli of the material as

Gi ¼ G0, i10
log10 μð Þveff : ð18Þ

1The influence of spherulite growth on rheology has already extensively been modeled and tested

[25, 39, 40].
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Here, G0,i is the modulus of mode i in the molten state as given in Table 3, μ is the

ratio between moduli of crystal and melt, typically for iPP μ¼ 104 [35]. Finally, veff
is the effective space filling of shish-kebabs, taking into account their hairy nature,

given by

veff ¼ 1� exp �πLtotr
2
eff

� �
: ð19Þ

Here, reff is the effective radius of a shish. Because of the number of uncertainties in

this approach, we treat reff as an adjustable parameter. A priori, we expect reff to be
about 35 nm, because shish have a typical radius of 10 nm and the average radius of

gyration of this material is estimated to be 23.5 nm [112].

3.1.7 Crystallization Kinetics

As a result of the speed at which crystallization progresses under the conditions of

interest, the heat released during crystallization cannot diffuse fast enough to keep

the sample at constant temperature. Therefore, the temperature dependence of the

crystal growth rate needs to be accounted for. The growth rate in quiescent

conditions can be calculated with [113]

Gq ¼ Grefexp �cG T � Trefð Þ2
� �

; ð20Þ

where Gq is the crystal growth rate in quiescent conditions, and Gref and cG are

parameters given in Table 6. The reference temperature Tref depends on pressure

according to the Clapeyron equation,

Tref pð Þ ¼ T0
ref þ ζ p� p0ð Þ: ð21Þ

Pressure p is measured in bar, with the reference pressure p0 being 1 bar. The

pressure dependence of the melting temperature ζ is 27.5�C/kbar [86]. The refer-

ence temperature T0ref is given at p¼ 1 bar in Table 6.

Additionally, as proposed by Roozemond et al. [89], the growth of kebabs is

promoted during the flow pulse and relaxation afterward because chains are ori-

ented in the c-axis direction of their unit cells [49, 59]. We account for this in the

following way: during flow, the growth rate of parents is increased by a factor μflow.

Table 6 Material parameters for the crystallization kinetics [113]

Quantity Symbol Value [unit]

Maximum crystal growth rate Gref 4.5 [μm/s]

Growth rate temperature dependence cG 0.0023 [1/K]

Reference temperature T0ref 363 [K]
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After flow, this effect relaxes because chains relax toward their equilibrium con-

formation with a time scale λG. The growth rate of parent lamellae Gp is given by

Gp t; Tð Þ ¼ Gq Tð Þ 1þ μflowexp �t=λGð Þ½ �; ð22Þ

where μflow is the additional growth rate due to flow, λG is the relevant time scale for

relaxation of this effect, and t is the time since cessation of flow. In the present

experiments, we use the same values as found in Roozemond et al. [89], μflow¼ 4

and λG¼ 9 s.

The chain orientation and stretch in the flow direction make crystallization in the

daughter morphology less preferable. However, because growth of daughter crys-

tals only becomes noticeable when the chains have relaxed to their equilibrium

conformations, we take the growth rate for this species as always being equal to the

quiescent growth rate. For isotropic spherulites, we also take the growth rate to be

equal to the value in quiescent conditions,

Gd Tð Þ ¼ Gsph Tð Þ ¼ Gq Tð Þ: ð23Þ

To calculate crystalline volume fraction from the nucleation density, specific

shish length, and crystal growth rate, two sets of coupled differential equations are

used. The first set, also known as the Schneider rate equations [23, 68], describes

the evolution of the number density, radius density, area density, and undisturbed

volume fraction for spherulites from the measured temperature- and pressure-

dependent nucleation density and crystal growth rate. These equations read:

Dϕ3

Dt
¼ 8π _N ϕ3 ¼ 8πNð Þ,

Dϕ2

Dt
¼ Gsphϕ3 ϕ2 ¼ Rtotð Þ,

Dϕ1

Dt
¼ Gsphϕ2 ϕ1 ¼ Stotð Þ,

Dϕ0

Dt
¼ Gsphϕ1 ϕ0 ¼ Vtotð Þ;

ð24Þ

where Gsph is the crystal growth rate as determined from Eq. 20. The flow-induced

nucleation rate
DNf

Dt
is given by Eq. 12. For the kebabs growing on shish (parents)

we have:

Dψ2,p

Dt
¼ 4π _L tot,

Dψ1,p

Dt
¼ Gpψ2,p,

Dψ0,p

Dt
¼ Gpf pψ1,p:

ð25Þ
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Here, Ltot denotes the specific shish length given by Eq. 15, Gp is the crystal growth

rate of parent species, and ψ2,p, ψ1,p, and ψ0,p are measures for the shish length per

unit volume, the surface area of kebabs, and undisturbed volume of kebabs,

respectively. The volume fraction of the shish is neglected because it is very

small compared with the total volume of shish-kebabs; the radius of a shish is

about 10 nm [108], whereas the radius of a shish-kebab grows to about 100 nm

(cf. Roozemond et al. [94], Seki et al. [114]).

Following the model proposed by Roozemond et al. [89], daughter lamellae

nucleate on the surface of the parents,

Dψ0,d

Dt
¼ Gd f dψ1,p; ð26Þ

where ψ0,d is the undisturbed volume fraction of daughters. The surface area of

parent crystals, ψ1,p, is obtained from Eq. 25. This area acts as the nucleation site for

both parents and daughters, and is allocated to either parent or daughter morphol-

ogy based on their momentary growth rates [113]:

f p ¼ Gp

Gp þ Gd

f d ¼ Gd

Gp þ Gd

¼ 1� f p:
ð27Þ

Here too it is important that the crystallization of parent crystals is promoted during

flow; when the crystal growth rate of parents is increased with respect to the

quiescent value, more surface of the kebabs is assigned to nucleate parent crystals.

To correct for impingement, we use the Kolmogorov–Avrami equation [56],

ξ ¼ 1� exp �ϕ0 � ψ0,p � ψ0,d

� �
; ð28Þ

where ξ is the crystalline volume fraction or space filling. From Eq. 28, it follows

that the respective crystallization rates of spherulites, parents, and daughters are

given by

_ξ sph ¼ 1� ξð Þ _ϕ 0

_ξ p ¼ 1� ξð Þ _ψ 0,p

_ξ d ¼ 1� ξð Þ _ψ 0,d:

ð29Þ

When crystallization is complete, the total space filling ξ¼ ξsph + ξp + ξd¼ 1. By

looking at the individual contributions from the different morphologies, we can

quantify the final crystalline structure in terms of morphological composition.
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3.2 Results

3.2.1 Parameter Characterization for Point-Like Nucleation

Parameters for the FIC model were characterized using the experimental data from

extended dilatometry, as described in Sect. 2.2. Van Erp et al. determined the

critical shear rate for appearance of oriented crystalline structures using SAXS

[67, 82]. Generally, the morphology was isotropic for shear rates up to 100 and 30 s�1

for undercoolings of 30�C and 60�C, respectively. In this section we use only the

experiments that yielded exclusively isotropic structures to find the parameters for

our flow-induced nucleation model. This model calculates nucleation rate from the

backbone stretch of a high molecular weight mode:

_N f ¼ gn T; pð Þexp μn Λ2
hmw � 1

� �� � ð30Þ

where the pressure and temperature dependence of gn is given by Eq. 13. Hence, we
need to determine four parameters to fully characterize flow-induced nucleation: μn,
gn,ref, cn,T, and cn,p. To achieve this, the fitting is performed in three steps:

1. μn and gn,ref are determined from experiments withΔT _γ ¼ 30 �C and p¼ 100 bar

2. cn,T is determined from experiments with ΔT _γ ¼ 60 �C and p¼ 100 bar

3. cn,p is determined from experiments with ΔT _γ ¼ 30, 60 �C and p¼ 500,

900, and 1,200 bar
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θ
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∆ T flow = 30 ◦ C
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∆ T flow = 60 ◦ C

0 10 100 1000
1

1.02

1.04

1.06

1.08

1.1

0 10 100 1000
1

1.02

1.04

1.06

1.08

1.1

Fig. 7 Dimensionless crystallization temperature versus shear rate corrected for temperature and

pressure for (a) undercooling of 30�C (e.g., Tshear¼ 167�C at 100 bar) and (b) undercooling of

60�C (e.g., Tshear¼ 137�C at 100 bar). Open symbols show measurements, closed symbols show
calculations. Reproduced with permission of the copyright owner [5]
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The resulting parameters are given in Table 5. Calculations using these param-

eters are compared with experimental data in Fig. 7. The experimental data and

calculations show good agreement, indicating that, for these conditions, the

presented model gives an accurate representation of flow-induced nucleation.

3.2.2 Compressibility Effects

It is important to realize that, in such extreme conditions, compressibility of the

polymer melt plays an important role in start-up behavior. This is illustrated in

Fig. 8, where simulations and experiments are compared, with the only difference

being that in the results depicted in the left-hand figure the material is incompress-

ible, and compressibility is switched on for the results shown in the right-hand

figure. Clearly, the dominant time scale for flow start-up is the compressibility, as

was also observed by, for example, Hatzikiriakos and Dealy [115]. The upturn in

the measured pressure drop for higher flow rates is caused by structure formation,

which was turned off in these simulations.

3.2.3 Interplay Between Structure Formation and Rheology

Figure 9 demonstrates in detail the evolution of several quantities during flow with

a piston speed of 100 mm/s for 0.20 s. The flow start-up behavior is demonstrated

most clearly in the columns showing velocity and pressure. The temperature (not

shown in the metal part) clearly shows strong shear heating effects and increases by

as much as 5�C.
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Fig. 8 Time evolution of pressure drop over the slit. Symbols show measurements, lines show
simulations for the iPP used in this study, which is taken to be (a) incompressible or (b)

compressible. Signals are shifted in vertical direction for clarity. Reproduced with permission of

the copyright owner [5]
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The specific shish length is also presented in Fig. 9 (middle column). From

0.10 s, a significant part of the channel is filled with a large amount of shish (inter-

shish distance of roughly 100 nm). As a result, the viscosity of the material in this

region is increased, giving rise to a lower velocity, higher overall pressure drop, and

a high shear rate region where shish formation takes place and that propagates from

the wall toward the center.

3.3 Parameter Sensitivity Analysis

Figure 10 presents simulation results for a flow condition of 100 mm/s for 0.20 s,

with varying segment length ξseg. The radius at which shish influence the rheology

reff was kept constant at 50 nm. The segment length has only a minor influence on

the results. Notably, the specific shish length within the shear layer is hardly
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Fig. 10 (a) Pressure drop, (b) apparent crystallinity, and (c) shish length density at the window,

for varying ξseg. The radius at which shish affect the rheology is kept constant at reff¼ 50 nm.

Symbols show experimental data, lines show results from simulations. Reproduced with permis-

sion of the copyright owner [5]
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affected by the segment length. The main effect of varying ξseg is an increase in

shear layer thickness; because shish grow at higher speeds, the modulus increases

faster, causing faster propagation of the shear layer.

The specific shish length within the shear layer and the crystallization kinetics

are dominated by the effective radius of shish. This is demonstrated in Fig. 11,

where the radius at which shish affect rheology reff was varied. For low reff, shish
only start affecting rheology at a high density, resulting in a small shear layer with

high nucleation density and fast crystallization kinetics. The apparent crystallinity,

however, is quite low because the shear layer is thin. For high reff, the modulus of

the melt is already increased significantly for shish that are spaced far apart (i.e.,

low Ltot), causing fast propagation of the shear layer front but low total shish density

within the layer.

From Figs. 10 and 11, we conclude that good agreement with experiments is

obtained for the parameter set ξseg¼ 5 nm and reff¼ 50 nm. The segment length,

being of the order of nanometers, attains a sensible magnitude. The same goes for

the radius at which shish influence the velocity, being of the order of the radius of
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Fig. 11 (a) Pressure drop, (b) apparent crystallinity, and (c) shish length density at the window, for

varying reff . The segment length is kept constant at ξseg¼ 5 nm. Symbols show experimental data,

lines show results from simulations. Reproduced with permission of the copyright owner [5]
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gyration (shish radius of 10 nm plus the average radius of gyration of 23.5 nm for

this material [112] gives 33.5 nm).

However, it must be noted that no conclusions should be made concerning the

exact values of these parameters; the model is a very crude representation of what

might be the actual physics taking place. The flow field around a shish is probably

strongly distorted [107], so the macroscopic shear rate might be increased. More-

over, the approach for calculation of the effect of shish on rheology (Eq. 18) does

not take into account the influence of shish on the nonlinear viscoelastic properties.

Most probably, shish not only increase the modulus, but also significantly decrease

shear thinning behavior (similar to glass fibers, cf. Moigne et al. [111]). Therefore,

the relation used might underpredict the effect that shish have on viscosity at these

high shear rates. A more detailed model for the effect of shish-like structures on

nonlinear viscoelastic properties, possibly based on numerical calculations, is

highly desirable. A possible direction for such a model has been proposed by

Steenbakkers and Peters [39].

3.3.1 Validation with Experimental Results

The results described in the previous section show that good agreement with

experiments at a flow condition of 100 mm/s for 0.2 s are obtained for the two

adjustable parameters reff¼ 50 nm and ξseg¼ 5 nm. Using this parameter set, we

performed simulations for additional flow conditions. Comparison between exper-

iments and simulations are presented in Fig. 12. Simulations capture the experi-

mental data quite accurately, both in terms of pressure drop (Fig. 12a) and apparent

crystallinity (Fig. 12b). Note that for the fastest piston speed (140 mm/s), we only

show the calculated pressure drop up to 0.165 s. The reason for this is explained in

Sect. 3.3.2. One clear discrepancy concerns the crystallization during flow; our
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Fig. 12 Comparison between experiments (symbols) and simulations (lines) for five flow condi-
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(a) Pressure drop, (b) apparent crystallinity. Reproduced with permission of the copyright owner

[5]

Modeling Flow-Induced Crystallization 269



simulations clearly underpredict the early evolution of crystallinity, indicating that

the initial growth of shish-kebabs is much faster than in our model. A possible

explanation is that chains protruding from the shish into the melt have an enhanced

crystallization rate, an effect that is not accounted for in the current model.

Figure 13 depicts evolution of the parent/daughter ratio. Although the trend of

increasing parent/daughter ratio with flow strength is captured well by our simula-

tions, the exact values are generally underpredicted. This discrepancy might also be

resolved by a higher crystallization rate during flow. Because the growth of parent

crystals is favorable over growth of daughter crystals during and shortly after flow,

an increased crystallization rate would lead to an increased parent/daughter ratio.

Ultimately, this work is aimed at connecting processing conditions to final

properties. Schrauwen et al. [1] showed that yield stress is related to orientation

of the crystalline phase, expressed in the Hermans’ orientation factor of the c-axis
of the unit cell, fc. From our calculations, we can extract the Hermans’ orientation
factor from the volume fractions of parent and daughter crystals. Kebabs (parents)

have their c-axis oriented parallel to flow direction (i.e., fc¼ 1), whereas daughter

lamellae are oriented at an angle of approximately 80� with respect to flow direction

( fc¼�0.45). The Hermans’ orientation factor in an oriented crystalline piece of

material is therefore given by

f c ¼
1*ξp � 0:45ξd

ξp þ ξd
; ð31Þ

with ξp and ξd being the volume fractions of parents and daughters, respectively.

The X-ray beam traverses across the thickness direction in the present experiments;

therefore, we should calculate the average Hermans’ orientation factor over the

thickness of the slit at the location of the beam,
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< f c >¼ 1

d

Z d

0

f c dy; ð32Þ

where d is the thickness of the slit. Experimental and calculated values for the

average Hermans’ orientation factor of the c-axis<fc> are presented in Fig. 14. The

final value is captured quite well by our calculations for all flow conditions. An

interesting direction for future work would be to investigate whether the calculated

Hermans’ orientation factor is a good predictor of mechanical properties.

3.3.2 Shear Layer Thickness and Flow Instabilities

Figure 15 shows polarized optical microscopy (POM) pictures of the sample in the

slit at nine positions along the flow direction for piston speeds of 60 mm/s (Fig. 15a)

and 140 mm/s (Fig. 15b). The shear layer is distinctly visible in the POM images.

The specific shish length from simulations is shown next to the POM images, where

the color scale ranges from an intershish distance of 1 mm (blue) to 50 nm (red). For

the piston speed of 60 mm/s, shear layer thickness is captured accurately. For the

piston speed of 140 mm/s, however, we are unable to reproduce experimental

results. As the thickness of the shear layer increases and the channel effectively

becomes narrower, the calculated velocity starts showing oscillations in the x-
direction, as a result of which the numerical model no longer converges. The

morphology shown in Fig. 15 is the morphology at 0.165 s. Shortly after this

moment the flow becomes unstable. The exact time at which these oscillations

start occurring depends on the mesh size; with a finer mesh these oscillations start at

earlier times. Also, the POM images for this piston speed do not reveal the shear

layers with straight edges that can be found for the lower piston speed. Such

instabilities have also been reported in other studies [42, 66]. These are indications
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(a)

vpiston = 60 mm/s
(b)

vpiston = 140 mm/s

Fig. 15 Polarized optical microscopy images side-by-side with specific shish length from simu-

lations, where blue depicts 105 m/m3 and red 1014 m/m3, corresponding to an inter-shish distance
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that the oscillations are not a numerical artifact, but that the flow might become

unstable under these conditions.

Because the simulations stop converging at some time during the flow pulse, we

cannot quantitatively compare the shear layer thickness or crystallization kinetics

for this flow condition. However, the variation in layer thickness with position

along the flow direction is reproduced quite well. Near both pistons, the shear layer

is thin as a result of high temperature. Between pistons there is a negative gradient

in shear layer thickness versus distance along the flow direction caused by pressure

and start-up effects. Moreover, the pressure drop (Fig. 12a) is reproduced very well

up to the time when oscillations start to occur.

3.4 Conclusions

We have presented a detailed model for FIC at high shear rates. The model

calculates nucleation rate from the backbone stretch of the mode with the highest

relaxation time. Growth of nuclei in the flow direction is directly related to local

shear rate. Crucially, the model describes a strong effect of shish on the macro-

scopic viscosity, even at low crystalline volume fractions.

The model was implemented in a numerical code that solves for flow field,

constitutive behavior, temperature, and crystallization kinetics in two dimensions.

In this way, the model was validated with experiments at high shear rates. It was

found that the model captures the necessary physics (with only two adjustable

parameters) to accurately describe experimental results in terms of morphology

(i.e., shear layer thickness), crystallization kinetics, and rheology during structure

formation. Simulations were also performed for milder flow conditions. It was

found that, qualitatively, the model predicts the different types of morphology

that have been described in the literature.

Coming back to the questions that were posed in the “Introduction,” the follow-

ing conclusions can be stated:

• Crystalline morphologies created in both in low and high shear rate regimes can

be modeled without posing a critical flow criterion for the formation of shish.

• For these high shear rates, for which a fine molecular deformation occurs, the

propagation speed of shish can be linked directly to shear rate and is in the order

of micrometers per second.

⁄�

Fig. 15 (continued) range of 1 mm to 50 nm. (a) Results for piston speed of 60 mm/s and flow time

0.25 s. (b) Results for piston speed of 140 mm/s and flow time 0.165 s. The nine different

subfigures correspond todifferent positions along the flow direction in the slit: from top left to
bottom right: 13, 32, 53, 60, 73, 82, 90, 113, and 130 mm from the driving piston (see Fig. 5).

Reproduced with permission of the copyright owner [5]
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• Shish significantly affect the melt viscosity at very low levels of space filling

(about 1%), indicating that noncrystalline material (possibly in the form of

chains tethered to shish) plays a crucial role.

• The Hermans’ orientation factor is a result of different crystal orientations

(parent and daughter lamellae) growing on shish.

A recommended improvement for the current model is a more accurate descrip-

tion of the influence of dispersed elongated structures on viscoelastic properties at

high flow rates. Furthermore, the proposed (very straightforward) relation between

shear rate and shish propagation velocity needs to be more thoroughly validated, for

example, at different temperatures and pressures, using different materials, and

with more complex flow fields.

4 Formation of Multiple Crystal Phases and Morphologies

The model presented in the section, which deals with the two issues of validation

and multiple phase/multiple morphologies, combines two phenomenological

approaches to FIC of iPP that have been validated in previous works: nonisothermal

crystallization leading to varying compositions of crystal phases (α, β, γ, meso)

[113] and flow-induced structure formation leading to various crystalline morphol-

ogies (spherulite, shish-kebab with parent and daughter crystals) (see Sec. 3 of this

chapter and [5, 116]). Aside from the obvious goal of validating the approach of

combining these models, this research is aimed at investigating two phenomenon

specific to FIC of iPP:

1. Flow-induced β-phase formation. In quiescent conditions that only appear if a

specific nucleating agent is present, small fractions of β-phase can be formed in

relatively mild flow conditions [82]. In the present model, this is captured by

assigning a fixed portion of flow-induced nuclei to the β-phase. In this research,

we investigate the size of the fraction of flow-induced nuclei that form

β-crystallites.
2. Nucleation of γ-phase on shish. It has recently been observed that under strong

flow conditions at high pressure _γ � 100 s�1ð Þ, which is relevant to, for

example, the injection molding process, γ-crystals can have a strong preferential
orientation of 40� with respect to flow direction [117]. However, it is not clear

whether γ-crystals only nucleate on kebabs formed by α-crystals, or if they can

also nucleate directly on shish. The present model allows us to investigate the

effects of both possibilities on the phase composition and to compare the results

with experimental findings [82].
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4.1 Crystallization Model

The starting concept of the model presented in this paper was presented by van

Drongelen et al. [113]. For each crystal phase, the Schneider rate equations [68, 69]

are solved to calculate the crystallization kinetics. To do so, only temperature-

dependent nucleation density and growth rate are required. The growth rates of the

α-, β-, and γ-polymorphs were determined by van Drongelen [113]. The kinetics of

formation of the mesomorphic phase were also determined, but are not used in this

paper because the experiments did not show any of this phase as a result of the

relatively low cooling rate. Nuclei can be spawned by cooling or by the application

of flow. Upon creation, fractions of nuclei are allocated to one of the three crystal

phases on the basis of their momentary growth rates. Each nucleus grows until

impingement at the crystal growth rate of their respective crystal phases, which

depends on the momentary temperature and pressure. This is the mechanism that

determines the final fractions of α-, β-, and γ-phases in the material. The addition

with respect to the work by van Drongelen and coworkers is that, whereas they only

considered quiescent conditions (i.e., the only source of nucleation is thermally

activated heterogeneous nuclei, and only spherulite growth occurs), we have added

flow-induced nucleation and growth of shish-kebab structures including lamellar

branching (i.e., a parent and daughter structure).

Because we want to present a description of the multiple phase/multiple mor-

phology mode that is as complete as possible, some parts of earlier sections are

repeated here.

4.1.1 Crystal Growth Rate

The crystal growth rate of each of the crystal phases is one of the most important

determining factors in this modeling framework. Not only does it determine the rate

at which space filling of each crystal phases takes place, it also governs the

allocation to different crystal phases of nuclei that are created by either cooling

or the application of flow. In this work, we use a simple but effective description for

the growth rate of each crystal phase, which, like the well-known Hoffman–

Lauritzen theory [118], yields a bell-shaped curve for growth rate versus

temperature,

Gi Tð Þ ¼ Gmax, iexp �cG, i T � TG,ref, ið Þ2
� �

: ð33Þ

Here, G is the crystal growth rate, T temperature, Gmax the crystal growth rate at

reference temperature Tref,G, and cG a parameter governing the temperature depen-

dence of the growth rate. Because applying pressure increases undercooling, the

reference temperature is adjusted with pressure according to the Clapeyron equa-

tion [86],
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TG, ref, i ¼ TG, ref, i, 0 þ ζ p� p0ð Þ ð34Þ

with ζ¼ 27.5�C/kbar and the reference pressure p0¼ 1 bar. Additionally, pressure

has an influence on the maximum growth rate,

Gmax, i ¼ Gmax,0, iexp αi p� p0ð Þð Þ: ð35Þ

Subscript i denotes the possible different crystal phases. All parameters in the above

equations are given in the literature [113] and summarized in Table 7.

Effect of Orientation on Growth Rate

Crystal growth rate can be enhanced by orientation of chains in the flow direction

[22, 89]. Therefore, in the case of shish-kebab crystallization, the growth rate of

α-phase kebabs is increased. This is accounted for by increasing the α-crystal
growth rate by a factor during flow, relaxing to the quiescent value with a relaxation

time similar to an average rheological relaxation time [119]. In mathematical terms,

Gα, p T; tð Þ ¼ Gα Tð Þ 1þ μflowe
�t=λG

� �
; ð36Þ

where Gα,p is the growth rate of α-phase kebabs and μflow¼ 4 and λG¼ 9 s are

empirical parameters determined by Roozemond et al. [89]. The effect is active

from the start of flow and starts relaxing from the cessation of flow, denoted by t.
In the current formulation of orientation-induced growth rate increase, there is

no dependence of the growth rate on the molecular orientation and/or stretch; it

attains the same value irrespective of flow strength. This choice is obviously flawed.

The crystal growth rate should be some function of molecular orientation/stretch,

which depends on the magnitude of the shear rate and, during stress growth, on

shear time. However, this would introduce complexity in the form of additional

fitting parameters that, at the moment, cannot be determined independently. The

crystal growth rate of the γ-phase and α-daughters, denoted in this paper by Gγ and

Gα,d, respectively, are not affected by flow, as the c-axis of chains in these crystals

Table 7 Parameters for

quiescent nucleation and

crystal growth rate

Nucleation density

Nref (m
�3) 2.2� 1015

TN,ref (
�C) 110

cN (�C�1) 0.211

Crystal growth rate α-phase β-phase γ-phase
Gmax,0 (μm/s) 4.8 7.1 1.1

TG,ref (
�C) 90 107 104

cG (10�3�C�1) 2.3 6.6 3.5

α (bar�1) 0 0 7.7� 10�4
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is not in the direction of flow. Moreover, crystallization of these species typically

occurs only after the flow-induced orientation has relaxed.2

4.1.2 Crystallization Kinetics

Quiescent Nucleation Density

The heterogeneous nucleation density as a function of temperature is calculated using

Nq Tð Þ ¼ Nrefexp �cN T � TN, refð Þð Þ; ð37Þ

where the reference temperature is shifted in the same way as in Eq. 34. Parameter

values are given in the literature [113] (see also Table 7). The nucleation density

versus temperature at reference pressure of 1 bar is shown in Fig. 16b. During

cooling, the nucleation rate is therefore given by

_N q ¼ _T
dNq

dT
ð38Þ

Flow-Induced Point-Like Nucleation

Extensive research in the past decade into the phenomenon of FIC has indicated that

flow-enhanced point-like nucleation is dominated by the chains on the high end of

the molecular weight distribution [21, 29, 106]. Similar to the approach taken in
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Fig. 16 (a) Crystal growth rate versus temperature for different crystal phases at a reference

pressure of 1 bar. (b) Quiescent nucleation density of the iPP used in this work. Reproduced with

permission of the copyright owner [87]

2For these phases orientation might decrease crystal growth rate; however, there is no experimen-

tal evidence for this effect.

Modeling Flow-Induced Crystallization 277



earlier work from our group [21, 29, 66, 82], the creation rate of point-like nuclei is

coupled in a phenomenological way to the momentary stretch in the high molecular

weight tail of the material on a continuum level,

_N f ¼ gn T; pð Þexp μn Λ2
hmw � 1

� �� �
: ð39Þ

Here, Λhmw is the backbone stretch calculated using the XPP constitutive model

[83], and μn and gn are scaling parameters, the latter of which depends on temper-

ature and pressure following

gn T; pð Þ ¼ gn, ref10
cn,T T�Trefð Þþcn,p p�prefð Þ ð40Þ

All parameters in the above equations are given in Table 5. Further details on the

calculation of backbone stretch and characterization of this model have been

presented by Roozemond et al. [5].

An extended version of the Schneider rate equations is used to calculate crys-

tallization kinetics. For spherulites, we have:

_ϕ 3, i ¼ 8π _N i ϕ3 ¼ 8πNð Þ,
_ϕ 2, i ¼ Giϕ3, i ϕ2 ¼ 8πRtotð Þ,
_ϕ 1, i ¼ Giϕ2, i ϕ1 ¼ Stotð Þ,
_ϕ 0, i ¼ Giϕ1, i ϕ0 ¼ Vtotð Þ;

ð41Þ

where subscript i denotes different crystal phases. Gi is the crystal growth rate as

determined from Eq. 33. The nucleation density for each phase is allocated from the

total reservoir of nuclei,

_N i ¼ f i, f _N f þ f i,q _T
dNq

dT
; ð42Þ

with _N f and
dNq

dT from Eqs. 38 and 39, respectively. fi denotes the factor by which the
nucleation density is divided between the crystal modifications. This is carried out

in the same way as described previously [113], using their momentary growth rates.

The basic idea behind this approach is that, in iPP, a nucleation site can become a

crystallite composed of either α-phase or γ-phase. The chance that a nucleation site
becomes a crystal of α-phase or γ-phase depends on how favorable the growth of

the respective phases is at the momentary temperature and pressure. It is assumed

that this is reflected by the growth rates of the phases.

The β-phase is a different story, as it can only be nucleated by specific nucleating
agents or flow. Therefore, a different approach much be chosen for calculation of its

nucleation density. In quiescent conditions, the number of β-nuclei is simply set to

zero. In the case that β-nucleating agents are added, this can be accounted for by

ascribing an amount of nuclei to the β-phase that is unrelated to the nucleation
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density of α-phase and γ-phase [113]. The quiescent nucleation densities for the

three phases now follow from:

f α, q ¼ Gα

Gα þ Gγ
f β, q ¼ 0

f γ, q ¼ Gγ

Gα þ Gγ
:

ð43Þ

With application of flow, a small amount of β-phase is formed. Because the growth

rate of the β-modification is much higher than that of the other two phases (see

Fig. 16a), it can be demonstrated that only a small number of β-nuclei are needed to
yield considerable β-space filling. Here, we take the simplest approach possible and

assign a fixed fraction of flow-induced nuclei to the β-phase. The corresponding

parameter value is determined later on in this paper see Sec. 4.2.2. The remaining

nuclei are assigned to α- and γ-phases as above:

f α, f ¼ 1� f β, f

� � Gα

Gα þ Gγ
f β, f ¼ f β, f

f γ, f ¼ 1� f β, f

� � Gγ

Gα þ Gγ
:

ð44Þ

Shish-Kebab Nucleation

The shish growth mechanism in our model (see Fig. 6) is based on the “streamers”

concept proposed by the Kornfield group [41]. Shish propagate in the lengthwise

direction by the addition of chain segments of length ξseg. The length per unit

volume of shish, denoted by L, is assumed to be constant after cessation of flow. In a

crude sense, the flow attaches these segments as crystals to the tip of the shish.

Because deformation rates for the experiments are high (possibly even higher in the

surroundings of shish [107]), we can assume that the material deforms affinely. We

can then express the lengthwise propagation speed of shish as

_L ¼ _γ ξseg: ð45Þ

In our model, all nucleation sites grow in the lengthwise direction with this

mechanism. Therefore, the total line nucleation density for kebabs (i.e., the specific

shish length) is given by
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_L tot ¼ 2Nf _γ ξseg: ð46Þ

Note that we do not apply a critical flow condition for the formation of shish as was

done in previous work [63, 67]. In those papers, the critical flow condition was

invoked to obtain a set of equations that could describe flow-induced nucleation in

both low and high shear rate regimes. In the current formulation this is not

necessary. For weak to mild flow conditions, no shish creation is observed because

nucleation rate _N f as well as propagation rate _L: are low for such flow conditions.

There is no explicit dependence on molecular weight in the growth rate of shish;

this comes in via the nucleation rate, which is coupled to backbone stretch in the

high molecular weight tail.

Shish-Kebab Crystallization Kinetics

Janeschitz-Kriegl and coworkers adapted the Schneider rate equations for crystal-

lization of shish-kebab structures [18]. Based on their work, we derived a mathe-

matical model to capture the crystallization kinetics of parent and daughter crystals

in polypropylene composed solely of the α-phase [89] (see also Sec. 3 of this

chapter). We extend this model to also incorporate crystals of the γ-phase growing
on shish-kebabs. In most cases, the γ-phase is only observed as daughter lamellae.

However, van Erp et al. [117] recently observed in WAXD a highly oriented

pattern, possibly indicating that this crystal phase can also grow in the parent

morphology. Therefore, we consider two cases in the present paper, one where

γ-crystals only grow in the daughter morphology, and one where γ-crystals can also
form parent crystals, that is, nucleate directly on shish to create kebabs consisting

purely of γ-phase (i.e., only α-phase kebab forms).

The Schneider rate equations for shish-kebabs are presented below. For the

growth of kebabs on shish, in the case that the γ-phase does not form kebabs:

_ψ 1,α ¼ 4πGαLtot
_ψ 1,γ ¼ 0:

ð47Þ

In the case that the γ-phase can form kebabs, using again growth rate weighing:

_ψ 1,α ¼ 4πGαLtot
Gα

Gα þ Gγ

_ψ 1,γ ¼ 4πGγLtot
Gα

Gα þ Gγ

ð48Þ

Here, ψ1 denotes the surface area per unit volume of crystals growing on kebabs and

the different growth rates Gi are as given by Eq. 36.

On shish, three different crystal morphologies can nucleate: α-parents (with c-
axis oriented in the flow direction), α-daughters (with c-axis at an angle of 80� to the
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flow direction), and γ-daughters (with c-axis at an angle of 40� with respect to the

α-phase on which they nucleate). Therefore, only α-parents have increased growth

rate as a result of orientation. The growth rates of the other two morphologies are

always equal to the growth rate of the respective phases in quiescent conditions. It is

assumed that only the γ-phase grows on γ-kebabs. In mathematical terms, this

becomes:

_ψ 0,α, p ¼ Gα, pψ1,α
Gα, p

Gα, p þ Gα, d þ Gγ

_ψ 0,α, d ¼ Gα, dψ1,α
Gα, d

Gα, p þ Gα, d þ Gγ

_ψ 0,γ, p ¼ Gγψ1,α
Gγ

Gα, p þ Gα, d þ Gγ
_ψ 0,γ, d ¼ Gγψ1,γ

ð49Þ

where ψ1,i is given by either Eqs. 47 or 48, depending on whether γ-parent growth is
on or off. Subscripts p and d denote whether the volume is, respectively, in parent

crystals or daughter crystals.

Impingement

To correct for impingement, we use the Kolmogorov–Avrami equation [56]:

ξtot ¼ 1� exp �
X
i

ϕ0, i þ ψ0, i

 !
: ð50Þ

Here, ξtot is the total space filling, which reaches 1 when the crystallization process

is complete. From this, it follows that the space filling of each individual crystal

phase is given by

_ξ i ¼ 1� ξtotð Þ _ϕ 0, i þ _ψ 0, i

� �
: ð51Þ

The crystallization temperature in our calculations is defined as the temperature

when ξtot reaches 10%, as in the experiments (see Fig. 3). For all conditions in this

paper, the cooling rate is sufficiently low to allow the material to fully crystallize;

hence, ξtot¼ 1 at the end of each experiment. The volume fractions of the respective

phases, which are compared with experimental data from WAXD, are given by ξi/
ξtot¼ ξi.
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4.2 Results

In this section, we compare calculations for the volume fraction of different phases

found in different polymorphs with experimental data obtained from WAXD. As

stated in the “Introduction,” the presented model contains two elements that have

not been explored previously. First, we explore the creation of β-nuclei and

β-growth in the regime of flow conditions where the number of nucleation sites is

increased, but the final morphology is still more or less isotropic. Second, the model

allows us to investigate the possibility of forming kebabs consisting purely of

γ-phase, next to purely α-phase kebabs, under conditions of high shear rate and

high pressure. It is important to note here that all other facets of FIC resulting in

multiple phases and different polymorphs (e.g., formation of α- and γ-crystals under
mild shear conditions and the formation of shish-kebabs) were taken from previous

work [5, 113]. Hence, the mathematical framework and necessary parameters are

fixed a priori.

4.2.1 Experimental and Modeling Results

The experimental details and conditions are described in Sect. 2. Figure 17 shows

all results, experimental and numerical, in terms of the fractions of the different

crystal phases. To elucidate the β-nuclei and β-growth and the γ-phase kebab issues,
subsets of these data are used in the following sections.

4.2.2 Point-Like Nucleation: Flow-Induced β-Phase

At atmospheric pressure, the growth rate of β-phase exceeds that of the other

polymorphs of iPP in the range 95–130�C (see Fig. 16). Therefore, one could

expect the strongest contribution of β-phase in experiments where the crystalliza-

tion temperature lies in this range, corresponding to an undercooling of 65–110�C.
However, the lowest observed crystallization temperature Tc is about 120

�C, with a
corresponding undercooling of 75�C. A lower Tc is not reached because, for the

cooling rate applied, space filling is complete at that temperature, even for quies-

cent conditions and the lowest applied pressure (100 bar). Therefore, we expect

(and indeed find) no β-nuclei under these conditions. Upon application of flow,

however, the crystallization temperature increases and the material crystallizes at

such an undercooling that the growth rate of β-phase exceeds that of the α- and
γ-phases.

This is demonstrated in Fig. 18a, where we have plotted the experimentally

found volume fraction of β-phase against undercooling (i.e., taking into account the
effect of pressure; see Eqs. 34 and 40). Figure 18b–d shows corresponding calcu-

lations with varying fractions of flow-induced nuclei assigned to the β-phase ( fβ in
Eq. 44). The best agreement with experiments is observed for fβ¼ 2� 10�3,
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meaning that 0.2% of all flow-induced nuclei become β-spherulites. Again, the
reason that such a low number gives a significant volume fraction of β-phase is that
the growth rate of this phase in the relevant temperature region far exceeds the

growth rates of the other polymorphs of iPP (see Fig. 16a).

4.2.3 Oriented Regime: Can γ-Phase Grow in Kebabs?

As already demonstrated by van Erp et al. [82], the polymorphic crystallization of

iPP correlates strongly with the crystallization temperature, which is a result of

thermodynamic and flow conditions. The qualitative effect of flow during cooling

can therefore easily be estimated. By increasing the strength of flow (and hence the

number of flow-induced nuclei), the crystallization temperature is increased and,

therefore, more γ-phase is generally formed at the expense of α-phase, with a

narrow temperature range where flow also generates the β-phase (see Sec. 4.2.2).

This is clearly visible when the volume fractions of the α- and γ-phases are plotted
against the crystallization temperature for all experiments (Fig. 19, top row).
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Fig. 18 Final volume fraction of the β-polymorph as a function of undercooling at the point of

crystallization. (a) Shows experimental results, and (b–d) show calculations with varying amounts

of flow-induced nuclei assigned to the β-phase. Unfilled symbols indicate that shear pulse was

applied at an undercooling of 30�C; filled symbols indicate undercooling of 60�C. Different
symbols indicate different pressures. Reproduced with permission of the copyright owner [87]
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Fig. 19 Volume fractions of different polymorphs (columns) as a function of crystallization

temperature. Top row shows experimental results, middle row shows calculations with γ-kebabs,
and bottom row shows calculations with no γ-kebabs. Different symbols indicate varying degrees

of orientation as measured by WAXD [82]. The dashed lines are added as a guide for the eye.

Reproduced with permission of the copyright owner [87]
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The simple reason for the observed trends is that, at low temperatures, the growth

rate of α-phase is clearly higher than that of γ-phase, whereas at higher tempera-

tures the difference in growth rate between the two phases becomes smaller (see

Fig. 16). The creation of β-phase is also observed in the lower range of crystalli-

zation temperatures, where there is a dip in the α-phase fraction. Additionally, with
increasing pressure the crystallization temperature shifts to even higher values

because the growth rate of γ-phase is strongly increased by the effect of pressure

(Eq. 35).

However, the eight experiments for the highest shear rate ( _γ ¼ 180 s�1,

p¼ 100, 500, 900, 1,200 bar, T-shear undercooling of 30�C and 60�C) clearly

deviate from the trend line (indicated in Fig. 19). In all of these cases, the amount

of α-phase formed is higher than expected by comparison with data points where no

orientation was observed (i.e., point-like crystallization). For these experiments, the

normalized specific volume versus temperature is shown in Fig. 20. Here, we

observe that crystallization is reached rather rapidly after the flow pulse (within

20 s).3 Because of this, the effect of orientation on α-growth rate (Eq. 36) becomes

dominant. This is highlighted in the Appendix, where this effect was turned off in

our model and all points collapse more or less on the same line.

These experiments are very sensitive to the nucleation of γ-phase on kebabs. The
middle and bottom row in Fig. 19 show model calculations corresponding to the

experimental data set shown in the top row. The middle row shows that the γ-phase
can also grow directly on the shish as kebabs. The bottom row shows the results

when this possibility is turned off in the model, as described in Sec. 4.1.2. Good
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Fig. 20 Normalized specific volume as a function of temperature for experiments with shear rate

of 180 s�1 for all pressures and undercooling of (a) 30�C and (b) 60�C. Reproduced with

permission of the copyright owner [87]

3For shear undercooling of 30�C, the shear pulse is visible as a temporary dip in the specific

volume. For shear undercooling of 60�C, crystallization occurs during the shear pulse and

therefore the dip is not visible.
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agreement is observed with experimental data for the case that the γ-phase can

nucleate directly on shish (middle row). On the other hand, if growth of γ-kebabs is
turned off, the α-phase consumes an even larger portion of volume because of its

increased growth rate as a result of orientation (Eq. 36), causing a strong

overestimation of the volume fraction of α-phase. From these results, it can

therefore be concluded that our modeling approach indicates that γ-phase must be

able to nucleate directly on shish.

5 Conclusions

A modeling framework was presented to describe flow-induced crystallization of

iPP at elevated pressures in multiple crystal phases and morphologies. The frame-

work was constructed by combining two models developed in previous work

[5, 113]. All parameters in these models were fixed in the aforementioned papers.

In the present work, only one additional parameter was introduced, determining the

portion of nuclei created by flow that form β-crystals.
Model calculations show good agreement with experimental data for crystal

volume fractions of all phases over a very wide range of flow-conditions, with shear

rates varying from 0 to 200 s�1, pressures from 100 to 1,200 bar, and shear

temperatures from 130�C to180�C such that, for a given pressure, undercoolings

of 30�C or 60�C were obtained when shear was applied. Moreover, the model

provides a tool for investigating open questions regarding crystallization of iPP.

First, we have shown that the experimentally obtained volume fractions of

β-phase can be explained by assigning a seemingly low number of 0.2% of all

flow-induced spherulites to the β-phase. Because of the high growth rate of β-phase
compared with the α- and γ-phases, even such a low number of nuclei is enough to

explain volume fractions of β-phase up to 20%. Moreover, the model also captures

the range of pressure-dependent undercooling at which the β-phase forms very well.

Second, the model was derived for two possible growth mechanisms of γ-phase on
highly oriented flow-induced crystallites (shish): one where γ-crystals can only

form on α-kebabs in the form of daughter lamellae, and one where γ-crystals can
also nucleate directly on shish and form kebabs, next to γ-phase daughters on the

kebab. Good agreement with experimental data was only observed for the form of

the model where γ-crystals can nucleate directly on shish, indicating that under

appropriate conditions (high pressure, high shear rate), a considerable fraction of

the kebabs can consist of γ-phase.
For further validation of the presented model, as well as linking flow-induced

crystal structure to final properties (mechanical and optical), it would be desirable

to analyze the morphology of the experimental samples in more detail. Crystallite

dimensions (e.g., from TEM) and lamellar thickness (from SAXS) are thought to
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play a determining role in mechanical properties. The former can be obtained

directly from the Schneider rate equations and the latter can be estimated via the

crystallization temperature. A successful example of such an approach (i.e., cou-

pling structure formation to final mechanical properties via predicted lamellar

thickness distributions) has been published [120].

Furthermore, the presented approach for modeling crystallization of the β-phase
implies that under mild flow conditions there would be a small number of β-crystals
that fill a large fraction of the volume. Therefore, these crystals should have a much

larger radius than those composed of α-phase or γ-phase. This prediction could be

checked, for example, using optical microscopy.

Appendix: Model Without Increase in α-Growth Rate

as a Result of Orientation

Figure 21 shows calculations for the volume fractions of α- and γ-phases for the
case that the γ-phase can nucleate directly on shish to form kebabs, with no increase

in α-growth rate during and shortly after flow as a result of orientation (i.e.,

Gflow¼ 0 in Eq. 36). It is observed that the eight data points highlighted in

Sect. 4.2.3 now all collapse on the, approximately, linear relation between crystal

volume fraction and crystallization temperature. This is an indication that the

deviation from this trend is caused by the α-phase having an increased growth

rate as a result of orientation caused by flow.
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66. Custódio F, Steenbakkers RJA, Anderson PD, Peters GWM, Meijer HEH (2009) Model

development and validation of crystallization behavior in injection molding prototype flows.

Macromol Theory Simul 18(9):469–494

67. van Erp TB, Roozemond PC, Peters GWM (2013) Flow-enhanced crystallization kinetics of

iPP during cooling at elevated pressure: characterization, validation, and development.

Macromol Theory Simul 22:309–318

68. Schneider W, K€oppl A, Berger J (1988) Non-isothermal crystallization of polymers. System

of rate equations. Int Polym Process 2(3–4):151–154.

69. Eder G, Janeschitz-Kriegl H (1997) Structure development during processing: crystallization.

In: Meijer HEH (ed) Processing of polymers, volume 18 of materials science and technology:

a comprehensive treatment. Wiley-VCH, Weinheim, pp 269–342

70. Coppola S, Grizzuti N (2001) Microrheological modeling of flow-induced crystallization.

Macromolecules 34:5030–5036

71. Ziabicki A, Alfonso GC (1994) Memory effects in isothermal crystallization. I. Theory.

Colloid Polym Sci 27:1027–1042

72. Ziabicki A, Alfonso GC (2002) A simple model of flow-induced crystallization memory.

Macromol Symp 185:211–231

73. Lamberti G (2011) Flow-induced crystallization during isotactic polypropylene film casting.

Polym Eng Sci 51:851–61

74. Doufas AK, Dairanieh IS, McHugh AJ (1999) A continuum model for flow-induced crystal-

lization of polymer melts. J Rheol 43:85–109

75. Doufas AK, McHugh AJ (2001) Simulation of melt spinning including flow-induced crys-

tallization. Part III. Quantitative comparisons with PET spinline data. J Rheol 45:403–420

76. Doufas AK, Rice L, Thurston W (2011) Shear and extensional rheology of polypropylene

melts: experimental and modeling studies. J Rheol 55:95–126

77. Baig C, Edwards BJ (2010) Atomistic simulation of flow-induced crystallization at constant

temperature. Eur Phys Lett 89:36003

78. Graham RS, Olmsted PD (2009) Coarse-grained simulations of flow-induced nucleation in

semicrystalline polymers. Phys Rev Lett 103(11):115702

79. Graham RS, Olmsted PD (2010) Kinetic Monte-Carlo simulations of flow-induced nucleation

in polymer melts. Faraday Discuss 144:1–22

80. Muthukumar M (2005) Modeling polymer crystallization. Adv Polym Sci 191:241–274

81. van Drongelen M, Roozemond PC, Troisi EM, Doufas AK, Peters GWM (2015) Character-

ization of the primary and secondary crystallization kinetics of a linear low-density polyeth-

ylene in quiescent- and flow-conditions. Polymer 76:254–270

82. van Erp TB, Balzano L, Spoelstra AB, Govaert LE, Peters GWM (2013) Quantification of

non-isothermal, multi-phase crystallization of isotactic polypropylene: the influence of shear

and pressure. Polymer (United Kingdom) 53:5896–5908

83. Verbeeten WMH, Peters GWM, Baaijens FPT (2001) Differential constitutive equations for

polymer melts: the extended pom-pom model. J Rheol 45(4):823–843

84. Roozemond PC, Steenbakkers RJA, Peters GWM (2011) A model for flow-enhanced nucle-

ation based on fibrillar dormant precursors. Macromol Theory Simul 20(2):93–109

85. Housmans JW, Balzano L, Santoro D, Peters GWM, Meijer HEH (2009) A design to study

flow induced crystallization in a multipass rheometer. Int Polym Process 24(2):185–197

86. He J, Zoller P (1994) Crystallization of polypropylene, nylon-66 and poly(ethylene Tere-

phthalate) at pressures to 200 MPa: kinetics and characterization of products. J Polym Sci B

Polym Phys 32:1049–1087

87. Roozemond PC, van Erp TB, Peters GWM (2016) Flow-induced crystallization of isotactic

polypropylene: modeling formation of multiple crystal phases and morphologies. Polymer

89:69–80

88. Portale G, Cavallo D, Alfonso GC, Hermida-Merino D, van Drongelen M, Balzano L, Peters

GWM, Bras W (2013) Polymer crystallization studies under processing-relevant conditions

at the SAXS/WAXS DUBBLE beamline at the ESRF. J Appl Crystallogr 46:1681–1689

292 P.C. Roozemond et al.



89. Roozemond PC, Ma Z, Cui K, Li L, Peters GWM (2014) Multimorphological crystallization

of shish-kebab structures in isotactic polypropylene: quantitative modeling of parent–daugh-

ter crystallization kinetics. Macromolecules 47:5152–5162

90. Dean DM, Rebenfeld L, Register RA, Hisao BS (1998) Matrix molecular orientation in fiber-

reinforced polypropylene composites. J Mater Sci 33:4797–4812

91. Hermans JJ, Vermaas D, Hermans PH, Weidinger A (1946) Quantitative evaluation of

orientation in cellulose fibres from the X-ray fibre diagram. Recueil des Travaux Chimiques

des Pays-Bas 65:427–447

92. Stein RS, Norris FH (1958) The X-ray diffraction, birefringence, and infrared dichroism of

stretched polyethylene. J Polym Sci 21:381–396

93. Wilchinsky ZW (1960) Measurement of orientation in polypropylene film. J Appl Phys

31:1969–1972

94. Roozemond PC, van Drongelen M, Ma Z, Spoelstra AB, Hermida-Merino D, Peters GWM

(2015) Self-regulation in flow-induced structure formation of isotactic polypropylene.

Macromol Rapid Commun 36:385–390

95. Hirt CW, Amsden AA, Cook JL (1974) An arbitrary Lagrangian-Eulerian computing method

for all flow speeds. J Comput Phys 14:227–253

96. D’Avino G, Hulsen MA (2010) Decoupled second-order transient schemes for the flow of

viscoelastic fluids without a viscous solvent contribution. J Non-Newtonian Fluid Mech

165:1602–1612

97. Guenette R, Fortin M (1995) A new mixed finite element method for computing viscoelastic

flows. J Non-Newtonian Fluid Mech 60:27–52

98. Bogaerds ACB, Grillet AM, Peters GWM, Baaijens FPT (2002) Stability analysis of polymer

shear flows using the eXtended Pom-Pom constitutive equations. J Non-Newtonian Fluid

Mech 108:187–208

99. Brooks AN, Hughes TJR (1982) Streamline upwind/Petrov-Galerkin formulations for con-

vection dominated flows with particular emphasis on the incompressible Navier-Stokes

equations. Comput Methods Appl Mech Eng 33:199–259

100. Hulsen MA, Fattal R, Kupferman R (2005) Flow of viscoelastic fluids past a cylinder at high

Weissenberg number: stabilized simulations using matrix logarithms. J Non-Newtonian Fluid

Mech 127:27–39

101. Verbeeten WMH, Peters GWM, Baaijens FPT (2004) Numerical simulations of the planar

contraction flow for a polyethylene melt using the XPP model. J Non-Newtonian Fluid Mech

117(2-3):73–84

102. Zoller P (1979) Pressure-volume-temperature relationships of solid and molten polypropyl-

ene and poly(butene-1). J Appl Polym Sci 23:1057–1061

103. van der Beek MHE (2005) Specific volume of polymers: influence of the thermomechanical

history. PhD thesis, Eindhoven University of Technology, Netherlands

104. Incropera FP, DeWitt DP, Bergman TL, Lavine AS (2007) Introduction to heat transfer.

Wiley, Hoboken

105. Venerus DC, Schieber JD, Iddir H, Guzman JD, Broerman AW (1999) Relaxation of

anisotropic thermal diffusivity in a polymer melt following step shear strain. Phys Rev Lett

82:366–369

106. van Meerveld J, Peters GWM, Huetter M (2004) Towards a rheological classification of flow

induced crystallization experiments of polymer melts. Rheol Acta 44:119–134

107. Hwang WR, Hulsen MA, Meijer HEH (2004) Direct simulations of particle suspensions in a

viscoelastic fluid in sliding bi-periodic frames. J Non-Newtonian Fluid Mech 121:15–33

108. Keller A, Kolnaar HWH (1997) Flow-induced orientation and structure formation. In: Meijer

HEM (ed) Processing of polymers, volume 18 of materials science and technology: a

comprehensive treatment. Wiley-VCH, Weinheim, pp 189–268

109. Hill MJ, Keller A (1981) “Hairdressing” shish-kebabs by melting. Colloid Polym Sci

259:335–341

Modeling Flow-Induced Crystallization 293



110. Roozemond PC (2014) Flow-induced crystallization of polymers: modeling morphology and

kinetics. PhD thesis, Eindhoven University of Technology, Netherlands. Available at http://

alexandria.tue.nl/extra2/773182.pdf

111. Le Moigne N, van den Oever M, Budtova T (2013) Dynamic and capillary shear rheology of

natural fiber-reinforced composites. Polym Eng Sci 53:2582–2593

112. Ballard DGH, Cheshire P, Longman GW, Schelten J (1978) Small-angle neutron scattering

studies of isotropic polypropylene. Polymer 19:379–385

113. van Drongelen M, van Erp TB, Peters GWM (2012) Quantification of non-isothermal, multi-

phase crystallization of isotactic polypropylene: the influence of cooling rate and pressure.

Polymer 53:4758–4769

114. Seki M, Thurman DW, Oberhauser JP, Kornfield JA (2002) Shear-mediated crystallization of

isotactic polypropylene: the role of long chain-long chain overlap. Macromolecules

35:2583–2594

115. Hatzikiriakos S, Dealy JM (1994) Start-up pressure transients in a capillary rheometer. Polym

Eng Sci 34:493–499

116. Roozemond PC, van Drongelen M, Verbelen L, Van Puyvelde P, Peters GWM (2014) Flow-

induced crystallization studied in the RheoDSC device: quantifying the importance of edge

effects. Rheologica Acta. 54(1):1–8

117. van Erp TB, Balzano L, Peters GWM (2012) Oriented gamma phase in isotactic polypropyl-

ene homopolymer. ACS Macro Lett 1:618–622

118. Hoffman JD, Guttman CM, DiMarzio EA (1979) On the problem of crystallization of

polymers from the melt with chain folding. Faraday Discuss Chem Soc 68:177–197

119. Schoonen JFM, Swartjes FHM, Peters GWM, Baaijens FPT, Meijer HEH (1998) A 3D

numerical/experimental study on a stagnation flow of a polyisobutylene solution. J

Non-Newtonian Fluid Mech 79:529–562

120. Caelers HJM, Govaert LE, Peters GWM (2016) The prediction of mechanical performance of

isotactic polypropylene on the basis of processing conditions. Polymer 86:116–128

294 P.C. Roozemond et al.

http://alexandria.tue.nl/extra2/773182.pdf
http://alexandria.tue.nl/extra2/773182.pdf


Index

A
Acid-functionalized POSS (APOSS), 195

Acyclic diene metathesis polymerization

(ADMET), 135, 139, 151, 165

Addition copolymerization, 3, 4

Amphiphiles, 38

giant, 186, 190, 198, 209

Annealing, 25–32, 118, 160, 188, 206, 220, 268

domain, 119, 220

B
Bicontinuous double gyroids (DG), 199

Body-centered cubic packed spheres (BCC),

199

C
Calorimetry, 10, 54, 108, 140, 216, 259, 269

Carbon nanotubes (CNTs), 246

Cavitation, 47–50

Chain-growth parameters, 8

Chemical modifications, 2

C60-oligofluorene (OF), 192

Component segregation, 1, 3

Condensation copolymerization, 4

Confinement, 231

Crystal morphology, 23, 35, 95, 257, 272

Crystal nucleation, 38, 216, 257

heterogenous, 258

homogenous, 257

Crystalline memory, 222

Crystallization, 1, 93

analysis fractionation (CRYSTAF), 38

chain topology, 93

dilute solutions, 99

fractionated, 229

isothermal, 150

macromolecular segregation, 33

melt state, 102, 258

monomer segregation, 3, 13

monomer-sequence segregation, 3, 25

rate, 215

Crystallographic slip process, 45, 78

Cyclic polymers, crystallization, 93

Cyclodextrins, 225

D

Dendrimers, 185

amphiphilic, 194

Differential scanning calorimetry (DSC), 10,

54, 108, 140, 216, 259, 269

Diffusion, 93

Direct 13C-NMR peak method (DPM), 8

Dislocation model, 45

E

Electrostatic self-assembly and covalent

fixation (ESA-CF), 96

Enthalpy relaxation, 268

Entropic factors, 93

Equilibrium melting temperature, 93

Ethylene–1-alkene, 14, 30

Ethylene–1-butene, 15, 29, 244

Ethylene copolymers, crystallization, 133, 135

Ethylene propylene diene monomer (EPDM)

rubber, 9

295



F
Fast scanning chip calorimetry (FSC), 259

Fluorinated polyhedral oligomeric

silsesquioxane (FPOSS), 201

Fullerene, 185, 191

G
Geometric isomers, 2

Giant molecules, 183

Gibbs–Thomson relation, 159

Glassy amorphous phase, 268

H
Halogens, precision substitution, 139

Heterogeneous copolymers, 1, 9, 12

Hexagonally packed cylinders (Hex), 199

High density polyethylene (HDPE), 2, 4, 37, 38

High impact polypropylene (HIPP), 2

Hoffman–Lauritzen (HL) approach, 107, 111,

242, 259

Homogeneous copolymers, 1, 9, 12

Hydrogenated polybutadienes (HPBDs), 12, 32

Hydroxyl-functionalized POSS (DPOSS), 199

I
Isobutyl-functionalized POSS (BPOSS), 195

J
Janus molecules, molecular nanoparticle

(MNP)-based, 194

L
Lamellae (Lam), 26, 37, 46, 63, 68, 76, 83, 102,

139, 147, 199, 237, 263, 280

Lauritzen–Hoffman theory (LH), 107, 111,

242, 259

Linear low density polyethylene (LLDPE), 2–

5, 17, 23, 35, 227–229

Linear polymers, 5, 93, 101, 113, 119, 140

Low density polyethylene (LDPE), 2, 4

M
Macromolecular segregation, crystallization,

33

Markov modeling, 4

Melt, crystallization, 258

memory, 215, 222

supercooling, 257

Melting domain, 218

Melting–recrystallization, 47

Mesophase, polymorphism, 272

Methylene sequence length method (MSLM), 9

Micronecking, 47–50

Molecular nanoparticles, 183, 185

Molecular weight, 244

Monomer segregation, crystallization, 3, 13

Monomer-sequence segregation, 3, 25

N
Nanoatoms, 183

Nanoparticles, molecular, 183

Non-isothermal differential scanning

calorimetry (DSC), 108

Nucleation, agents, 245

density, 257, 263

efficiency (NE), 245

rate, 257

spherulitic structures, 102

P
Pendant group interactions, 162

Phenyl-C61-butyric acid methyl ester (PCBM),

192

Polyamide 6 (PA 6), 261

Polyamide 11 (PA 11), 261

Polyamide 66 (PA 66), 261

Polybutadiene-b-poly(ethylene oxide), 244
Polybutadiene, hydrogenated (HPBD) 12, 31,

32

Poly(butylene succinate) (PBS), 221

Poly(butylene terephthalate) (PBT), 261

Poly(ε-caprolactone) (PCL), 95, 225, 261
Poly(ε-caprolactone)-b-poly

(propyleneadipate), 243

Poly(ether ester), 243

Poly(ethylene-alt-propylene) (PEP), 234
Poly(ethylene azelate), 244

Poly(ethylene glycol), 243

Poly(ethylene naphthalate), 243

Polyethylenes, 4, 102, 133

precision alkyl-branched, 157

Poly(ethylene terephthalate) (PET), 243, 263

Polyhedral oligomeric silsesquioxane (POSS),

185, 193

Poly(L-lactic acid) (PLLA), 225, 244, 274

Polymer brushes, 194

Poly(methyl methacrylate) (PMMA), 3

Polymorphism, 45, 150, 239

296 Index



Polyolefins, 2, 134, 165

Polyoxometalate (POM), 185

Poly(oxyethylene) (POE), 106

Poly(propylene azelate), 244

Polypropylene, isotactic (iPP), 45

Poly(propylene sebacate), 244

Poly(propylene suberate), 243

Poly(propylene terephthalate), 244

Polystyrene-b-poly(ethylene oxide) (PS-b-
PEO), 201

Poly(tetrahydrofuran) (PTHF), 99, 102

Poly(trimethylene terephthalate), 244

Porphyrin, 191

PPDX-b-PCL, 241
Precision branching, 133

Precision copolymers, 133

Precision substitution, 133, 139

Propylene-(1-alkenes), 17, 261, 263

Propylene-(1-butene) (iPPBu), 45, 53, 61–84

Propylene-(ethylene) (iPPEt), 53, 61

Propylene-(1-hexene) (iPPHe), 45, 53

Propylene-(1-octadecene) (iPPOc), 45, 53

Propylene-(1-pentene) (iPPPe), 45, 53

Proteins, 94, 184, 189

PS-b-PB-b-PCL, 234

R
Random copolymers, 6, 35, 45

Ring-closure reactions, 95

Ring-expansion polymerization, 95

Ring-opening metathesis polymerization

(ROMP), 135, 163–167, 172

Ring polymers, 94, 122

S
Screw dislocations, 47

Self-nucleation, 118–120, 215

Shear flow, 223

Sindiotactic poly(propylene) (sPP), 244

Small angle X-ray scattering (SAXS), 58, 66,

102, 113, 117, 148, 199, 205, 271

Spherulites, 21, 46, 49, 103–105, 221, 280

growth rate, 106, 278

Standard crystallization temperature, 217

Statistical copolymers, crystallization, 1

Step crystallization method (SC), 28

Stereoisomers, 2, 14

Successive self-nucleation and annealing

(SSA), 28, 120

Supercooling, melt, 257, 261

Supramolecular crystals, 183, 187

Surfactants, giant, 186, 198, 208

T
Tacticity, 133, 165–167, 184

Tammann’s nuclei development method, 257,

261, 274

Tetraalkylammonium hydroxide (TBAOH),

195

Tetrahedra, giant, 203

Thin films, giant molecules, 206

U
Ultra-high molecular weight polyethylene

(UHMWPE), 4

V
Very low density polyethylene (VLDPE), 2,

36, 37

X
X-ray diffraction patterns (WAXS), 58, 82, 99,

221, 239

Y
Yield behavior, 45, 52, 73–80

Index 297


	Preface
	Contents
	Concomitant Crystallization and Cross-Nucleation in Polymorphic Polymers
	1 Introduction
	2 Crystallization Pathways in Polymorphic Systems
	2.1 Ostwald´s Rule of Stages
	2.2 Concomitant Crystallization of Polymorphs
	2.2.1 Isotactic Polypropylene
	2.2.2 Isotactic Poly(1-Butene)
	2.2.3 Isotactic Poly(4-methyl-1-pentene)
	2.2.4 Syndiotactic Polystyrene
	2.2.5 Poly(vinylidenfluoride)
	2.2.6 Poly(3-hydroxypropionate)
	2.2.7 Poly(butylene adipate)
	2.2.8 Poly(butylene-2,6-naphthalate)
	2.2.9 Other Examples
	2.2.10 Polymorphic Self-Poisoning?

	2.3 Cross-Nucleation Between Polymorphs
	2.3.1 Cross-Nucleation in Small Organic Molecules
	2.3.2 Recent Examples of Cross-Nucleation in Semicrystalline Polymers
	2.3.3 Older Examples of Cross-Nucleation in Semicrystalline Polymers: The Case of α/beta ``Growth Transition´´ in Isotactic Po...
	2.3.4 Other Cases of ``Growth Transition´´ in Polymorphic Polymers
	2.3.5 Overlooked Examples of Cross-Nucleation in Semicrystalline Polymers
	2.3.6 Blends of Poly(lactic acid) Enantiomers: Cross-Nucleation Between Racemate and Conglomerate Crystals


	3 Case Study I: Concomitant Crystallization of Poly(pivalolactone)
	4 Case Study II: Cross-Nucleation in Seeded Crystallization of Isotactic Poly(1-butene)
	5 Conclusions
	References

	Epitaxial Effects on Polymer Crystallization
	1 Introduction
	2 Epitaxial Crystallization of Polymers on Different Substrates and the Mechanisms Involved
	2.1 Epitaxial Crystallization of Polymers on Inorganic Substrates
	2.2 Epitaxial Crystallization of Polymers on Organic Substrates
	2.3 Epitaxial Crystallization Between Polymers
	2.3.1 Homoepitaxy of Polymers
	2.3.2 Heteroepitaxy Between Polymers


	3 Methods for Structural Characterization of Epitaxial Systems
	3.1 Molecular Vibration Spectroscopy
	3.2 X-Ray Diffraction
	3.3 Microscopy

	4 Influence of Epitaxy on Polymer Crystallization and Its Impact on Material Properties
	4.1 Influence of Epitaxy on the Crystallization Kinetics of Polymers
	4.2 Structure Regulation and Its Impact on Material Properties
	4.2.1 Control of Chain Orientation
	4.2.2 Control of Crystal Modification
	4.2.3 Control of the Spatial Arrangement of the Backbone Chain Plane


	5 Methods of Realizing Polymer Epitaxy
	6 Conclusions and Outlook
	References

	Microstructure of Banded Polymer Spherulites: New Insights from Synchrotron Nanofocus X-Ray Scattering
	1 Introduction
	2 Experimental Details
	2.1 Experimental Setup
	2.2 Methodology of Data Analysis

	3 Results and Discussion
	3.1 High-Density Poly(ethylene)
	3.2 Poly(propylene adipate)
	3.3 Poly(trimethylene terephthalate)
	3.4 Poly(3-hydroxybutyrate)
	3.5 Correlation of Chiralities at Different Spatial Scales

	4 Conclusions
	References

	Real-Time Fast Structuring of Polymers Using Synchrotron WAXD/SAXS Techniques
	1 Introduction
	2 Methods and Scientific Background
	2.1 WAXD
	2.2 SAXS
	2.3 Detectors

	3 Recent Examples of Fast Polymer Structuring Studied by SAXS/WAXD
	3.1 Ballistic Cooling of Propene/Ethylene Copolymers: Influence of Co-monomer Content
	3.2 Structure Development During Flow-Induced Crystallization of iPP: How Short is Short?
	3.3 Pressure Rise Effect on Flow-Induced Crystallization in Confined Geometries: Slit Flow
	3.4 Rheo-SAXS/WAXD, In-situ Extensional Rheology of iPP

	4 New Challenges and Future Developments
	References

	Strain-Induced Crystallization in Natural Rubber
	1 Introduction
	2 Basics of X-Ray Diffraction for the Study of Strain-Induced Crystallization
	3 Segmental Orientation in the Amorphous Phase
	4 Crystalline Morphologies in the Quiescent State and Under Strain
	5 Theory of Strain-Induced Crystallization
	6 Isothermal Strain-Induced Crystallization Kinetics in Static Conditions
	7 Isothermal Strain-Induced Crystallization Kinetics During Mechanical Cycling
	7.1 Stretching
	7.2 Recovery

	8 Conclusion
	References

	Non-isothermal Crystallization of Semi-Crystalline Polymers: The Influence of Cooling Rate and Pressure
	1 Introduction
	2 Crystallization of Isotactic Polypropylene: Multiple Crystal Phases
	2.1 Theory
	2.2 Fast Cooling Experiments
	2.3 Effect of Pressure
	2.3.1 Dilatometry
	beta-Phase in iPP



	3 Crystallization of Linear Low-Density Polyethylene: Multiple Crystal Processes
	3.1 Thermal Characterization
	3.2 Small-Angle Light Scattering
	3.3 Primary Crystallization Model
	3.3.1 Temperature Correction Calculations

	3.4 Secondary Crystallization Model

	4 Concluding Remarks
	References

	Modeling Flow-Induced Crystallization
	1 Introduction
	1.1 State of the Art
	1.2 Scope

	2 Experimental
	2.1 Material
	2.2 Extended Dilatometry
	2.3 Slit Flow

	3 Formation of Multiple Morphologies at High Shear Rates
	3.1 Model
	3.1.1 Geometry
	3.1.2 Momentum Balance
	Boundary and Initial Conditions

	3.1.3 Viscoelastic Fluid Model
	3.1.4 Compressibility
	3.1.5 Heat Balance
	Boundary and Initial Conditions

	3.1.6 Structure Formation
	3.1.7 Crystallization Kinetics

	3.2 Results
	3.2.1 Parameter Characterization for Point-Like Nucleation
	3.2.2 Compressibility Effects
	3.2.3 Interplay Between Structure Formation and Rheology

	3.3 Parameter Sensitivity Analysis
	3.3.1 Validation with Experimental Results
	3.3.2 Shear Layer Thickness and Flow Instabilities

	3.4 Conclusions

	4 Formation of Multiple Crystal Phases and Morphologies
	4.1 Crystallization Model
	4.1.1 Crystal Growth Rate
	Effect of Orientation on Growth Rate

	4.1.2 Crystallization Kinetics
	Quiescent Nucleation Density
	Flow-Induced Point-Like Nucleation
	Shish-Kebab Nucleation
	Shish-Kebab Crystallization Kinetics
	Impingement


	4.2 Results
	4.2.1  Experimental and Modeling Results
	4.2.2 Point-Like Nucleation: Flow-Induced beta-Phase
	4.2.3 Oriented Regime: Can gamma-Phase Grow in Kebabs?


	5 Conclusions
	Appendix: Model Without Increase in α-Growth Rate as a Result of Orientation
	References

	Index

