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Preface

The importance of particle adhesion and removal is quite manifest in
many areas of human endeavor (ranging from microelectronics to optics,
and space to biomedical). A complete catalog of modern precision and
sophisticated technologies where removal of particles from surfaces is of
cardinal importance will be prohibitively long, but the following eclectic
examples should suffice to underscore the concern about particles on a
variety of surfaces where particulate contamination is a béte noire. In the
semiconductor world of ever-shrinking dimensions, particles which, just
a few years ago, were cosmetically undesirable but functionally innocu-
ous, are now “killer” defects. As device sizes get smaller, there will be more
and more concern about smaller and smaller particles. In the information
storage technology, the gap between the head and the disk is very nar-
row, and if a particle is trapped in the gap this can have very grave conse-
quences. The implications of particulate contamination on sensitive optical
surfaces are all too manifest. So the particulate contamination on surfaces
is an anathema from functional, yield, and reliability points of view. With
the burgeoning interest in nanotechnologies, the need to remove nano and
sub-nano particles will be more and more intense. Apropos, it should be
mentioned that in some situations, particle adhesion is a desideratum. For
example, in photocopying the toner particles must adhere well to obtain
photocopies, but these should not adhere to wrong places otherwise the
result will be a dirty photocopy. Here also one can see the importance of
particle removal.

One of us (KLM) has edited a series of books called “Particles on
Surfaces: Detection, Adhesion and Removal” but the last volume (Volume
9) was published in 2006. Since 2006 there has been an enormous level
of research activity, particularly in removing nanosize particles, and thus
it was obvious that recent developments needed consolidation and this
provided the vindication for the present book. This book was conceived
with the core purpose of providing a comprehensive and easily accessible
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reference source covering important aspects/ramifications of particle
adhesion and removal, with emphasis on recent developments in under-
standing nanoparticle adhesion mechanism(s) and their removal. All sig-
nals indicate that R&D activity in the arena of removal of nanometer size
particles will continue unabated.

Now coming to this book (containing 14 chapters), it is divided into
two parts: Part 1: Particle Adhesion: Fundamentals, and Part 2: Particle
Removal Techniques. The topics covered include: Fundamental forces in
particle adhesion; mechanics of particle adhesion and removal; micro-
scopic particle adhesion models and surface modified particles; charac-
terization of single particle adhesion; high intensity ultrasonic removal
of particles; megasonic cleaning for particle removal; high speed air jet
removal of particles; droplet spray technique for particle removal; laser-
induced high-pressure micro-spray technique for particle removal; wiper-
based cleaning of particles; application of strippable coatings for removal
of particulate contaminants; cryogenic cleaning of particles; supercritical
carbon dioxide cleaning: relevance to particle removal; and use of surfac-
tants to enhance particle removal.

This book represents the cumulative contribution of many internation-
ally renowned subject matter experts in the domain of particle adhesion
and removal. The book reflects the state-of-the-art with special attention
to recent and novel developments.

The book containing bountiful information on the fundamental and
applied aspects of particle adhesion and removal provides a unified and
comprehensive source. It should serve as a portal for the neophyte and a
commentary on the recent developments for the veteran. The book should
be of interest to researchers in academia and R&D, manufacturing, and
quality control personnel in microelectronics, aerospace, automotive,
optics, solar panels, pharmaceutical, biomedical, equipment cleaning and
wafer reclaiming industries. Essentially, anyone involved in or concerned
with removal of particles should find this book of immense value. Also, we
hope that this book will serve as a fountainhead for new ideas pertaining
to particle removal.

Acknowledgements

Now comes the pleasant task of thanking those who made this book pos-
sible. First and foremost, we are deeply thankful to the authors for their
interest, enthusiasm, cooperation and contribution without which this
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Fundamental Forces in Particle Adhesion

Stephen Beaudoin’, Priyanka Jaiswal?>, Aaron Harrison', Jennifer Laster’,
Kathryn Smith’, Melissa Sweat', and Myles Thomas'

ISchool of Chemical Engineering, Purdue University,

W. Lafayette, IN, USA, “Department of Applied Chemistry ¢ Polymer Technology,
Delhi Technological University (formerly Delhi College of Engineering),

New Delhi, India

Abstract

van der Waals, capillary, and electrostatic forces acting at the interface between
a particle and a surface drive the adhesion behavior of the particles. If one can
describe the nature and the strength of these forces as a function of the proper-
ties of the two interacting solids and the intervening medium, it is possible to
predict and, in many cases, to control particle adhesion. This chapter focuses on
the factors that influence the nature and strength of the forces, the fundamental
theories that describe them, and the relevant mathematical expressions required
to quantify them, with a caveat that the analysis presented is limited to systems
with ideal geometry. Specifically, more advanced analysis, which may account for
aspects such as roughness, non-uniform shape, deformation, and other complicat-
ing aspects, is not treated.

Keywords: Particle adhesion, van der Waals force, Hamaker constant, electro-
static force, double layer, capillary force, surface tension, surface energy.

1.1 Introduction

Particle adhesion influences many areas of science and engineering,
including semiconductor fabrication, pharmaceuticals, cosmetics, mining,
separations, petroleum production, surface coating, and food processing,
to name a few. In the context of this chapter, adhesion is an interfacial

*Corresponding author: sbeaudoi@purdue.edu

K.L. Mittal and Ravi Jaiswal (eds.) Particle Adhesion and Removal, (3-80)
2015 © Scrivener Publishing LLC



4 PARTICLE ADHESION AND REMOVAL

phenomenon which appears when two solid bodies, one of which is of
colloidal dimensions, approach each other closely. As the two surfaces
approach, a complex interplay of van der Waals, electrostatic, and capillary
forces drives the resulting behavior. Thorough knowledge of these surface
forces is essential to understanding particle adhesion.

1.2 Various Forces in Particle Adhesion

In most applications of practical interest, the forces that control the adhe-
sion between solid particles and solid surfaces are van der Waals (dipole)
forces, electrostatic forces, and forces resulting from any liquid bridges
due to capillaries or adsorbed molecular water between the two solids.
Depending on the composition of the particle, the solid, and the ambi-
ent medium (air of varying relative humidity or aqueous solution are of
interest here), the relative importance of these may change. This chapter
provides an overview of these varying forces.

1.2.1 Capillary Forces

When a solid particle of characteristic dimension on the order of 100 microm-
eters or smaller is in contact with a solid surface in a gaseous medium (air),
the relative humidity (RH) of the air is a critical factor in the relative impor-
tance of the forces that will influence the adhesion between the particle and
surface [1, 2]. Specifically, water molecules in humid air will minimize their
free energy by adsorbing on surfaces at low humidity and by condensing onto
surfaces at higher humidity, if the surfaces of interest are sufficiently hydro-
philic [3-8]. If condensed moisture forms liquid bridges between a particle
and a surface, the capillary forces resulting from these liquid bridges will
generally be the controlling forces in the particle adhesion [9]. The behavior
of adsorbed water molecules has been studied using gravimetric methods,
ellipsometry, nuclear magnetic resonance (NMR), atomic force microscopy
(AFM) and the surface force apparatus (SFA), among others [3-8, 10-19].

1.2.1.1 Forces Across a Curved Liquid Interface

When a solid surface comes in contact with a liquid medium, the difference
in the magnitude of the net cohesive forces between the liquid molecules
(i.e, F_,), and the net adhesion force between the liquid and the solid
molecules (i.e., F_,) initiates the formation of a liquid meniscus at the
solid/liquid interface. The nature of the curvature of the liquid meniscus
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;I F., (Adhesion)

S
’ F,, (Cohesion)
\ \

Figure 1.1 Meniscus formation on a solid plate partially immersed in a wetting liquid.

(concave or convex) depends on which force, F. ; (concave) or F_, (con-
vex) is dominant. This leads to the phenomenon of wetting or de-wetting
of the surface. Figure 1.1 shows an example of a liquid climbing on a solid
plate. In this case, F_,>F_,. Solid surfaces which have F_,>F , are
known as high energy surfaces. If the liquid is an aqueous solution, these
are known as hydrophilic surfaces. If the liquid is non-aqueous, they are
known as lyophilic surfaces. Such surfaces facilitate wetting. Mica, silicon
dioxide, metals, and oxidized surfaces in general are typically hydrophilic.
Solid surfaces in which F_, < F, , are known as low energy surfaces. If the
liquid is an aqueous solution, these are the hydrophobic surfaces. If the
liquid is non-aqueous, they are the lyophobic surfaces. They facilitate de-
wetting. Most organic surfaces, including most polymers, are hydrophobic.
The surface energy of such materials can be increased by surface modifi-
cations (e.g., surface oxidation achieved via ultraviolet radiation, plasma
discharge, laser irradiation, etc.) to enhance their hydrophilicity [20].

1.2.1.1.1 Surface Tension Force Acting at a Solid/Liquid Interface

The origin of surface tension is the unbalanced intermolecular force act-
ing on the liquid molecules at the surface. The molecules present in the
bulk of the liquid experience no net intermolecular force as they are sur-
rounded by molecules of similar properties and hence are in a low energy
state. However, the liquid molecules present at a liquid/solid or liquid/air
interface are in an unbalanced or high energy state as they experience a
net intermolecular force resulting from the difference in properties of the
molecules in the different media. This leads to the development of the sur-
face tension force. The surface tension (y) is quantified as the net surface
tension force acting on a unit length of the liquid/solid or liquid/air inter-
face. Figure 1.2 is a schematic of a spherical particle in contact with a solid
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Figure 1.2 Schematic showing surface tension force acting at the solid/liquid interface.

surface through a liquid medium. The surface tension force, F_, acting on
the solid/liquid boundary (the dotted line) can be obtained as

F = Jydl = y(cos(a))lwetted (1.1)

where « is the angle of inclination of the liquid meniscus from the vertical,
and [, . is the perimeter of the meniscus boundary on the solid surface.

1.2.1.1.2 Capillary Pressure Force Acting Across

a Curved Liquid Interface
The micro-/nano-contacts between two solid surfaces act as active sites for
condensation in a humid environment if the RH is above a critical value.
When condensed moisture comes in contact with the solid surfaces, a lig-
uid meniscus is formed in the contact region bridging the two solid sur-
faces, as shown in Figure 1.3.

Menisci form through two methods on solid surfaces: the spontaneous
condensation of a vapor in a confined space (otherwise known as capillary
condensation) and, for non-volatile liquids, the combination of adsorbed
layers (on the two adhering surfaces) merged into a meniscus. A meniscus
induces a pressure difference across the liquid-vapor interface, as shown in
Figure 1.4, where the pressure on the liquid side of the meniscus is lower
than that in the surrounding vapor. This pressure difference is described by
the Young-Laplace equation

1 1
AP =y | —+— (1.2)
T'n T’P

where AP is the pressure difference across the meniscus (the Laplace pres-
sure), y, is the surface tension of the liquid condensate, and r, and r,are
the two principal radii of curvature (ROC) of the liquid bridge between
the surfaces [21]. The Laplace pressure acts over an area, A, and induces
a force that pulls the two surfaces together increasing the total adhesion
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Solid substrate

Condensate

Figure 1.3 A liquid bridge surrounding a solid particle in contact with a flat substrate.

Particle
rC

;T_)
Substrat A

xy

Figure 1.4 A spherical particle adhering onto a flat substrate with a liquid bridge formed
at the solid-solid interface. The meniscus geometry is shown on the right.

force [9]. The normal surface tension force around the circumference of
the meniscus (Equation 1.1) also contributes to the force, but it is usually
small compared to the pressure-induced force and is often not considered
for micro-scale particles [9].

The following relations can be obtained for the geometry shown:

D+d=r,(cos(p+ 6{)+cos(6’2)) (1.3)

D+d
r =
P (cos(p+ é;)+cos(6;))

(1.4)

where d is the height of the particle inside the liquid bridge, and D is the
separation distance, as shown in Figure 1.4, 91 and 62 are the contact angles
of the liquid with the sphere (1) and the flat substrate (2), and ¢ is the half
angle subtended at the center of the sphere by the wetted area of the sphere
(this is also known as the ‘embracing’ or ‘filling’ angle).

The ROGC, r, can also be obtained from the geometry shown in Figure 1.4:
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r. = Rsin(p)— (rp —r,sin(p+4, ))

i | (D+d 1-sin(p+0,)
_R(sm(w) ( R )((Cos(¢+(2)+605((92))n (1.5)

where R is the particle radius. The equilibrium capillary pressure force, E,
is found by multiplying the Laplace pressure by the interaction area usmg
the Young-Laplace equation [22]

1 1 cos(p +0, )+cos(ﬂ ) 1
F =A —+— |=7xr’ : 2+ — 1.6
2 = Ao/l o, ¢ J/{ D+d r, (1.6)

where r_is the radius of the contact circle at the solid particle/liquid/air
interface, and is given by:

r= Rsin(w) (1.7)

For a large sphere (R>>D and R >>d), the following approximations can
be made:

I. The embracing angle, ¢, will be very small in comparison to
the contact angle, 91

II. ¢ (: cos™! (RTTd) = cos”! (1 —%)J will be very small,

hence g+ = g,
III. r, can be obtained using the geometry shown in Figure 1.4,

r =Rsin =\/R2 —(R—d)’ ~\2Rd (1.8)

IV. r >>r from Equations 1.4 and 1.5, therefore 1/r_ in Equation
1.6 can be neglected.

The final expression for the capillary pressure force between a large
spherical particle and a planar surface, using the above approximations,
can be obtained as:

cos (&, )+cos(0,)

1+2

d (1.9)

R>>D,R>>d
E

" =27Ry,
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When the spherical particle and the substrate are in contact (D = 0), the
capillary force will attain a maximum:

PRt = o7 Ry, (cos(ﬂ1 )+cos(0, )) =47 Ry cos(0)

P
(ift,=0,=0) (1.10)

It is apparent from Equation1.10 that the capillary force for the case of a
large spherical particle in contact with a flat substrate is humidity indepen-
dent (as d, a humidity-dependent parameter which quantifies the height
of the liquid bridge, gets canceled out); and hence the capillary force in
this case is a function of only the particle size and the surface tension. This
has also been shown experimentally [22]. However, the capillary forces for
small particles have strong humidity dependence [6, 23].

Most parameters, except d, in Equation 1.9 are usually available to cal-
culate the capillary force between a sphere and a flat plate. The estimation
of d requires knowledge of the embracing angle (¢) or the volume of the
liquid bridge (V).

a) Relation between d and ¢
It is apparent from the geometry shown in Figure 1.4 that

2
d=R(1—cos(¢))=2Rsin2(%):R% for small ¢ (1.11)

The embracing angle ¢ will be very small for large spheres
or for small liquid bridge volume.
b) Relation between d and V
The following relation exists between d and the liquid bridge
volume V[24]

d=+D*+V/(zR)-D (1.12)
For the case of small separation distance D, d = \/V / (#R).
For the case of large separation distance D,

d= D([1+ V/(ﬂRDz)]m —1) ~V /(27RD)

The total capillary force acting between a sphere and a flat plate can be
determined by combining the capillary pressure force (Equation 1.9) with
the surface tension force (Equation 1.1) [25]

E, =27r ycos(a) = 2zRysin(@)sin(p+ 4) (1.13)
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where « (—g—(ﬁ +”1)] is the angle of the liquid meniscus (at the

particle/liquid/air interface) from the vertical as shown in Figure 1.4.
Finally,

cos (&, )+ cos(0,)

142
d

Fsphere—plate — 27ZR71

tot

+27 Ry sin(p)sin(p +6,)

(1.14)

The filling angle ¢ is still unknown, but can be estimated by the Kelvin
equation, which relates the equilibrium ROC of the meniscus to the ambi-
ent relative humidity (RH) [26, 27]

—1

R TIn(RH v
rn rp ]/le r’n rp RgT In (RH)

where r, is the so-called ‘Kelvin radius: Specifically, by substituting Equations
1.4 and 1.5 into Equation 1.15, one may determine ¢ numerically based on
Equation 1.16, and then solve Equations 1.6 and 1.14 to determine F_and F, |

Rngn(p/pO) _cos(0, +a )+cos(t,) 1

— (1.16)
»V D+R(1—-cos(a))  Rsin(a)

where p = the partial pressure of water at the system conditions and
p, = the vapor pressure of water at these conditions The magnitude of 2r,
gives the maximum separation distance between two adhering bodies over
which capillary condensation can take place (i.e., the range of the capillary
forces). For instance, the value of 2r, for water (», =74mN /m ) at room
temperature (T = 298K) is [1.08/In(RH)] nm. Figure 1.5 shows the maxi-
mum separation distance for capillary condensation as a function of RH at
this temperature. If the RH is below 50%, the maximum separation distance
(2r,) for capillary condensation is roughly ~2 nm. Virtually all substrates
generally have root-mean-squared (RMS) surface roughness greater than
2 nm. For this reason, unless there is substantial complementarity between
the roughness on the particle and surface such that the peaks on one sur-
face fit into the valleys on the opposing surface, capillary condensation
(and correspondingly capillary forces) between particles and solid surfaces
are generally negligible when the RH is below 50%.
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Figure 1.5 Maximum separation distance between two solid surfaces to allow capillary
condensation as a function of RH at room temperature.

It is important to note that the Kelvin equation applies to systems con-
taining continuum or bulk liquid water (systems in which the water in
the liquid phase has the density and surface tension of bulk liquid water).
Adsorbed moisture in molecular form still has an impact on adhesion, but
the Kelvin equation is inappropriate for describing the behavior in such
systems. Water has an effective diameter of roughly 0.37 nm [21]. At 30%
RH, the liquid bridge between two solid surfaces would have a charac-
teristic Kelvin radius corresponding to ~ 3 water molecules. At 50% RH,
this number increases to somewhere between 4 and 5 water molecules. In
either case, the argument that such a small amount of water would behave
like ‘bulk’ water, exhibiting surface tension effects in the same manner as
bulk water, is tenuous.

The Young-Laplace and Kelvin equations are almost universally used to
predict the capillary force between macroscopic bodies [1, 6, 11, 28-37].
Butt and Kappl summarize these capillary forces for smooth systems, such
as plane-plane, sphere-plane, cone-plane, sphere-sphere, and cone-cone
geometries [37]. Furthermore, with only slight modifications, these equa-
tions can also model the dependence of the capillary force on the surface
roughness [35, 38, 39] and heterogeneity [38].

The conditions in which the surface tension force should be considered
when calculating the total capillary force have been demonstrated through
numerical simulation in an idealized modeling framework, as shown in
Figure 1.6 [40]. This figure shows computational values of the total capil-
lary force, the surface tension force, and the capillary pressure force, for
three differently-sized spherical particles interacting with a flat surface. For
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Figure 1.6 Theoretical capillary pressure (F, ), surface tension (F, ), and total capillary
forces (F, ) between a sphere and flat surface separated by 3A. Reproduced with
permission [40].

ease of comparison, the total force is normalized by the particle radius.
The relevant region of RH to be considered in this figure is the region with
RH > 50%, as this is the condition where condensed moisture can be well-
represented as continuum. In this region, it can be seen that the surface
tension force (inverted triangles) makes a negligible contribution to the
overall force (solid lines) when the particle size is above 1000 nm. When
the particle radius is 100 nm, the surface tension force contribution to the
overall force is no longer negligible, and when the particle is nano-scale
and the RH is high, the surface tension force and the capillary pressure
force make comparable contributions to the overall force.

1.2.1.2  Effects of RH on Capillary Forces

Capillary forces resulting from condensed moisture between hydrophilic
surfaces generally increase continuously with increasing humidity to a
maximum and then decrease, while humidity has little effect on adhesion
when one or both of the interacting surfaces are hydrophobic [2, 3, 6-8,
18, 19, 32, 41-43]. Frequently, the increase in adhesion with increasing
RH continues until RH attains roughly 50%, after which the force becomes
independent of further RH increases or drops with such increases [3, 6,
32, 43]. Figures 1.7 and 1.8 show such results in two AFM-based studies.
The magnitude of these changes is influenced by the geometry and com-
position of the surfaces (or the asperities on the surfaces) in contact [5-7,
15-17].
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These behaviors have been attributed to: 1) variations in the radii of cur-
vature of the menisci of condensed moisture between non-uniform fea-
tures (asperities) of the interacting surfaces; 2) variations in the thickness
of any adsorbed molecular water films; 3) the complexity of the local sepa-
ration distance between the interacting surfaces due to the complementar-
ity of the asperities/topography of the surfaces (basically, how well do the
asperities on the two surfaces fit together and how does this influence the
accessibility of condensed moisture to elements of the interacting surfaces);
4) changes in the cantilever tip geometry as a result of dulling during mul-
tiple tip-substrate interactions (unique to AFM-based studies); 5) compo-
sition-driven variations in the contact angles of water on both the probe
and substrate, leading to local variations in capillary forces; and 6) disso-
lution and reaction of surface species on the two interacting surfaces [5].
While these effects do have an influence on the observed behavior, a true
description over the entire range of humidity requires a detailed consider-
ation of the form of water at the interface between the particle and surface.
Specifically, the Young-Laplace and Kelvin equations are of great utility for
equilibrated systems where: 1) moisture is present on a surface in sufficient
quantity that it maintains the properties of bulk water, 2) the radius of the
particle is much greater than both r, and r,, and 3) the volume of the liquid
bridge is approximately constant [37]. However, as the size of the particle
approaches the nanoscale, the validity of these criteria is disputable, throw-
ing into question the applicability of these continuum models.

In Figures 1.7 and 1.8, the fact that the dependence of the adhesion
force on RH is different for hydrophilic and hydrophobic surfaces is to be
expected. However, the maxima in adhesion force observed in the hydro-
philic systems are not consistent with existing continuum models. The
Kelvin equation typically predicts a monotonic increase in adhesion force
with increasing RH. It also predicts radii of curvature on the order of a
few molecular diameters for equilibrated menisci at low RH. For example,
at 20 °C and 50% RH, the Kelvin radius for water is 0.8 nm [9]. With an
effective diameter of approximately 0.37 nm [9], water is thus expected to
form a meniscus with less than 3 molecules. Such a constraint considerably
stretches the intra- and intermolecular bonds within the liquid. To further
illustrate this discrepancy, it has been shown that when the mechanical
properties of water dictate the change in surface tension on a nanoscale
in water-induced capillary systems, the Kelvin equation is only applicable
above 45% RH at best [44]. Below 45% RH, the macroscopic or continuum
assumptions in the Young-Laplace and Kelvin equations oversimplify the
existence, formation, and magnitude of capillary forces on the nanoscale,
especially for polar liquids.
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Figure 1.8 Measured adhesion forces as a function of humidity for SiO, (hydrophilic)
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1.2.1.2.1 Effects of High RH on Adhesion Forces

Atsufficiently high humidity (>80%), particle adhesion forces are observed
to decrease, as can be seen in Figures 1.7 and 1.8. This is attributed to a
combination of factors. First, strongly adsorbed water on a hydrophilic
substrate prevents the close approach of the particle and surface. At the
higher RH, the liquid bridge can wet a larger fraction of the particle, as
the condensed moisture can span a greater distance between the two sur-
faces. The liquid bridge can also be extended to a greater distance along
the substrate. As the extent of the condensed liquid around the particle
grows, the values of 7 and r in Equation 1.6 become large which drives
the capillary force down. This makes it easier for the adsorbed water to
hold the particle away from the surface. When the RH attains 100%, a
continuous water layer forms at the solid/solid interface. This completely
eliminates the liquid neck and hence the capillary force at the solid con-
tacts, and it screens the van der Waals interactions between the adhering
solid surfaces.

1.2.1.2.2  Effects of Low RH on Adhesion Forces

At humidity levels below 45%, molecular-scale representations of
the behavior of water are required to explain the role of water in par-
ticle adhesion. For this purpose, several approaches have been applied
successfully. First, a combination of coarse lattice-gas (LG) models,
grand canonical Monte Carlo (GCMC) simulations, and thermody-
namic integration techniques has been used to predict the effects of
adsorbed moisture between an AFM probe and a hydrophilic surface
[8, 45-51]. In these studies, vapor molecules (c,) are allowed to occupy
sites on a 3D lattice spanning the interstitial space between the two
bodies, as shown schematically (in 2D) in Figure 1.9. The lattice spac-
ing is generally one molecular diameter, each site may be either fully
occupied or unoccupied, and molecules are only allowed to interact
with their nearest neighbors (NN). Each molecule has its own chemi-
cal potential, y, and the interaction between a molecule and its NN is

Figure 1.9 Schematic of grand canonical Monte Carlo lattice-gas model.
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described using an intermolecular attraction energy, €. If a molecule’s NN

is either of the two solid surfaces in consideration, the top or the bottom

surface (particle or substrate), binding energies of b, or b_are imposed.
The total energy of such a system, H, is given by:

H=-¢ 2 cc;—by Z ¢; — b, Z ¢ —uN (1.17)

i,j=NN i=top boundary i=bottom boundary

where N is the total number of molecules in the system or the total number
of occupied sites [52]. The chemical potential is related to RH by

#=k,TInRH + 1, (1.18)

where p_is the chemical potential at the gas-liquid transition. For a 3D LG
system, y = 3¢ [53].

To determine whether or not a molecule is removed from, added to,
or moved to a lattice site, one calculates the change in the total energy of
the system (AH) resulting from the proposed molecular change. If AH is
negative (i.e., the change is energetically favorable), the removal, addition
or relocation of the molecule is accepted. If AH is positive, the removal,
addition or relocation of the molecule occurs with a given probability. This
Monte Carlo process is repeated hundreds of thousands of times, which
allows the system to reach ‘equilibrium’ [52]. The capillary force result-
ing from this molecularly adsorbed, non-continuum water is calculated by
integrating the partial derivative of the excess number of molecules relative
to the bulk system (N, ) with respect to changes in the separation distance
between the two surfaces (h) for a fixed y and T [45]:

“(oN
F, = _[( ) du (1.19)
),

oh

—oco

Many of the effects of molecularly adsorbed water between an AFM
probe and a substrate have been predicted with this LG GCMC model
(Equations 1.17-1.19) [54]. Additionally, the effects of RH on the pull-oft
force between AFM cantilevers and substrates of varying hydrophilicity
can be predicted qualitatively with this method. Specifically, a maximum
in the adhesion force is predicted around 30% RH for a strongly hydro-
philic tip; a plateau above 34% is predicted for a hydrophobic tip, due to
the interaction of two confined layers of water; and a monotonic increase
is predicted for a slightly hydrophilic tip [46, 55]. All of these behaviors
have been verified experimentally [3, 11, 30, 32, 56, 57]. The LG GCMC
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model has also demonstrated that nanoscale roughness on either the tip
or the substrate dramatically influences the force-RH curve [48, 51]. For
example, for a smooth tip and a smooth surface, a single maximum is seen
in the plot of the adhesion (pull-off) force as a function of RH. However,
when a rough tip and rough surface are simulated, several local maxima
are predicted [51, 52]. The LG GCMC model is computationally simple,
and its ability to provide molecular insight into the onset of true capillary
forces makes it very attractive [52].

A drawback of the LG GCMC model is that it does not account for
molecular shape, dipole moments, or long-range electrostatic interac-
tions. To consider these effects, adhesion forces between AFM probes and
surfaces at low RH have also been modeled using molecular dynamics
(MD) techniques, which can incorporate these more realistic conditions
[58]. The formation and breakage of a true liquid meniscus between an
AFM probe and a surface at high (70%) RH was predicted in this manner
based on the density profile of water molecules from MD snapshots on a
3D lattice [58]. In other work with a hydrophilic AFM probe tip against
a hydrophilic surface, an oscillatory force was predicted as the tip was
withdrawn from the surface, indicative of the role of confined layers of
molecular water on the adhesion. This simulation also recreated a global
maximum in the pull-oft force around 20% RH, which correlates with
experimental values for gold and mica surfaces [59]. These recent studies
are promising approaches to understanding the molecular origin of capil-
lary forces at low RH.

In addition to LG GCMC and MD simulations, density functional
theory (DFT) [46, 60, 61] and computational fluid dynamics (CFD) [62,
63] simulations have been used to describe the effect of RH on adhesion.
Like the MD simulations, the DFT simulations are computationally less
demanding than the LG GCMC model. However, they do not account for
strongly adsorbed layers or fluctuations in the meniscus at high RH (the
region of transition from water with continuum-like density to vapor with
gas-like density) [61].

A final approach to modeling capillary forces at low RH stems from an
observation that adsorbed water can form ice-like, monolayer structures
on smooth, hydrophilic materials (e.g., mica and silicon dioxide) [10].
This phenomenon has been attributed to the surface having an isosteric
heat of adsorption greater than the latent heat of condensation for water
[57]. Since the number of hydrogen bonds per water molecule is greater
in ice than in the liquid (a monolayer of ice-like molecules is expected
to have a higher surface energy than liquid water), the surface tension of
liquid water, therefore, should not be expected to account for the total
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adhesion force between a particle and an ice-inducing surface. By con-
sidering van der Waals forces (described later) to account for the surface
energy of ice-like molecular water, and the capillary forces (predicted
using the Young-Laplace and Kelvin adhesion models), the experimentally
observed adhesion behavior of ultra-smooth hydrophilic surfaces against
AFM probes as a function of RH has been modeled eftectively, including
the prediction of an adhesion maximum at roughly 30% RH as shown in
Figure 1.7 [30, 64].

1.2.1.3  Effects of Bulk Liquid Water on Capillary Forces
in Idealized Systems

In systems where the RH is high enough to assure the presence of liquid
water, but in which the adhesion between the water and the interacting
solid surfaces is not so strong as to limit the closeness of approach of the
two surfaces, a number of idealized continuum models may be used to
obtain analytical expressions for capillary forces and to describe the effect
of the condensed moisture. This section shows derivations of the analytical
expressions for capillary forces for systems with ideal geometries.

1.2.1.3.1 Parallel Plates

As a starting point, Figure 1.10 shows two parallel plates of different mate-
rials separated by a thin liquid film of thickness, d. The meniscus of the
film is cylindrical in shape with the primary ROC, 7, and the secondary
ROC, r, (= =). The capillary pressure force for this system can be obtained
from a modified version of Equation 1.6:

(a) (b)

Figure 1.10 (a) Two parallel plates made of different materials separated by a thin sheet
of liquid film, (b) expanded view of the geometry at the liquid film meniscus.
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A
E =A_y 1 + ! _ ol (1.20)
P 24 rp rn (: oo) rP

where A_ is the wetted area of the plate.
The ROC T of the film meniscus can be related to the film thickness, d,
using geometry shown in Figure 1.10b:

=r,(cos(4] )+ cos(4),)) (1.21)

where 6 and 6, are the contact angles of the liquid against the two plates.
Finally, the capillary pressure force for this system can be determined as:

F, - xy;/,(cos( d)+cos(¢9 )) (122)

If both plates shown in Figure 1.10a are made of the same material with
the liquid contact angle 6, = 6,= 0, the capillary force between them can
be determined as:

P 2Axy}/lcos(6')

cp d
Figure 1.11 shows a schematic of two plates of the same material, sepa-
rated by a liquid column of height, d, and radius, R. The contact angle of

the liquid with each plate is 0. The capillary pressure force between these
plates can be obtained using Equations 1.6 and 1.23:

(1.23)

Figure 1.11 Two parallel plates of same material linked by a columnar liquid bridge.
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2c0s(0) 1  (2c0s(0) 1
F :Axy%( COS( )__]:ﬂ'R %[M_E) (1.24)

® d R d

where A_is the wetted area of the plate, and can be approximated to
nR? [22].

If the radius of the liquid column is much larger than the column height
(i.e., R>>d),

27R* )/lcos(ﬂ)
F )
Cp d

The surface tension force acting on the plate in this case can be obtained
using Equation 1.26:

(1.25)

F, =y cos(z/2-0)I,,,., =27Rysin(0) (1.26)

wetted

The total capillary force acting between the plates can be determined by
combining the capillary pressure force with the surface tension force:

2
E,, = 7Ry, (%(ﬂ) - %] +27Ry;sin(0) (1.27)

1.2.1.3.2 Two Spherical Particles Linked by a Liquid Bridge

Figure 1.12 shows a schematic of two spherical particles of radii R, and R,
separated by distance D and linked by a liquid column with radii of curva-
ture r, and r, and height (D+d1+d2). The ROC, 7, can be determined using
geometry shown in Figure 1.12.

. D+d +d,
P cos(p + 8)+cos(p, + 0,)

(1.28)

where d, and d, are the heights of the two spherical particles inside the
liquid bridge, 6, and 6, are the contact angles of the liquid with the spheres,
and ¢, and ¢, are the ‘embracing’ angles for the spheres.

The ROC, r , can also be obtained from the geometry shown:

7, = Rain(g) 1, (1-sin(g; + )

_R sin( )_ D+d +d, 1—sin(p, + ) (1.29)
S 7 R cos(g, +8)+cos(p, + 0,) '

1
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Figure 1.12 Two spherical particles linked by a liquid bridge. Detail of the meniscus is at
the right.

Now the general expression for the capillary force between two spheri-
cal particles can be obtained using the Young-Laplace equation as:

cos(gy + )+ cos(p, + ) +l) (1.30)

1 1
F =A_y|—+—|=m’
¢ i C%( D+d +d,

T’P r,

n

where r_is the radius of the contact circle at the solid particle/liquid/air
interface.

The capillary force in Equation 1.30 can be calculated if either the par-
ticle depths into the liquid bridge (d, and d,) or the embracing angles (¢,
and ¢,) are known as they both are related according to:

d =R (I—COS(%)) and d, = Rz(l—cos(¢2 )) (1.31)

When the volume of the liquid bridge, V, is known, the capillary force
can be calculated. First, the expression for the volume of the liquid bridge
is [65, 66]:
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D+d, +d,
V= J. 7r’ (z)dz - %z (d1 (3R125in2 (% ) +d} )+ d,(3R,’sin’ (¢2 )+ d} ))
0

(1.32)

where r(z) =1, +r,— \/TPZ —(z-r,c08(6, + ¢, )’

Next, the following apparent geometric relation can be obtained from
Figure 1.12.

Rsin(p,)— R sin(p,) = r, (sin(gﬂl +0,)—sin(p, +06, )) (1.33)

The embracing angles can now be calculated using Equations 1.29-1.30,
and then the total force can be predicted using Equation 1.27.

For large spheres (R, and R>>D, and R, and R >>d), the following
approximations can be made:

I. The embracing angles, ¢, (z cos™ (1 —i)) and

1
7, (= cos™ [1 - R—ZD will be very small, and hence ¢, + 6 =6,
2
and ¢, + 6, =0,
II. r>>T, from Equations 1.25 and 1.26, therefore 1/ r. in
Equation 1.30 can be neglected.

The final expression for the capillary pressure force between two large
spherical particles linked by a liquid bridge can be obtained using the
above approximations in Equation 1.30

b, )+ cos(b.
FCPRI,R2>>D,R1,R2 >>d — 7”’5271 COS( 1 ) COS( 2 ) (1.34)
D+d +d,

If both spheres are identical (i.e., R=R,=R; 91 = 62 = 91, and dl = d2= d),
Equation 1.34 can be reduced to

F R>>D,R>>d — 27Z'R]/ICOS(ﬂ)

1.35
° 1+D/2d (1.35)

The parameter d can be determined from the known embracing angle
using Equation 1.31. It can also be estimated if the volume of the liquid
bridge, V; is given using the following relation [67]:
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d=—+——-

D? \%4 D
— (1.36)
4 27zR 2

For the case of small separation distance D, d = |V / (2zR)
For the case of large separation D,

d= g([l +2V /(zRD?)"? - 1]) ~V /(27RD)

1.2.1.3.3 Non-spherical Particles Against a Flat Surface

Particle shape can influence the capillary forces by changing the geo-
metrical parameters of the liquid meniscus generated at the solid/solid
interface in a humid environment. Figure 1.13 (top) shows simulated
geometries of five idealized AFM cantilever probes, and Figure 1.13
(bottom) shows predicted capillary forces, based on the Kelvin-Laplace
equation, between a flat substrate and these AFM probes [40]. As noted
above, the RH levels at which the Kelvin-Laplace equation may be
applied are strictly limited by the ability of the two surfaces to approach
each other. In this case, where the surface is a theoretical, atomically flat
surface and the cantilever tip is assumed to have perfect geometry and
no roughness, the Kelvin-Laplace predictions are appropriate at lower
RH levels than would be appropriate for realistic systems. The shapes
of the simulated AFM probes are assumed to be (a) spherical, (b) poly-
nomial with flat tip, (c) conical, (d) truncated conical, and (e) polyno-
mial with curved tip. As can be seen in Figure 1.13 (bottom), particle
geometry has a strong impact on the capillary forces, emphasizing the
importance of adequate modeling of the particle geometry for reliable
prediction of these forces.

1.2.1.4  Effects of Bulk Liquid Water on Capillary Forces Using Non-
ideal Meniscus Shapes

The prediction of capillary forces for non-ideal solid/solid contacts in a
humid environment requires a proper accounting of the irregularity in
geometry, roughness and material properties of the adhering objects, and
the resulting shape of the liquid meniscus formed between them. Even for
cases when interacting solid objects are ideally shaped, it is not necessarily
true that the meniscus has an ideal shape as was assumed in the calcula-
tions considered above. Most theoretical models assume a circular pro-
file for the liquid meniscus, i.e., the ROC (rp) in Fig. 1.4 is assumed to be
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Figure 1.13 Top: Assumed AFM probe shapes in capillary force calculations: (a) sphere
(R = 100 nm), (b) polynomial with flat tip, z =kx*[k,= 2 x 10°], (c) cone (cone angle =
15 °), (d) truncated cone (R = 30 nm and cone angle, f = 60 °), (e) polynomial with curved
tip, z = k x°/2(k = 1500); Bottom: Calculated capillary forces for AFM probes against a flat
surface at particle-surface separation distance of 3A. Reproduced with permission [40].

the same at every point on the liquid meniscus. However, this assumption
is rarely true and can give significant deviation, especially for small par-
ticles or nano-contacts at high humidity [40]. For such systems, precise
predictions of capillary forces can be made by computing in a sequential,
point-by-point manner across the liquid meniscus. This can be done by
expressing T and r, as [68]
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2
1+ dx
dy ?
r,= Wand r,=x 1+(—) (1.37)

3/2

The expression for the capillary force can now be written using the gen-
eral form of the Young-Laplace equation:

Il
NS

Fcp it 12 Axy (1.38)

Equation 1.38 can be solved with proper boundary conditions for the
given solid/solid system to obtain the meniscus profile x(y) and the capil-
lary force, F .

For the case of a spheroidal particle in contact with a flat plate, as shown
in Figure 1.14, the following boundary conditions can be used to solve
Equation 1.38

d_x =1/tan(p+04), @ =-1/tan(#,) and X =Rsin(gp),
d d
y x=X; x=X;
x(y=0)=X,.

Figure 1.14 Schematic of a sphere adhered onto a flat plate with a liquid bridge.
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The solution of Equation 1.38 with these boundary conditions will lead
to the derivation of the meniscus profile = f(y, ¢, F » Ry, 91, 92). Finally,
the expression for the capillary force between a sphere and a flat plate,
accounting for the non-uniform ROC, can be obtained using the following
condition in the derived meniscus profile:

x(y =D +d) = Rsin(p) (1.39)

where d = R(1 — cos(¢)), and ¢ is the embracing angle.

The value of ¢ needs to be known to calculate the capillary force. If ¢ is
not given but the volume of the liquid bridge (V) is known, the following
relation between V and ¢ can be obtained.

D+d
V= J 7x*(y)dy —7gzcl(3stin2 (9)+ dz) (1.40)

0

Equations 1.38 and 1.40 can now be solved together to calculate ¢ and
the capillary force.

1.2.1.5 Concluding Remarks

a. The formation of liquid bridges (due to moisture conden-
sation) at the solid/solid interface leads to the existence of
capillary forces.

b. The total capillary force is the combination of the surface
tension force and the capillary pressure force. The capillary
pressure force, which originates due to the pressure dif-
ference across the liquid/vapor meniscus developed at the
solid/solid interface, dominates over the surface tension
force.

c. The Kelvin diameter (27,) is defined as the maximum sepa-
ration distance between the adhering solid surfaces over
which the moisture condensation takes place. Since the
Kelvin diameter for even the most strongly wetting surfaces
is < 2 nm (which is on the order of the roughness height for
most substrates) for RH < 50%, any adhesion enhancement
with RH at levels below 50% cannot be attributed to con-
tinuum moisture effects.

d. The strength of the capillary force depends on the RH,
the nature of the adhering substrates, and the tempera-
ture. The capillary forces resulting from the condensed
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moisture between hydrophilic surfaces generally increase
with increasing RH, while humidity has little effect on
adhesion when one or both of the interacting surfaces are
hydrophobic.

e. The magnitude of the capillary force also depends on the
geometries of the adhering solid bodies. Relevant ana-
lytical expressions to predict capillary forces for the sys-
tems with ideal geometries (plate-plate, sphere-plate, and
sphere-sphere) have been derived. The approach to deter-
mine capillary forces for non-ideal geometries has also
been discussed.

1.2.2 van der Waals Forces

van der Waals forces result when dipoles in the surface regions of two
interacting bodies respond to electromagnetic radiation propagating
between the surfaces of the bodies. These forces are significant over sepa-
ration distances up to 40 nm, depending on the properties of the medium
between the bodies. There are two approaches used to describe these
forces, Hamaker’s pairwise additive approach and the Lifshitz continuum
approach.

1.2.2.1 Hamaker’s Pairwise Additive Method

Hamaker’s approach for determining van der Waals forces between par-
ticles and surfaces begins with the energy of interaction between two par-
ticles (of radii R, and R)) containing p, and p, atoms per cm’, as shown in
Figure 1.15. The interaction energy between the two spheres, or any spher-
ically symmetric pair of bodies, is [69-75]

0,0,=C /

Figure 1.15 Diagram of two spherical particles experiencing mutual vdW interaction
[76]. Reprinted with permission.
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E=-[av, jdeplch” (1.41)
Vi 3

6
v

where dV, dV,, V, and V, are the volume elements and total volumes,
respectively, of the two particles; r| is the separation distance between
dV1 and dVZ; and (12 is the vdW or Hamaker constant, a purely material-
dependent quantity. To evaluate the double integral in Equation 1.41, one
considers the interaction energy experienced at point P in Figure 1.16. In
this case, the surface ABC is given by

2m 6,
surface( ABC) = fd(pjderzsin( 0) (1.42)
0 0
where 6 is found by using the Law of Cosines,
R*+r>—R}
R} =R’+r*-2rRcos(6,) — cos(6,) = f‘ (1.43)
After substituting Equation 1.43 into Equation 1.42, one obtains
surface(ABC): n%[Rf— (R—r)Z:I (1.44)

Thus, a volume element (i.e., dV or dV)) is

dv, ={né[Rf—(Ri—r)2]}dr (1.45)

Ry

eof

Figure 1.16 Diagram illustrating the geometry associated with the vdW interaction
energy experienced at point P [76]. Adapted with permission.
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Finally, the potential energy of an atom or molecule located at point P is

Ry +R,

By== {R %{né[Rf (R, —r)z]}dr (1.46)

To incorporate a second sphere of radius R, and centered around point
P, this geometric procedure is repeated and the double integration in
Equation 1.42 is repeated between opposing volume elements (in a pair-
wise fashion). The resulting expression for the interaction energy between
two spheres is

E= _Tczplpzcn 2R\R, + 2R\R,
6 |C*—(R,+R,) C*—(R,-R,) |(C*-(R,~R,)

(1.47)

where C=R, + R, +d, and d is the separation distance between particles 1
and 2. Equation 1.47 may be recast

_ 2
p="Al v 2ln| XXX
12 |x"+xy+x x"+xy+x+y X +xy+x+y
(1.48)

where x:%ZR ), y:% , and A=7ZZ,01,02. This A is the so-called
1 1

Hamaker constant.

When the separation distance between the particles is much smaller
than the size of either particle (i.e., |r| << R, )» Equation 1.48 is read-
ily transformed to describe the vdW interaction between a sphere and an
infinite flat plate (R, >>R , y > o):

-Al1l 1 x
E x)= {4 ——+2In[ —— 1.49
sphere-plate( ) 12 {X x+1 (X'F].)} ( )

To obtain the force of interaction between a sphere and a flat plate, dif-
ferentiate Equation 1.49 with respect to separation distance d:

-Al2 1 2 1

F - -
sphere—plate(x) 24R1 x xz x+1 (x n 1)2
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When x << 1, which is the case for a particle in contact with a flat plate,
this expression simplifies even further to [9]

—A —AR
Fsphere—plute (d) = 12x2 = 7 (1.51)

Similarly, the expression for the vdW forces for other regular geometries
can also be derived using Hamaker’s pairwise additivity. The vdW force
between unit areas of the two opposing parallel plates is derived as

F d)/ A =
()/ rea p

plate—plate

(1.52)

The vdW force between two spherical particles of radii R, and R, is
given as

—A[ RR
F, d)=—|—= 1.53
sphere—sphere ( ) 6d2 (Rl + R2 ) ( )

These limiting-case results owe their simplicity to Hamaker’s assump-
tion of pairwise additivity of vdW interactions. This means each volume
element dV  interacts with a second volume element dV,  over a distance
r.» and there is no accounting for the effect of many-body interactions—
e.g. reflected electromagnetic (EM) waves caused by the presence of neigh-
boring atoms or molecules, known as the polarizability effect—nor is the
retardation effect (i.e., the phase lag induced during transmission of the
electric field between interacting elements) considered.

1.2.2.1.1 Calculating the Hamaker Constant: Approximate Forms Using
Pairwise Schemes
When a pairwise approach is taken to describing van der Waals forces,
the Hamaker constant is often expressed in terms of a combination of
Keesom, Debye, and London interactions. Keesom interactions are inter-
actions between polar molecules with permanent dipoles (dipole-dipole
interactions). Debye interactions are interactions between polar molecules
and non-polar molecules (dipole-induced dipole interactions) or between
pairs of polar molecules when the molecules induce dipoles in each other.
London interactions are between pairs of non-polar molecules and non-
polar molecules (induced dipole-induced dipole interactions; dispersion
interactions).
The Keesom interaction energy is described by
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P
3kT

2 2.2
p p p Carien
WKeesom(r):_ 2_22_ : ; 6 == 6 : (154)
(47&903) r 3(47[505) kTr r
pips
where Wy, (r) =Keesom interaction energy, C, .., = ——*>—  the
3(47:505) kT

p, are the dipole moments of the interacting molecules, £ = permittivity of
vacuum, €= permittivity of medium between molecules, T = temperature,
r = intermolecular separation distance.

The Debye interaction energy between a polar molecule (molecule 1)
and a non-polar molecule (molecule 2) is described by

2
a, p C
— 0,2 1 _ Ind
WDebye (r) - 2 6 3 (155)

(47{505) r r
2
. . C = Gy, P

where Wy, , (r) = Debye interaction energy, C;)y =—— 5 ,and a , =

(47Z8O£>

the induced polarizability of molecule 2. In the same way, dipole-induced
dipole interactions between two polar molecules (the polar molecule can
induce a dipole in the other) can be given as

a,,p; +a,.p: C,
Debye( ) = 0(17;& g)zois t=— rlsd (1.56)
0

where g, =induced polarizability of molecule 1.
The London dispersion interaction energy between two similar mol-

ecules is
( 3 )a o
Woton dispersion (T) = = A D D (1.57)
ondon dispersion (472’6‘ 5)2 ]’6 T6
0

(o)
where Cp, , =~———-, h = Planck’s constant, and v = the frequency of

(47z505)

the electromagnetic waves associated with the dipole. For two dissimilar
atoms/molecules, the London dispersion energy is
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W 3 ao,1ao,2h0102 _ CDiSP 1.58
London dispersion (r) - _E (472’5 5)2 r6 ([) o ) - o (1.58)
0 1 2

3 Gy, 0,h00,

Disp — 2 :
2 (47[806’) (01 +1)2)
When Hamaker constants are determined in this manner, they are cal-
culated analogously to the form in Equation 1.41

where C

)
E:_J‘dVI_JdVZ Corient+CInd+CDisp :_J'dVl_J'de (%Z2
v, V2

6 6

r r
| v, Vi

(1.59)

It should be noted that when Hamaker constants are determined using
this pairwise additive approach, it is assumed that the electromagnetic field
propagating between the two interacting objects moves quickly relative to
the time that dipoles reorient in the objects. When the separation distance
between the interacting bodies is larger than roughly 5 nm in gaseous envi-
ronments, this assumption begins to fail and dipoles within the interacting
surfaces can recover before the reflected field from the opposing surface
arrives. This assumption fails at closer separation distances in condensed
media, where the propagation of electric fields is slower. In such cases, the
van der Waals forces are considered to be ‘retarded), and the extent of the
retardation is related to the properties of the medium between the bodies
[9,77]. When vdW forces are retarded, the various components of the force
(Keesom, Debye, London dispersion) are affected differently. Specifically,
the dispersion forces, which are the dominant forces at close separations,
tend to fade, becoming proportional to 1/r” rather than 1/1°. In such cases,
the overall vdW force begins to follow the 1/r’ pattern. As separation dis-
tance continues to increase to the point where the dispersion forces are no
longer dominant, one finds that the forces driven by permanent dipoles
(Keesom and Debye), assume a dominant role. Their electronic configura-
tion does not change, and as such their dependence on the propagation of
electric field through the medium does not change. This causes the vdW
force to resume a 1/r® behavior [9].

1.2.2.2  Lifshitz’ Continuum Approach to van der Waals Forces

In 1954, Lifshitz developed a rigorous method, derived on the basis of
quantum electrodynamics, for predicting vdW interactions between bulk
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condensed-phase media by treating these as continua and relating the fluc-
tuating EM fields of the approaching bodies to their complex dielectric
permittivity functions (dielectric functions). These functions are defined
according to

e(a)) = g’(a)) + ig”(a)) (1.60)

where ¢’ is the real component of the dielectric permittivity, ¢” is the
imaginary component of the dielectric permittivity, and w is the frequency
of the propagating electromagnetic field between the surfaces of the inter-
acting bodies. It has been shown that the imaginary part of the permittivity
is always positive and determines the energy dissipation of a wave propa-
gating through a medium [78-89].

The geometry used as the basis for the development of this approach is
illustrated in Figure 1.17.

Dzyaloshinskii, Lifshitz, Pitaevskii and Hamermesh (DLPH) used quan-
tum field theory methods in statistical physics to validate Lifshitz’ origi-
nal approach and prove that vdW interactions can be quantified based on
purely macroscopic considerations [79]. The resulting DLPH theory for-
mulae for the vdW energy of interaction between two condensed-phase,
semi-infinite, planar media, separated by a small distance D, across an
intervening medium m are

=

k >, - -
E (D)= - 8;;2 20 ) xln[(l —A,, A€ 1-4,,A,, e)] dx

(L.61)

Figure 1.17 Two semi-infinite media separated by distance D, interacting across
intervening medium m.
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— X.€E—X. E X0 —x. W0
A, = —L 7 " and A= il 1al (1.62)
X €+ X E XU+ XL,
2
2D
X =x"+ (—C&”) (g1, —e,u,) (1.63)
and §, = Zn;fBTn, n=0,+£1,2, ... (1.64)

where kB = the Boltzmann constant, T' = the system temperature, h = the
reduced Planck constant, ¢ = the speed of light (in air), r= the ratio of the
electromagnetic (EM) radiation travel time (to pass between the interac-
ting bodies) to the EM fluctuation lifetime, § = the complex frequency
of EM radiation (i.e., w = i), and ¢, and p = the complex dielectric per-
mittivity and complex magnetic susceptibility functions of the interacting
materials (i.e., the index i = L, R, or m). The prime on the summation
operator in Equation 1.60 indicates that for n = 0 (i.e., the zero-frequency
term) the sum is multiplied by %.

To derive the formula for the sphere-plane system geometry, the
Derjaguin Transformation is applied to Equation 1.61 [90]. The Derjaguin
Transformation relates the interaction force between two spheres to the
energy per unit area of two flat plates at the same separation distance

F(D)= 27z(&)w(p) (1.65)
R +R,

where F(D) is the sphere-sphere interaction force at separation distance
D, R, and R, are the radii of the spheres, and W(D) is the interaction
energy per unit area of flat plates at the same separation distance D. Per
this transform, if oppositely curved surfaces are at a separation distance D
that is small in comparison to the radii R , R, of the bodies, the interaction
force between the curved surfaces can be approximated as an interaction
between parallel flat plates. This transform is appropriate for micro-scale
spheroidal contact within the separation distance from a surface where
vdW forces are important. Applying this transform to Equation 1.61 yields
the interaction energy between two spheres:

k,T Z o 1
ELmR(D;Rl’RZ): 4D(R +R )2 T El,q_z

n

X J.lml: ZLm ZRm + (ALm ARm )q:l e*’an dp

(1.66)
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— SE=S K S 44— S 14
A, =1 andA, = L0 (1.67)
s,&+ 5,6 S S 4

siz\/p2—1+€f%ﬂ (1.68)

Note that the variable of integration, which was x in Equation 1.61, is
now p in Equation 1.66. For very small values of 7 , which arise for situa-
tions involving bodies in contact, the argument of the natural logarithm in
Equation 1.61 approaches zero, and the function is no longer analytical. To
avoid this difficulty, the variable transformation x > p has been introduced,
and the range of integration has changed correspondingly from [r , o),
for which r, can be arbitrarily small, to [1, «). Note also that the functions
¢, and p, are complex. In order to evaluate Equation 1.61, the integrand
must be complex-differentiable. Complex-valued functions often contain
points, zeroes, poles, asymptotes, and other features at which they are
not complex-differentiable in Cartesian coordinates. To avoid difficulties
associated with this situation, the second infinite summation, the second
Riemann zeta function, sometimes denoted ((2), is used in Equation 1.66.
This allows the integrand in Equation 1.61 to be mapped onto a space over
which it is complex-differentiable over the range of integration. The effect
of introducing ((2) is that integrand of Equation 1.66 no longer involves a
natural logarithm.

For a spherical particle in contact with a planar surface, R, > e and
Equation 1.66 becomes

=3

ELmR(D;R)z_];B_DT Z’rnzizle [(A ZRm) +(A,, ARm)q]e_’"""dp

n=0 q=1 q
(1.69)

For non-permanently magnetic materials, the ys are all simply unity.
This means the magnitudes of the A’s depend only on the difference
between s, and s. When all of the materials comprising the system have
relatively similar dielectric characteristics, the difference between s, and s,
is small and is made even smaller by the Riemannian exponent g. The net
effect is that the (A A, )7 term in Equation 1.69 can often be omitted, so
that the interaction energy becomes

i ii <[ (B, 4,) e dp  (170)
~ &

E

(D;R)=

LmR
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The vdW interaction force of a sphere-plane system may be found by
differentiating Equation (1.70) with respect to separation distance D as

F

LmR(

D;R)= xj p(B,, Ay,) e dp (171)

In this expression, the Hamaker constant, which is actually a coeflicient
that varies with the separation distance between the two bodies, is

3k T =
2 n=0

T Zl _[ p(ALm Arm )q e "Mdp  (1.72)
=g

Before these formulae can be utilized to calculate the vdW force, the
complex dielectric permittivities £(i§) of L, R, and m must be known.
Unfortunately, the exact functional forms of (i&) are rarely known, and in
general one must resort to approximation techniques or other simplifica-
tions to evaluate their integral relations [9, 78,79, 83, 85, 91-103]. It has been
shown that only the imaginary part ¢” of the dielectric permittivity is needed
for the determination of ¢, via the Kramers-Kronig formula [79, 104].

oo

e(id)=1+2

v

C(E'—(C())da) (1'73)

0

Thus, if experimental optical data are available over a sufficient range of
angular frequencies w, then the interaction force can be calculated begin-
ning with numerical evaluation of Equation 1.73.

A common criticism of the Lifshitz approach to determination of van
der Waals forces is that one must measure dielectric responses at all fre-
quencies across the entire EM spectrum for all materials involved in the
adhesion system. This is not the case. Rather, one can collect each materi-
al’s spectral information from a set of discrete sampling frequencies [9, 79,
85, 88]. This sampling occurs at n frequencies, beginning with the ‘zero fre-
quency’ (i.e., n = 0) of static polarizability, which gives the (static) dielectric
constant. For n = 1, 2, ..., the sampling frequencies are evenly spaced such
that the photon energy of each is a multiple of thermal energy, viz.

(n+ 4 o = 2mnk, T (1.74)
These sampling frequencies are known as Matsubara frequencies.

Figure 1.18 illustrates the Matsubara frequency distribution across the EM
spectrum. As can be seen, there is an increase in sampling frequency with
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Figure 1.18 Distribution of Matsubara frequencies across the EM spectrum (based
on [88]). Reprinted with permission.

Table 1.1 Relative Contributions of EM Spectral Regions to Overall Interaction*

Spectral Region Value of n Percentage Contribution
Static 0 23
Infrared 1-11 13
Visible 12-24 15
Ultraviolet 25-00 49

*For Polystyrene-Water-Polystyrene

photon energy. This allows certain spectral regions (specifically, the UV) to
make greater contributions to the overall energy or force of interaction for
a system. Table 1.1 provides an example of the breakdown of these contri-
butions per spectral region [105].

As mentioned above, the dielectric function of a material is a complex
function

e(w)=¢ (w)+ie,(w),or ¢ (w)=¢'(w)+ic"(w)  (1.75)

where the real part of &(w), ¢,(w), describes the speed of light within a
medium, and the imaginary part, ¢,(w), describes the absorption of light
in the medium. When describing how radiation propagates through a
medium, it is more common to use the refractive index (n) because this
quantity can be measured experimentally. e(w) is related to n(w) via

n(w) =\ dw) (1.76)
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which makes n a complex function, according to

n(w) = rAz(co)+ M(a)) (1.77)

where 7 () is the real part of n, and x(w) is the imaginary part. By com-
bining Equations 1.75-1.77, one obtains expressions for the real and imag-
inary components of ¢

A2

&(w) =n"(w)-r*(w) (1.78)
&)(w) = Zﬁ(w)lc(a)) (1.79)

Because &(w) is a complex function, it can be recast in terms of complex
frequency, i.e.,

w=w,+ié (1.80)

where both w, and & are strictly real variables. é(w) can be expanded in
terms of these variables and an appropriate function of time as [88]

()=14] f(t)e"de =1+ [ flt)e™e'dt  (181)
and &(w) has the following properties [88]:

1. For £ > 0 (i.e. on the upper half of the complex-frequency
plane, i§ versus w,), &(w) must remain finite.

2. On the &(w)-axis (i.e. £ = 0), & (w,) is an even function while
¢,(w,) is an odd function.

3. On the ié-axis (i.e. e(w) = 0), €(if) is a purely real function
while ¢ (i€) = 0.

4. For &> 0, e(if) decreases monotonically with increasing &.

Based on these essential properties, the Kramers-Kronig (K-K)
Transformation relates £(i€) and ¢,(w), according to Equations 1.73, 1.78,
and 1.79. This transformation provides the necessary conversion between
experimental measurements conducted at real frequencies w, and the
&(i&)-function used for the computation of interaction forces.

During the determination of e(w), &(w) is not directly measured. Instead,
reflectance and transmittance data are collected in terms of n (i.e. n and
k), and then these are converted to &(w), using Equations 1.78 and 1.79,
or to &(i), using additionally Equation 1.73. Figures 1.19 and 1.20, com-
bined with Equations 1.78 and 1.79, show how n, and consequently ¢(w),
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Figure 1.19 Experimentally-determined spectral refractive index ( ) as a function of
incident radiation wavelength. Data from [106-108].
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Figure 1.20 Experimentally-determined extinction coefficient (k) as a function of
incident radiation wavelength. Data from[106-108].
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can undergo enormous changes in magnitude even for extremely small
differences in the incident radiation wavelength. For this reason, model-
ing e(w) is impractical. By transforming spectroscopic data using the K-K
Transformation in Equation 1.73, it becomes possible to represent £(i§)
with more straightforward functional forms.

This approach, and others that rely on relations between the values of
&(w) over a full spectrum of w are full spectral methods for evaluating the
Hamaker coefficient.

1.2.2.2.1 Approximating the Functional Form of (i) for Use
in Lifshitz Theory

A myriad of techniques have been formulated for approximating the func-
tional form of e(i§). For the most part, these approaches [81, 109-113] are
similar in that they characterize materials using their static dielectric con-
stants ¢, and a small number of characteristic, zero-bandwidth absorption
peaks (typically within the visible and/or ultraviolet portions of the EM
spectrum) whose wavelengths and intensities can be deduced from dis-
crete sets of experimental data [9, 88]. Approximate methods of this sort
have proven useful in semi-quantitative applications when a high level of
precision is not required [105].

An alternate, yet not exclusive, approach is to assume a functional form
for e(w) or (i), and then iterate upon this form by checking it against exper-
imental data. What appear commonly in the literature [94, 99, 114-118] are
expressions ‘derived’ on the basis of quantum mechanical arguments within
dispersion theory. The expression perhaps most commonly employed,
which was originally proposed by Parsegian and Ninham, uses a series of
damped harmonic oscillators to fit piecewise spectral data of several types
and has the following general form [84, 88, 96, 102, 115, 116, 119-124]

N . f;
g(lf)_H{z+g0+f+g’fz+gj5+w&f

(1.82)

The first term following unity in Equation1.82 is the contribution from
free electrons (present only in metals), the second term is from the ori-
entation of a permanent dipole (present only in polar liquids, such as
water), and the remaining terms are from peaks in the infrared (IR), visible
(vis), and ultraviolet (UV) spectral regions [105]. The difficulty in using
Equation 1.82 is that the minimum number of terms, and consequently
the values of the parameters fo, ho, 8y ];, 8 and Wy s needed to represent
&(i€) with sufficient accuracy are unknown. In an attempt to address this
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difficulty, others have put forth another (simpler) functional form, which
requires knowledge of only a single zero-bandwidth absorption peak and
the static dielectric constant [9, 88]

&, for £, =0

‘9("5): 1+—Cj —, for £,>0 (1.83)
1+(5n/w&f)

which corresponds to only three parameters per material. The constants
C and w,; are fitting parameters and/or can be obtained by construct-
ing Cauchy plots from experimental spectroscopic data for each material.
From optical theory, any single absorption peak of zero bandwidth can be
represented mathematically (in terms of w) by

_Cw (@) or (1.84)

1- (w/a)SR )2

n—1= Co o+ |7 -1 (] o )2

g(a))z 1+

(1.85)

In Equations 1.84 and 1.85, the subscript “SR” stands for “spectral region,”
meaning, for example, if the peak being represented exists in the infra-
red (IR) spectral region, then one would use the parameters C, and w,,.
Examination of Equation 1.85 reveals that a plot of the quantities 7> - 1
versus (712 - 1)w? known as a Cauchy plot, will be linear, whose intercept
and slope can be used to determine values of C, and wg,.

Two other common ways to calculate the Hamaker coefficient include
the simple spectral (SS) method, and the Tabor-Winterton (TW) approxi-
mation [77, 109, 119, 120, 125-127]. In the SS method, the dielectric
response function, &(i¢), is represented by a model based on a damped
oscillator [77, 119, 120, 125, 127]. For many dielectrics it is assumed that

é,(léZ) — 1+ CIR CUV

2 + 2
1+ [5) 1+(5] (1.86)
CUIR CUUV

where C, and C, are the absorption strengths in the IR and UV range
and w,, and w,,, represent the characteristic absorption frequencies in the
IR and UV range. C,, and C,, are parameters used to fit physical property
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data such as § and &(i€). C,,and w,,, can also be determined from Cauchy
plots of refractive index and frequency. C , is then estimated by

Cr=¢-C, -1 (1.87)

® = %

The TW method uses indices of refraction to approximate the dielec-
tric response of a material [9, 109, 126, 127]. The TW method determines
Hamaker coefficients based on

2 2 2 2
37ZhVe [(nviso,l M2 )(”viso,a M0 )]

A= 4\/5 |:(n2 o )1/2(}12 o )1/2((”2 o )”2+(1’l2 o )1/2):|

vis0,1 vis0,2 vis0,3 vis0,2 vis0,1 vis0,2 vis0,3 vis0,2

(1.88)

where n,,is the limiting index of refraction for energy in the visible range
for material j. The characteristic absorption frequency, n, is assumed to
be equivalent for all three materials. It is typically accepted that Hamaker
coefficients can be measured or predicted accurately to within 10% using
these techniques.

1.2.2.3  Experimental Methods to Measure Hamaker Constants

Hamaker coefficients, A iy quantify the van der Waals interaction between
materials 1 and 2 in a medium, 3. If there is no medium (i.e., measured
in a vacuum), the Hamaker coefficient would be denoted as A ,. For
cohesive interaction between two materials of the same composition in a
vacuum, the Hamaker coefficient would be denoted as A 0 The Hamaker
constant depends on the ability of the two interacting materials to reflect
the incoming electric field from the opposing material; on the permittiv-
ity of the intervening medium; and on the separation distance between
the two interacting surfaces. When ‘measuring’ Hamaker constants,
one may use the continuum approaches outlined above, which require
evaluation of the dielectric responses of the interacting materials over
a range of frequencies of incident radiation. If one wishes to measure
the Hamaker constant directly, then one typically employs methods to
measure the interaction force at conditions where van der Waals forces
are the dominant forces. One then uses a van der Waals force model to
describe the force and a value for the Hamaker constant is extracted.
When such methods are employed, the shape, roughness, and possibly
the deformation, of the interacting surfaces typically have an effect on
the value of the constant that is determined. Whether using a contin-
uum approach or a direct force measurement approach, the Hamaker
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constant is better considered a Hamaker coefficient, so as to acknowledge
the changes that can be encountered in this parameter. During direct
measurement of Hamaker coefficients, either atomic force microscopy
(AFM), the surface forces apparatus (SFA), or surface energy measure-
ments are employed.

When AFM force measurements are made to determine Hamaker
coefficients, a cantilever mounted with a particle or pre-manufactured
tip is carefully lowered toward a surface. When the van der Waals forces
between the cantilever and the surface are strong enough, the cantilever
“snaps” into contact. The cantilever is then pushed into the surface until
it reaches a previously determined deflection or vertical displacement.
Next, the cantilever is pulled away from the surface. The force required
to pull the cantilever out of contact with the surface (the pull-oft force)
is taken as the adhesion force. Usually many pull-oft forces are deter-
mined at several locations on the surface to obtain a representative force
distribution (e.g., [128]). When relating AFM-measured forces to the
Hamaker coefficient, it is often assumed that the surfaces are smooth
and that the AFM cantilever tip is hemispherical [129]. However, it is
often the case that the geometry is complicated and/or that the surface

Figure 1.21 Field-emission SEM micrograph of an alumina particle mounted on the tip
of an AFM cantilever. Reproduced with permission [132].
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roughness is significant, as seen in Figure 1.21. In an attempt to more
accurately characterize the Hamaker coeflicient, the geometries of the
tips are often characterized by either reverse imaging [130] or scanning
electron microscopy [11, 130, 131], while the surface roughness is often
estimated based on AFM topographical images [132]. Mathematical
models and simulators have been developed to extract Hamaker coef-
ficients from these more realistic descriptions of the interacting surfaces
by ascribing all of the measured interaction force to van der Waals force
and using an appropriate relationship, such as Equations 1.50-1.53, to
model this force [132-136].

Figure 1.22 demonstrates another experimental approach to measure
the Hamaker coefficients for the silicon nitride/ruthenium system in air
[128]. A well-defined pyramidal probe made of silicon nitride and a flat
substrate made of ruthenium were used. The geometrical parameters
of the silicon nitride probe were characterized using scanning electron
microscopy (SEM). The surface roughnesses of the interacting bodies
were measured using atomic force microscopy (AFM) in scanning mode.
The interaction force between the pyramidal silicon nitride probe and the
flat ruthenium surface in the vdW force regime was measured using AFM
as a function of the separation distance between them. The pyramidal sili-
con nitride probe is loaded onto the AFM cantilever, and the cantilever is

o0 Acceleration ' Steady motion ' ' '
dueto i of the cantilever
| unbalanced force:  Fyqw = Fspring |
deW > FSpring i
__—0.01f b
z
£
) .
g 002} —— Theoretical |
L
= .
2 Experimental
-0.03| (Approach curve) T
-0.04 -
—0.05 L L Il Il Il 1 1
0 2 4 6 8 10 12 14 16

Separation (nm)

Figure 1.22 Calculated and measured vdW forces between a silicon nitride pyramidal
probe and a flat ruthenium substrate in air as a function of separation distance. The
approach curve is an average of 5 measured curves.
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brought towards the underlying ruthenium surface during the AFM force
measurement. The ‘approach curve’ in Figure 1.22 shows the measured
probe-surface interaction force as a function of separation distance, and
is divided into two regimes. In regime A, the probe-surface separation
distance is larger than 4 nm. This shows the region where the slope of the
approach curve (dF/dx) is less than the spring constant of the AFM can-
tilever, and therefore the vdW force is balanced by the cantilever’s spring
force. In the regime B the separation distance is less than 4 nm. Here, the
slope of the approach curve (dF/dx) is greater than the spring constant
of the AFM cantilever, and therefore the cantilever accelerates towards
the underlying substrate and ‘snaps’ into contact. The behavior in this
region is not considered to be well-described by Newtonian mechanics,
and hence the information in this regime is not analyzed. The data in
regime A are used in conjunction with theoretical van der Waals force
models to allow the ‘effective’ Hamaker coefficient to be extracted as a
fitting parameter.

Some of the main disadvantages of AFM measurements are that force
measurements are generally made at multiple locations, and geometries
and local topographies are difficult to characterize [132]. One main advan-
tage of using the AFM to determine adhesion forces is that it has a high
force resolution and can yield reasonably accurate Hamaker coefficients
if the geometries and surface roughnesses are appropriately characterized.

The surface forces apparatus (SFA) was developed by Tabor and
Winterton, and Israelachvili [109, 137-139]. With this technique, a piezo-
electric tube is used to control the separation distance between two crossed
cylinders. The distance between the cylinders is calculated using optical
techniques. As the separation distance is varied using the piezoelectric
tube for sub-nanometer control, the interaction force causes a deflection
in a Hookean cantilever spring holding one of the cylinders. Based on the
spring constant of the cantilever and the change in separation distance
caused by the interaction force, the magnitude of the interaction force is
determined. The primary advantage of the SFA technique is that it can
measure the interactions of macroscopic surfaces including van der Waals
and longer-range forces. The requirement of the crossed cylinder geometry
is the primary disadvantage of the method.

The work of adhesion may be presented as a function of the system
Hamaker constant, or as a function of the surface energies of the interact-
ing materials. Equation 1.89 shows the work of adhesion (W) for a mate-
rial with itself (the work of cohesion) in terms of the Hamaker constant,
while Equation 1.90 shows the same work of cohesion expressed in terms
of surface energy.
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W= Ay (1.89)
127zD? '
W =2y (1.90)

where y is the surface energy of the solid of interest. Equations 1.89 and
1.90 may be combined to yield a simplified approximation for the Hamaker
coefficient

A, =247D"y (1.91)

If one assumes that the closest possible separation distance between two
surfaces is approximately 0.165 nm [9], one may approximate the Hamaker
coeflicient to within ~20% using

A, =2.1%107'y (1.92)

Equation 1.92 is applicable to nonpolar and weakly polar substances,
but severely underestimates Hamaker coeflicients for polar compounds,
such as water. Surface energy may be obtained through a variety of meth-
ods [140, 141]. Calorimetry and inverse gas chromatography can also be
applied if powders are of interest.

1.2.2.3.1 Determination of Solid Surface Energy

When contact angle goniometry is used to determine surface energy, the
Owens and Wendt method [142] is frequently used, although other meth-
ods also exist [141]. This approach begins with Young’s equation,

]}lvcos(ﬂ):}/sv_]}sl_”e (1.93)

where 8 is the contact angle formed by the liquid on the solid; y, is the sur-
face energy of one phase against a second; subscripts s, 1, and v represent
the solid, liquid, and vapor phases; and mt_ is the equilibrium pressure of the
adsorbed vapor on the solid. This is depicted in Figure 1.23.

Tiv
Vapor
Liquid f) Yov
I solid

Figure 1.23 Schematic of surface energies, and hence forces encountered in contact angle
goniometry.
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The equilibrium pressure is generally neglected if the contact angle is
greater than zero [143]. As an approximation, the surface energy is often
broken into dispersion (d) and polar (p) components [144]

7, =;/,.d+)/,.p (1.94)

After taking the geometric mean of the solid and liquid surface energies,
one may reduce Equation 1.94 to obtain

V= =2t =2\ (1.95)

When Equation 1.95 is rearranged and combined with Young’s equa-
tion, the following useful expression emerges

cos(d)+1[ y, yP
O 7 | 7 g fOF ase

g

For many liquids, the approximated ‘polar’ and ‘dispersion’ components
of the surface energy are known. Hence, Equation 1.96 may be regarded as

a linea'r function. S( ﬂ) +1f 5 . ﬁ . o
Typically, a plot of — | against 4|~ 3 yields a straight line
2 N ¢

with a slope equal to the square root of the polar component of the solid
surface energy, and a y-intercept equal to the square root of the dispersion
component of the solid surface energy, according to

Slope : | p.F s Intercept : \/]/Sd (1.97)

The most frequently used method of obtaining contact angles involves
static contact angles. With this technique, a single drop of a liquid is placed
on a clean surface of interest. The contact angle between the solid and liq-
uid phases is then measured directly. A variety of well-characterized liq-
uids with varying ‘polar’ and ‘dispersion’ surface energy components are
typically examined on a single solid. The reverse can also be true — where
the liquids are examined against solids of known properties, but this is less
common. The results for the cosine of the contact angles versus surface
tension of the liquids are plotted as in Figure 1.24. Note that y_is the critical
surface tension, which corresponds to the solid surface tension.

Obtaining solid surface energies through contact angle measurements is
possible. Goniometers are typically very easy to maintain, and experiments
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Figure 1.24 Representative graphical determination of surface tension of a solid (paraffin
wax), using a range of liquids. Reproduced with permission [145].

may be performed relatively quickly. Users require minimal training,
though interpreting the results and ensuring care in operation requires an
appreciation of the inherent difficulties in contact angle goniometry [140].
Generally, only small volumes of liquid are necessary, though operators
may wish to use up to six different liquids per unknown surface [142].
The surfaces should be clean and flat, as any contaminants or particulates
may distort the results. Similarly, a curved, rough, or deformable surface
may adversely affect the contact angles [140]. Volatile liquids may present
difficulty, as measurements should be taken in the absence of effects of
evaporation. Solids should be uniform and homogeneous to avoid mis-
leading results [140]. The principal drawback to this method of obtaining
Hamaker constants is in the many assumptions and estimations that limit
the accuracy of the approach to ~ 20% [9]. Contact angles and their rel-
evance to surface energy (and hence, adhesion) have been studied in many
systems (e.g., polymers, proteins and surfactants) relevant to both pure and
applied science [140, 146]. The microelectronics industry is especially con-
cerned with adhesion as it relates to cleaning. Contact angles may be used
in this context to evaluate surface cleanliness [147-149].
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1.2.2.4 Concluding Remarks

a. van der Waals forces result when dipoles in the surface
regions of two interacting bodies respond to electromag-
netic radiation propagating between the adhering surfaces.
These forces are significant over separation distances up to
40 nm.

b. The vdW force can be considered to be comprised of three
components: Keesom (dipole-dipole interactions), Debye
(dipole-induced dipole interactions), and London (induced
dipole-induced dipole interactions a.k.a. dispersion interac-
tions). Since the London interactions are always present, the
vdW force exists for all systems.

c. There are two approaches used to describe vdW forces:
a) Lifshitz’ continuum approach, b) Hamaker’s pairwise
additive approach. Lifshitz’ approach requires knowledge
of a series of electrodynamic constants for the interacting
materials which are often not readily available. Hamaker’s
approach consolidates all the electrodynamic constants
into a single constant known as ‘Hamaker constant’ which
depends on the nature of the interacting materials and the
intervening medium. While this simplifies analysis, the
value of the Hamaker ‘constant’ changes with separation dis-
tance, and it should be considered a Hamaker ‘coefficient’

d. Hamaker constants can be measured using scanning probe
methods (e.g, SFA and AFM) using substrates with ideal
geometries and smooth surfaces in a controlled environment.

e. Hamaker constants can also be estimated from the surface
energies which can be determined from a variety of methods
such as contact angle goniometry, microcalorimetry, and
inverse gas chromatography

1.2.3 Electrostatic Forces

Electrostatic forces between particles and surfaces can be substantial in
both dry and aqueous environments. They can be important when the par-
ticles are up to hundreds (or more) nm apart, depending on the charge on
the particles and surfaces and the composition and dielectric properties
of the intervening medium. Similarly, depending on the properties of the
particles, surfaces, and intervening medium, electrostatic forces may be
the controlling forces in particle adhesion at particle-surface separation
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distances less than 20 nm. In general, however, they are usually not the
dominant forces until particle-surface separation distances are greater
than this distance. Descriptions of electrostatic particle adhesion forces
vary depending on whether or not the particles are in solution or in air
environments. In both cases it is necessary that the particles possess the
ability to respond to an electric field, either by virtue of having a potential
that is different from that of an opposing surface, or by having a charge
that interacts with an opposing charge or a field from an opposing surface.

1.2.3.1 Electrostatic Forces in a Dry Environment: Coulomb’s Law
and the Method of Images

In the simplest representation, electrostatic forces between charged par-
ticles in a gaseous ambient are modeled assuming that the particles are
point charges whose behavior is described by Coulomb’s Law. Here, the
coulombic electrostatic force, F, felt between two point charges, Q, and
Q,, separated by a distance, r, can be described by

— QIQZ

F, = 2
drer

A (1.98)
where Q, are the distinct point charges on the opposing points i, r is the
distance between the two point charges, and ¢ is the permittivity of the
medium between the two point charges. For a polarizable medium the per-
mittivity is related to ¢ by its dielectric constant, x, according to

&= KE, (1.99)

Figure 1.25 (top) shows a schematic of two spherical particles. In this
case, we assume sphere 1 is a conductive particle with radius a and poten-
tial V, with a fixed charge g, at its center. Sphere 2 is a second, conductive
sphere with radius b, potential V, and a fixed charge g, at its center. The
force between these two spheres may be written in terms of their potentials
according to

1{ dc Jdc dc
Fyy = E( 8(111 V12 +2 a; ViV, + 822 V;) (1.100)

where F.  is the electrostatic force between the spheres when the potential

of the spheres is maintained constant, c, is the self-capacitance of either

sphere, ¢, is the mutual capacitance of the spheres, a—; is the change in
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Figure 1.25 (Top) Image charges induced between 2 conductive spheres. (Bottom) Image
charges induced between a conductive sphere and a conducting plane.

the capacitance with separation distance between the spheres, and V. is the
potential of each sphere [150]. If the charges on the spheres are maintained
constant but the potentials may vary, the electrostatic force is written

1(0 2 al d 2
Fygo = 5(%(21 +2%Q1Q2 + aSZiZ Qz) (1.101)

where F, . is the electrostatic force between the spheres when the charge of
the spheres is maintained constant, s, is the self-elastance of either sphere,

0s..
S; is the mutual elastance of the spheres, 861; is the change in the

elastance with separation distance between the spheres, and Q, is the charge
on each sphere [150].

A simplified method to solve Equations 1.100 and 1.101 uses the method
of images [150-152]. For purposes of illustration, assume that sphere 2 in
the top of Figure 1.25 is conductive and is grounded, so as to have a poten-
tial V, = 0. Assume further that the potential on the spheres is maintained
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constant and the centers of the two spheres are separated by a distance c.
The magnitude of the charge g, is

q, =4reaV, =q (1.102)

An image charge, q,, of opposite sign to g, is induced in sphere 2. The
magnitude of this charge is

b
q, =4ncaV,—=4ncVna=q (1.103)
c
2

where "= i This charge is placed at a distance - =nb to the left of

the center of sphere 2, O. To restore sphere 1 to unit potential, a second
image charge, 4", is placed in sphere 1. 4 has a charge opposite to that on
g and has a magnitude

. aq’ 47eV.mna
= = 1.104
q (c—nb) (l—nz) ( )

2
a ma

a
where M= - This charge is placed at a distance (c—nb) = (1 _ 7 )

to the right of the center of sphere 1, O’. This process of images is repeated
ad infinitum, placing sequentially smaller charges at distances sequentially
placed between the center of each sphere and its leading edge. Figure 1.25
(bottom) shows the relevant geometry to determine the interaction force
between a sphere and a plate, based on this method. In this case, the radius
of sphere 2 is made infinite to create a system of a sphere interacting with
a flat plate, with

c—d=b—>o, n—>1, m—0, and =% (1.105)
|1 - n| d
After the radius of sphere 2 is allowed to go to oo, it is possible to sum

the induced charges on the sphere and plate to obtain the self- and mutual-
capacitances for the interacting objects (c,, and c,,) according to

2
a a
(o :4ﬂ£‘/1a|:1+g+m+...:|;

2

a
Cp,=—C¢, = —47Z€Vv1(1|:1+g+m

+] (1.106)
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c,, is not relevant for the grounded conductive plane. Solving Equation
1.100 using the expressions in Equation 1.106, one obtains the following
relation for the electrostatic force between the sphere and plane [150, 153]

8ad
(4d2 —a° )2

1( dc 1
Fy, =~| =2V |=—27ea’ V! +
ES,V 2( ad 1 1 dz

E ,_ 8Rd
28" (4 -R})

= —27eRV; 3

(1.107)

where R, is the radius of sphere 1 and d is the sphere-plane separation
distance.

Equation 1.107 describes the electrostatic component of the adhesion
between a particle and substrate assuming that the charge on the particle
can be approximated as a fixed charge at the center of the particle and
assuming that the sphere and plate are conductors.

1.2.3.2  Contact Electrification

In the case of contact electrification, in which a charge is transferred onto a
dielectric particle as a result of contact between the particle and a conduc-
tive surface, it is appropriate to reevaluate Equation 1.100 in light of the
region of the particle surface over which the transferred charge is trapped
[151, 154-156]. In this case, one first relates the capacitance between the
sphere and plane to the trapped charge, according to [157]

Q
47[5R(1+R+...) (1.108)
2d

C=g=47z5R 1+£+... ,or' V=
\%4 2d

where Q is the total trapped charge on the sphere. The trapped charge on
the sphere is localized in a region with an effective radius that is far smaller
than that of the original sphere, as shown in Figure 1.26. Using R, from
Figure 1.26 in place of R in Equations 1.107 and 1.108, one obtains an
expression for the electrostatic force due to the trapped charge

B Q’ d? 1 8Reﬁd
BSVidocal = T (zd Yy )2 7 + W

+...¢p (1.109)
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where F, . is the electrostatic force resulting from the localized trapped
charge on the dielectric sphere. The first term in Equation 109 results from
the interaction between the conductive plane and the fixed charge on the
sphere with effective radius R , while the second and subsequent terms
describe the effects of induced images in the plane and sphere. For a dielec-
tric sphere, charges are trapped and these higher-order terms are not rel-
evant. The final expression therefore becomes (consistent with Coulomb’s
law) [151, 154-156]
2
FES,V,local == Q 2 (1110)
27&9(2d +R,; )

It is important to note that this approximate expression considers that
the charge originally distributed over a chord whose length is twice the
contact radius that would be calculated based on contact deformation
models (R . in Figure 1.26) can be described as though it were uniformly
distributedﬂ over a sphere with radius R [151, 154-156]. It is not unrea-
sonable to expect that the radius of the effective sphere on the right hand
side of Figure 1.26 should be substantially smaller than that predicted
based on contact deformation, and indeed this is the case. In a study of
the contact electrification of polystyrene spheres and their interactions
with a grounded plane, Gady ef al. determined that R  in Equation 1.110
was ~ 1/3 the value expected from contact deformation [154]. Another
important outcome of this analysis is the realization that the expressions
for adhesion force between a particle and a flat plane are the same when the
particle and sphere are both conductors as when one of the two is an insu-
lator. However, the higher order terms that appear in the image method for

:>

Highly localized charge confined Charge distributed uniformly in
near bottom of sphere over region virtual sphere with radius Re
with radius Rug = contact radius

Figure 1.26 Effective radius of region of trapped charge (shaded region) on dielectric
sphere.
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the case of a conductive particle and plane can be neglected when one or
the other (particle or plane) is a non-conductor.

1.2.3.3 General Determinations of Electrostatic Force
in Dry Systems

In the case where a charged conductive particle is very close to a surface,
the expressions above run into problems because the separation distance
between the particle center and the plane goes to zero in the denominator
of the force expressions. Recasting the problem in spherical or bispheri-
cal coordinates avoids this problem [153, 158, 159]. Figure 1.27 shows the
relevant system of two spheres that are used to establish the spherical coor-
dinates. The radii of the spheres are denoted by a, the total charges on the
spheres by Q, and the dielectric constants of the spheres by k. The Gauss
electric potential at any point r due to the two spheres is given by

D(r) = KJ'dQ 1

I|r a(t)| -‘-|r h— a(t)|.K__£ (L1

1
where o, is the charge density on the surface of sphere 1, K = yeg and ¢ s
e

the permittivity of the intervening medium between the spheres. To solve
Equation 1.111, the potential is first expanded about the center of each
sphere and appropriate boundary conditions are applied.

The expansions produce

> r! > I+m !
D(r)= ZA b ——D cos (ﬁ) +22A2)m % hzrmﬂ P cos (ﬂ)
=0 1 1=0 m=0 obe
for r<a, (1.112)

Figure 1.27 Two interacting dielectric spheres for evaluating the electrostatic force
between dielectric spheres in spherical coordinates. Reproduced with permission [159].
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= 1 > I+m) 4
a)=3 4, L peos() S 34, B p o)
1=0 r 1=0 m=0 I’Yl.l! h
for r>a, (1.113)

where A, = 27zKaT+2Isin((9i)d¢20i (4)P, cos(ﬂ) , and the P are
0
Legendre polynomials. The boundary conditions are:

1. The electric potential vanishes as the distance from the
spheres goes to infinity,

2. The electrical potential is continuous across the surface of
each sphere as a result of the tangential component of the
electric field being equal on both sides of the sphere surface,

_lof|  _ _lof (1.114)

rof — rof

3. Because there is a permanent charge on the surface of each
sphere, the normal component of the electric field is not dis-
continuous across the sphere surface

+
r=a;

af
T or

_9of
_or

r=a,

47K, (1.115)

_ o+
r=a;

4. The free charge of the surface of each sphere causes the nor-
mal component of the dielectric displacement field to be dis-
continuous across the sphere surface

of | _of
or|_. or|_.

r=a;

47K o

= = const. (1.116)

With these boundary conditions, one obtains
(k )]1 a12j1+1 KQ + (kl _1)]1
(k, +1)j,+1 W72 (k +1)j, +1

( )]z (]1+Jz) (]2+]3)|: 211+1a§;2+1:|A ]
Lj3

A, KQ@;
(1.117)
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Ultimately, the force between the two spheres becomes

1S k +1)(I+1)+1
E,= _}EAI,IAI,ZH( l(k _)(l)azzl (1.118)
1

1=0 1

To simulate the force between a sphere and a flat plate, a,is allowed to
become large. By varying the dielectric constants, k, or k,, dielectric or
conductive materials may be simulated. Specifically, when its dielectric
constant approaches 1, the material behaves as a dielectric, while as its
dielectric constant becomes large, the material behaves as a conductor.

Equation 1.118 may be rearranged to produce

QQZ_ < & (m+1)(l+m)! a;""
R, =K 220‘ k +1)m+1

/ 4 h2m+l+3
1 1)[+1
_EZ ll+1(( )) 2043

Hm! (1.119)

The first term in Equation 1.119 is the force between two nonpolariz-
able spheres, which is modeled as point charges Q, and Q, separated by a
distance h. When I = 0 in Equation 1.119, the force becomes

m+1) 2m+1

o (K, =1)m(
fo =K AL (k, +1)m+1 hz’”+3 (1.120)

m=1 =0

which describes that force between a charged polarizable sphere 2and anon-
polarizable sphere 1, which is modeled as a point charge [159]. Figure 1.28
shows normalized interaction forces between spheres interacting as a func-
tion of their dielectric constants and normalized separation distance. In
this figure, the interaction forces are normalized to those between perfect
dielectric spheres (point charges), the separation distance, d, is calculated

h— (“1 +a, )
a Q
on the spheres are fixed according to =2 = 3, and the radii of the spheres

accordingto d = , the radii of the spheres are a, and a,, charges

a 1
are fixed according to —= =1. Negative forces are attractive in this figure.

1
What is of particular interest here is that spheres with the charge of the
same sign can be attractive at close separation distances, and the magni-
tude of the attraction increases as the spheres become more conductive.
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point charges
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Figure 1.28 Normalized interaction forces between spheres as a function of the dielectric
properties and normalized separation distance d between the spheres. Reproduced with
permission [159].

Figure 1.29 shows an alternative approach to calculating the electro-
static interaction force, based on recasting the problem in bispherical coor-
dinates [153, 158]. On the left-hand portion of this figure, a, and a,are the
radii of sphere 1 and sphere 2; a is half the separation distance between
the two foci (the filled circles within each sphere); s is the surface-surface
separation; h is the center-center separation; ¢, and d, are inverse point
separations with respect to sphere 1; and a, and d are inverse point separa-
tions with respect to sphere 2. On the right-hand portion of this figure, it is
shown how the position of an arbitrary point X can be described in terms
of the variables #, £ and ¢. In this case

dec =a’, dc,=a; (1.121)

y= —ln(:—l), =4-0,
2

The surface of sphere 1 is defined by n = #,, where 7, is a positive con-
stant. The surface of sphere 2 is defined by # = 7, where 7, is a positive
constant. The bispherical coordinates are defined by [153, 158, 160]

e asin(f)cos(([)) )= asin({)sin(q’)) - asinh(;y)
cosh(iy) — cos({)’ cosh(77) — cos(;”)’ cosh(;7) - cos(f)
(1.122)
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Figure 1.29 Two interacting spheres as represented in classical Cartesian framework (left)
and after being converted to bispherical coordinates (right). The 6, are the polar angles

of each sphere i, the r, are the distances from the point X to the foci of each sphere i, and
the z, are the separations of the centers of each sphere i from the origin. Redrawn with
permission [158].

The spatial parameters 7,¢ can be determined in terms of the spatial
parameters on the left side of Figure 1.29, according to

a h+a -a

W +a2—a
cosh(/71)= 1+— a _n74,-4

s cosh(7)= |1+ =

6112 2611 a§ 2a2h
(1.123)

asinh(771)

-_— h -

cos(f) cos (;71) acoth(’ﬂ)"'alcos(ﬂl’s)

—asinh(%)

p— h -

cosh(z,) _acoth(”2)+a2c05(192,s)

(1.124)
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The distance a is related to the center-to-center separation h [158]

h +(“12 —aj)z —2h2(a12+a§)

4h*

a= (1.125)

In the limit where sphere 1 will interact with a flat plate instead of
sphere 2, as shown in Figure 1.30, a,>c in Equations 1.120-1.122. In this
case [158]

_ s
a=1/s(s+2al);771 =cosh™ 1+a_ sand 7, =0 (1.126)
1

Finally, along the flat plane in Figure 1.30, one defines [158]

p—a> P —s(s+2a)
Ptat 7 +s(s+2a,)

7 =x1+y% cos(&) = (1.127)

One can evaluate the electric potential at any point in space due to the
presence of the spheres, according to [158]

A
>J

Figure 1.30 Two interacting spheres when bottom sphere has radius approaching oo, to
approximate a sphere interacting with a flat plate. Redrawn with permission [158].
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q)(r):Kj%Q = Kj dRQl +K j dsz K= 4; (1.128)

where ®@(r) is the electrical potential at r, Q, is the total charge (sum of
free surface and bound charges) on each sphere i, and R, is the radius of
each sphere i. Finally, after solving the potential and charge distributions
in bispherical coordinates, one solves for the electrostatic force on sphere
1 due to the flat plate [158]

)

_ N (Zout)
E, :1r<del(x)dez(x2)|xx_7 :kde17 (1.129)

|

where cpz(o'”) is the potential between the flat plate and the sphere. When the
charge on sphere 1 and the potential between the plate and the sphere are
written in terms of bispherical coordinates and substituted into Equation
1.129, one obtains

K 27 X
cosh (;71)—cos(f)) a

an (gpm (cos(f))e”‘ —(n+%)Pn (cos(f))+nT+1Pn+1 (cos(f))e_”l ](I)z’n
n=0

I — n 1 n+1
=—— fn(—d),n_ et —(n+—)d>)n+—®)n e_”l)q) ”

K ng(; 2 1,n-1 2 1 2 1,n+1 2

(1.130)

where

2 2 _ 7n+l n+77,
cos(f):x +y s(s+2a1).a: ,75(s+2a1);fn:e( 2)(17 /);

x*+y’ +s(s+2a1)’

P (cos(f)) is the i Legendre polynomial with argument

cos(&); q)i,nZZ”aKj Jicos(f’)sin(f’)dgipn(Cos(f,»; St o e

0 (cosh(i;i ) - cos(f’))g
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surface of sphere 2. When the results of Equations 1.120 and 1.130 were
compared for cases of a charged particle interacting with either a grounded
conductive plane or a dielectric plane, they agreed well [158, 159].

A final approach to be considered when evaluating particle adhesion to
surfaces is the most general [153]. The relevant geometry to be considered
is shown in Figure 1.31. In this case, the force between a conductive plate
and a particle is [153]

2 2
v =V—d—cor FQ =Q—2d—c (1.131)
2R d¢ 2RC” d¢
where F, is the particle-plane interaction force when the particle is main-
tained at constant potential, F, is the particle-plane interaction force when
the particle is maintained at constant charge, V is the particle potential,
Q is the particle charge (total charge), C is the capacitance of the particle-

plane system, ¢= %, h = the particle-plane separation distance, and R =

the particle radius. The capacitance is defined according to

c=Q (1.132)

\%4

The charge on the particle is written as a function of the normal electric
field along the grounded plane

Q = —27¢R’ sinh’ (7, )j{EG (9) sin(4)

dod  (1.133)
0 (cosh(iy) - cos(ﬁ))

2

n=n, 1 = constant

6 = constant
6=m h n:O

> x

Conductive plate

Figure 1.31 Bispherical geometry for the adhesion between a particle and flat plate.
Redrawn with permission [153].
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where E () is the normal electric field along the grounded plane. The
potential on the grounded plane is

@(7=0,0)=0 (1.134)
while the potential on the particle is
O(y=7,0)=V (1.135)

The potential in space resulting from the particle and plane can then be
written as

(h0)=VY \/cosh “cos(9P (cos(ﬂ))sinh[(n+%)’7:|

(1.136)
and the normal electric field along the ground plane becomes
N 3 = (1+2n)P, cos(d
E. (19) = ——(1 cos(ﬂ))2 csch(%)z ( e(HZ)n)% 1( ) (1.137)
n=0 -

Equation 1.133 now can be combined with Equation 1.137 to produce a
final expression for the charge on the particle

(1+ 2n smh ” cos sm(é’)

dd (1.138)

l7+2f7
e 0 0

Q=Y 2v27eRV
n=0

o'—,

- cos(ﬂ))2

Finally, the capacitance can be written

=, 2sinh (7, ) 2<&(2+9)

C=4ze RZ (1+2n)7, 1 = 47[ng e(l+2n)acosh(1+f) 1 (1139)
— =0 —

When Equation 1.139 is substituted into Equation 1.131, the force on
the sphere can be calculated. A drawback to this method is that as the sepa-
ration distance between the particle and the plate decreases, the number of
terms in the sum in Equation 1.139 that must be applied to obtain numeri-
cal convergence of the capacitance (and hence the force) can become
unwieldy (~10°). Approximate forms of Equations 1.131 and 1.139 that
predict interaction forces to within ~5% are [153]
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C=47neR 1+llog 1+l ,
2 ¢

F zﬂeVz[;], F = Q !
v C+E 1 9 167R? 2\ Lofr ] 2
(G CSU )

(1.140)

1.2.3.4  Electrostatic Forces in Aqueous Environments

When immersed in an aqueous environment, solid materials attain a
surface charge due to the adsorption of ions or the ionization of surface
groups. These types of interactions are promoted by the high dielectric
constant of water (k, = 80.1 at T = 20°C). This induced surface charge
is balanced by counter-ions in the solution to maintain charge neutrality.
Therefore, an electrical double layer is formed consisting of the localized
surface charge and a diffusely distributed cloud of ions, as shown sche-
matically in Figure 1.32. Close to the charged surface, counter-ions in the
solution are attracted electrostatically. This effect is opposed when the ions
in solution are driven to distribute homogeneously in order to increase
the entropy of the system [161]. This competition between electrostatic

Electrical

potential, ¥

Diffuse layer Uniform charge

distribution
o ® P

»
>

Debye length, k™ Distance from surface, z

Figure 1.32 Schematic showing key elements of the electrostatic double layer.
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interactions and thermal motion of the ions leads to an outer diffuse layer
of ions surrounding the surface. The thickness of the diffuse layer is a func-
tion of the concentration of ions present in the solution. The higher the
ionic strength of the solution the thinner and denser the electrical double
layer that is formed [162]. Not shown in Figure 1.32 is the zeta potential
({-potential) in the double layer near the surface. The zeta potential is the
potential at the slip-plane. When the particle moves in solution, some ions
within the cloud are attracted to the particle with sufficient strength that
they move with it. Others are farther away from the particle and are less
strongly bound, so they do not move with it. The plane between the ions
that move with the particle and those that do not move with the particle
is called the slip-plane, and the potential on that plane is called the zeta
potential.

The relationship between the electrostatic potential, y, and distance, z,
from the charged surface is determined from the Poisson equation. For a
single, planar surface

Y —Alle

Vi = — =
dz

[2.(2)-r.(2)] (1.141)

where p, (2) is the ionic charge density profile of the cations (+) and anions
(), eis the elementary charge of a proton (1.62 x 10" C), and ¢ is the per-
mittivity of the solution [163]. The relationship of the ionic charge density,
p, to the potential, y, follows from statistical mechanics and the Boltzmann
distribution law

(1.142)

p(2)=p, em(%;z))

where p_is the ionic charge density of the bulk solution, k, is the Boltzmann
constant, and T is the temperature. Equations 1.141 and 1.142 combine to
constitute the Poisson-Boltzmann equation. If a dimensionless potential ®
is defined according to

P AC) (1.143)
k,T
the Poisson-Boltzmann equation can be simplified to
2
@
4@ _ .- sinh@(z) (1.144)

dz>
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The parameter k'is known as the Debye length, which is the character-
istic length of the diffuse layer defined by

2 ‘%
K= (%} (1.145)
&l B

Because the ionic charge density is dependent on the potential, the
Poisson-Boltzmann equation is a nonlinear second-order partial differen-
tial equation. For a planar geometry, the analytical solution of the Poisson-
Boltzmann equation is

?(2) =2ln[1”ex—p(_”)] (1.146)
1-yexp(—xz)

The constant, y, is determined from one of two limiting boundary con-
ditions, a constant surface potential or constant surface charge density.

Only for a planar geometry is an analytical solution to the Poisson-
Boltzmann theory achieved. For a spherical geometry a numerical solution
is required to solve the differential equation. However, when the surface
potential is sufficiently low, a linearized form of the Poisson-Boltzmann
equation can be used to approximate the electrostatic potential [164]. At
small values of @, sinh@(z) = @(z) sinh @(z) = @(z) and Equation 1.144
simplifies to

ro
dz*

©'®d (1.147)

This is known as the Debye-Hiickel approximation. The linearized
Poisson-Boltzmann equation can be readily solved to give

D(z) = fexp(—kz) (1.148)

where f3 is a constant of integration. For the case of constant surface poten-
tial, ¢S , the potential can be expressed as

D(z) =D exp(—xz) (1.149)

Additional approximations of the Poisson-Boltzmann distribution can
be found from Derjaguin [90] and Hogg, Healy, and Fuerstenau [165].
A review covering a number of approximations to the Poisson-Boltzmann
equation as well as a numerical evaluation of the nonlinear equation has
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Figure 1.33 Schematic representation of DLVO theory showing the balance between
electrostatic repulsion and van der Waals attraction.

been published [166], in addition to solutions for surfaces with dissimilar
charges or potentials [167].

Particle adhesion in an aqueous medium is governed by a balance
between the van der Waals force of attraction and the electrostatic double
layer force outlined above. Derjaguin and Landau [168] and Verwey and
Overbeek [169] independently developed a theory for the stabilization of
colloid dispersions based on the addition of these forces; this has come
to be known as the DLVO theory. It is customary to describe the balance
between the electrostatic double layer repulsion and the van der Waals
attraction between colloidal particles in the form of an energy-distance
diagram, as shown schematically in Figure 1.33. Because van der Waals
forces follow a power law while electrostatic double layer forces follow an
exponential relationship with respect to separation distance, the net inter-
action force has an interesting, characteristic shape.

1.2.3.5 Concluding Remarks

a. Adhesion interactions between particles and surfaces in dry
environments are controlled by the charge and potential
on both the particle and surface, by the conductivity of the
particle and surface, and by the particle-surface separation
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distance. Conductive particles have the ability to distribute
charge throughout their volumes. When adhesion forces are
modeled for conductive particles, the charge on the particle
is described as a point charge at the particle center. When
conductive particles interact with conductive surfaces, the
method of images is commonly used to estimate the elec-
trostatic component of the adhesion. This method leads to a
series solution, with each term accounting for a subsequent
‘image’ within the particle or surface.

b. Dielectric particles do not have the ability to distribute charge
uniformly. As a result, any charge that becomes attached to
a dielectric particle must stay where it attaches. When adhe-
sion forces are calculated between a dielectric particle and
a surface, the form of the final expression is the same as in
the case of a conducting particle and surface, except that the
terms corresponding to the various images are neglected.

c. When particles and surfaces come into extremely close
contact, the method of images is slightly inaccurate. To
address this inaccuracy, the problem is recast in bispheri-
cal coordinates. The bispherical coordinate frame allows
one to describe both the particle and surface using indepen-
dent spherical coordinate frames and then to combine these
frames into one frame, the bispherical frame. The bispherical
descriptions of electrostatic particle adhesion forces provide
more accurate descriptions of the adhesion force, although
they are slightly more complex than simpler predictions
using the method of images.

d. Electrostatic interaction forces between particles and sur-
faces are generally described in two limits: a limit in which
the potentials on the particle and surface are assumed con-
stant and the charge on each can change, or one in which
the charges on the particle and surface are assumed constant
and the potential of each can change.

e. Inaqueous systems, particle adhesion to surfaces is described
in terms of electrostatic double layers. These arise when ions
in solution form loosely attracted ion clouds in the vicinity of
the particle and surface. The interactions between these ion
clouds then drive the electrostatic component of the particle
adhesion. When the electrostatic and vdW forces are com-
bined, the resulting force descriptions are known as DLVO
theory, for Derjaguin, Landau, Verwey, and Overbeek, who
developed it in parallel.
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1.3 Summary

Adhesion forces between particles and surfaces are described in terms
of electrostatic, van der Waals, and capillary forces, depending on the
environmental conditions and the properties of the particle, surface, and
medium. Electrostatic force descriptions are well developed in the limits
of constant potential and constant charge systems, when the geometries of
the particle and opposing surface are idealized. This is especially true in the
case of conductors. Non-conductors require approximations to account
for the varied location of fixed charges. The method of images provides
approximate descriptions of the interaction forces, although more rigor-
ous approaches also exist that involve recasting the problem in terms of
bispherical coordinates. van der Waals forces are perhaps the best modeled
from a computational/mathematical perspective. In an approximate sense,
they can be considered as the combination of three types of interactions:
those between fixed dipoles in the two interacting surfaces; those between
fixed dipoles in one surface and induced dipoles in the opposing surface;
and those between induced dipoles in the two interacting surfaces. These
represent the so-called ‘pairwise additive’ approach to van der Waals forces.
More rigorous approaches consider the propagation of energy between
the two interacting surfaces, with the propagation driven by the dielec-
tric properties of the two interacting objects and the intervening medium.
This is the so-called ‘Lifshitz continuum’ approach. This approach can be
difficult to apply due to the challenges associated with appropriate char-
acterization of the dielectric properties of the materials involved, and as a
result a number of approximate methods for calculating these properties
have been introduced. These methods are generally based on models for
oscillators interacting in an applied field, and they allow vdW forces to be
calculated for a wider range of materials than would otherwise be possible.
Capillary forces, when they exist, are the strongest of all of the forces con-
sidered here. They are driven by the interactions of condensed or physi-
cally adsorbed water between the particle and opposing surface. They are
frequently described using the Kelvin equation, which relates the relative
humidity, the surface tension of the liquid water, the system temperature,
and the molar volume of the liquid water. While this equation is very effec-
tive when applied at high relative humidity conditions, its validity is ques-
tionable at relative humidity levels below 50%, where surface adsorbed
moisture cannot appropriately be considered to have the properties of bulk
water. Approaches that are based on atomistic and molecular dynamics
simulations are under development that will more realistically describe the
behavior in such situations.
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Abstract

An overview of mechanics of particle adhesion and removal is provided. Different
adhesion models are outlined and the effect of electrostatic forces on particle
adhesion and detachment is discussed. The criteria for incipient rolling and sliding
detachments and electrostatic lifting removal are described. The bumpy particle
model for analyzing adhesion and detachment of compact non-spherical particles
is described. Particular attention was given to detachment of particles in turbulent
airflows. A turbulence burst model for evaluating the peak air velocity near the
substrate is described and used. The critical shear velocities for detaching par-
ticles of different sizes under different conditions are discussed. The electric field
strength needed for electrostatic removal of particles with different charges is also
evaluated. Comparisons of the model predictions with the available experimental
data are also presented.

Keywords: Particle adhesion, detachment, bumpy particles, surface roughness.

2.1 Introduction

Nano- and micro-particle adhesion and removal are important in a variety
of industrial and environmental applications. In particular, removal of fine
particles from surfaces is of great concern in semiconductor, pharmaceuti-
cal and xerographic industries. Some recent studies have also shown con-
nection between increase in indoor air pollution and particle resuspension
from common floorings.
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Extensive reviews of particle adhesion and removal were provided by
Corn [1], Krupp [2], Visser [3], Tabor [4] and Bowling [5]. Accordingly,
the van der Waals force is the main cause for particle adhesion to surfaces
under dry conditions. The JKR adhesion model developed by Johnson,
Kendall and Roberts [6] includes the effects of the surface energy and
surface deformation. Using the Hertzian profile assumption, Derjaguin,
Muller and Toporov [7] developed the so-called DMT model. More recent
developments on particle adhesion models were presented by Tsai et al.
[8], Maugis [9] and Rimai et al. [10]. Additional related articles on particle
adhesion and removal can be found in the books edited by Mittal [11-12],
and Quesnel et al. [13].

Re-entrainment of particles from plane surfaces was reported by Corn
[1] and Corn and Stein [14]. Punjrath and Heldman [15] studied the parti-
cle resuspension mechanisms through a series of wind tunnel experiments.
Healy [16], Sehmel [17], Smith et al. [18], Hinds [19] and Nicholson [20]
provided reviews of resuspension processes. Particle detachment mecha-
nisms in turbulent flows were studied by Cleaver and Yates [21]. Additional
advances on particle resuspension processes were reported by Reeks and
Hall [22], Wen and Kasper [23], Wang [24], Tsai et al. [25], and Soltani and
Ahmadi [26-29], and Ibrahim et al. [30].

Nearly all earlier works were concerned with resuspension of ideal
smooth spherical particles and smooth surfaces. Real particles are, how-
ever, irregular and bumpy. Greenwood and Williamson [31] suggested
that the contact deformation depend on the topography of the surface.
Greenwood and Tripp [32] improved the Hertz contact model by taking
into account the effect of roughness. Soltani and Ahmadi [27] studied the
effect of surface roughness on particle detachment mechanisms. Rimai and
Quesnel [33] and Quesnel et al. [34] studied the adhesion of irregularly-
shaped particles to plane substrate. Detailed experimental measurements
of particle detachment in wind tunnels were reported by Wen and Kasper
[23], Braaten et al. [35], Wu et al. [36], Nicholson [37], Ibrahim et al.
[30,38], Krauter and Biermann [39] and Goldasteh et al. [40-42], among
others.

Studies on adhesion of charged particles were reported by Derjaguin
and Smilga [43], Davis [44], Kottler et al. [45] and Mastrangelo [46].
Donald [47,48] showed the strong dependence of adhesion force on the
presence of an external electric field. Goel and Spencer [49] analyzed the
effect of electrostatic and van der Waals forces on adhesion of toner parti-
cles. Detachment of charged toner particles under the action of an electric
field was studied by Hays [50,51]. The effect of electrostatic forces on the
adhesion of electrophotographic toners to photoconductor in xerographic
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printers was studied by Lee and Jaffe [52]. A set of experiments to quantify
the relative contributions of nonelectrostatic and electrostatic forces to the
net adhesion force were performed by Mizes [53]. Soltani and Ahmadi [29]
evaluated the minimum critical shear velocity needed to remove different
size particles taking into account the electrostatic forces.

The importance of the capillary force on particle adhesion was noted
by a number of researchers. Hinds [19] reported the expression for adhe-
sion force at different values of relative humidity. Zimon [54] experi-
ments indicated that the effect of capillary condensation on adhesion
force begins to appear at air relative humidity above 50%. Luzhnov [55]
performed experiments on factors affecting the capillary forces. Podczeck
et al. [56], Busnaina and Elsawy [57] and Tang and Busnaina [58] reported
the results of their study on the effect of relative humidity on particle
adhesion and removal. Ahmadi et al. [59] studied the effect of the capil-
lary force on the minimum critical shear velocities needed for removing
different size spherical particles from surfaces. More recently, Goldasteh
et al. [40-42] introduced the Monte Carlo approach to account for the
random variations of parameters that affect the adhesion and detachment
of particles.

In this chapter, the fundamentals of particle adhesion and detachment
are reviewed, and the hydrodynamic particle resuspension is described.
The importance of electrostatic and capillary forces is discussed. Sample
simulation results are presented and compared with the available experi-
mental data. Most natural particles are rough and irregular in shape. The
effect of small roughness, as well as large roughness (bumps) on particles
resuspension is discussed. Attention is also given to the effects of electro-
static and capillary forces on rough particle detachment from plane sur-
faces. The Monte Carlo approach is also briefly outlined.

2.2 Models

2.2.1 Particle Adhesion and Detachment Models

Figure 2.1 shows the schematic of a particle of diameter d in contact with
a flat surface. Here P is the external force exerted on the particle, a is the
contact radius and F ;is the adhesion force. The classical Hertz contact
theory considers the elastic deformation of bodies in contact, but neglects
the adhesion force. Several models for particle adhesion to flat surfaces
were developed in the past that improved the Hertz model by including the
effect of adhesion (van der Waals) force.
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1p

Figure 2.1 Schematic of a spherical particle in contact with a plane.

2.2.1.1 JKR Model

Johnson-Kendall-Roberts [6] developed a model (The JKR Model) that
included the effect of adhesion force on the deformation of an elastic
sphere in contact with an elastic half space. Accordingly, the contact radius
is given as

2
a’ = % P+§WA7zd+\/37ZWAdP+(37ﬂ;VAd) (2.1)

Here W, is the thermodynamic work of adhesion, and K is the compos-
ite Young’s modulus given as

4{1-0 1-0 h
K=-— + (2.2)

In Equation (2.2), E, is the elastic modulus, v is the Poisson ratio, and
subscripts 1 and 2 refer to the materials of the particle and substrate,
respectively.

In the absence of surface forces, W, =0, and Equation (2.1) is reduced
to the classical Hertz model, i.e.,

,_dp

a = K (2.3)
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2.2.1.1.1 Pull-Off Force

The JKR model predicts that the force needed to remove the particle (the
pull-off force) is given as

3
F = Z”WAd (2.4)

2.2.1.1.2 Contact Radius at Zero Force
The contact radius at zero external force may be obtained by setting P = 0
in Equation (2.1). That is,

1
32w, d* )P
T =

2.2.1.1.3 Contact Radius at Separation

The contact radius at separation is obtained by setting P=—FP];<R in
Equation (2.1). The corresponding contact radius is given by
1
(3w, d* ) a,
o v i 26)

2.2.1.2 DMT Model

Derjaguin-Muller-Toporov [7] assumed the Hertz deformation and devel-
oped another model that included the effect of adhesion force. According
to the DMT model, the pull-off force is given as

4
EXM =7zW d, (FP‘jMT = gFng ] 2.7)

2.2.1.2.1 Contact Radius at Zero Force
The contact radius at zero external force is given as

w.d*
aoz(ﬂ 4

3
7K } (Hertz contact radius under adhesion force) (2.8)
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2.2.1.2.2 Contact Radius at Separation
The DMT model predicts that the contact radius at separation is zero, i.e.,

a=0 (atseparation) (2.9)

2.2.1.3 Maugis-Pollock Model

While the JKR and the DMT models assume elastic deformation, there
are experimental data that suggest that in many cases plastic deformation
occurs. Maugis-Pollock [60] developed a model that included the plastic
deformation effects. Accordingly, the relationship between the contact
radius and external force is given as

P+72W,d = 7ma’H (2.10)
where H is material hardness (at fully plastic contact) and
H =3Y, (2.11)

with Y being the yield strength of the material.

Note that variations of contact radius with particle diameter at equilib-
rium, i.e., in the absence of external force, for elastic and plastic deforma-
tions are different, (Rimai and co-workers [10], [33]) i.e.,

2 1

a, ~d* (elastic), a, ~ d* (plastic) (2.12)

2.2.1.4 Nondimensional Forms

Nondimensional form of the relationship between contact radius and the
external force and the corresponding moment as studied by Ziskind et al.
[61] and Zhang and Ahmadi [62] are described in this section.

2.2.14.1 JKR Model
Equation (1) in nondimensional form may be restated as

a’>=1-P ++1-2P" (2.13)

where the nondimensional external force and contact radius are defined as

P* —_ p ) a* _ a (214)
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Variation of the nondimensional contact radius with the nondimen-
sional force is shown in Figure 2.2. Note that for P* =0, Equation (2.13)
and Figure 2.2 show that a, =1.26.

The corresponding resistance moment about point O in Figure 2.1 as a
function of nondimensional force is given as

M™ =p'g =P (1-P ++1-2P )" (2.15)

Figure 2.3 shows the variation of the resistance moment as predicted by
the JKR model. The corresponding maximum resistance moment then is
given by

M7 =0.42 (2.16)

max
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and
© KR F/KR _
Pow=E, =5——=05 (2.17)
P 37z
W

The maximum resistance moment at P~ is M " =0.397. Also

P a,=0.63 (2.18)
2.2.14.2 DMT Model

For the DMT model, the approximate expression for the contact radius is
given as

d
‘=—(P+7aW,d 2.1
¢ 2K( T ) (2.19)
or
3 a 3 < 2
=(——— ) =—-P +—
(37zWAd2 /4K) 3 (2.20)

Variation of the nondimensional contact radius with the nondimen-
sional force as predicted by the DMT model is shown in Figure 2.2 and is
compared with the JKR model. Note that for P* =0, Equation (2.20) and
Figure 2.2 show that a, =0.874.

The corresponding resistance moment as a function of nondimensional
force as predicted by the DMT model is given as

MM =p'(2/3-pP)" (2.21)

The variation of the resistance moment as predicted by the DMT model
is also shown in Figure 2.3. The corresponding maximum resistance
moment is

MM =0.28 (2.22)

Note also that the maximum force (the pull-off force) is given by

P NI _ FPMT 2
max ~ Tpo T 3—7ZW P 3 (2.23)
2 A
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and
P._a, =058 (2.24)

Comparing Equations (2.16) and (2.22), it is seen that the JKR model
predicts a larger resistance moment, i.e.,

MM =042=15M""" (MM =0.28) (2.25)

max

The resistance moment predicted by the JKR and the DMT models in
dimensional form are given as

4 5 4 5
343 W3d3

M =2.63—4—, M "'=1.83—- (2.26)
K3 K?

2.2.2 Rough Particles Adhesion

Natural particles are hardly ever spherical, and are normally irregular and
bumpy in shape. Adhesion of irregular shaped particles is relatively com-
plex and far from being understood. Soltani and Ahmadi [29] proposed
that compact particles with coarse roughness could be modeled as a sphere
with a number of bumps. The bumps are then approximated to be hemi-
spheres of radius f. The relationship among the radius of the bump, f, the
number of bumps, N, and the particle diameter, d, is given as,

d
/= "IN (2.27)

where n, =1,2,..... is the spacing between the bumps. (Note that, n, =1
corresponds to the case that the bumps are in contact with no spacing.)
A schematic of a bumpy particle in contact with a surface is shown in
Figure 2.4.

Goel and Spencer [49] and Hays [50] reported that, on average, there are
three asperities of a (toner) particle in contact with the substrate. Soltani
and Ahmadi [29] and Ahmadi and Guo [63] used this assumption for
developing their model of rough particle resuspension. Accordingly, the
total pull-off force for detaching a bumpy particle from a surface is given as

3
0= EﬂN WG (2.28)
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1§

Figure 2.4 Schematic of a bumpy particle in contact with a plane.

where N_ is the number of contact bumps (and typically N, =3). Here
the JKR adhesion model for each bump in contact with the substrate was
used.

2.2.3 Charge Distribution

Aerosols acquire charges by a variety of mechanisms. Some of the charging
mechanisms are well understood and others are not fully understood. In
this section, the Boltzmann charge distribution and saturation field/diffu-
sion charge distribution are outlined.

2.2.3.1 Boltzmann Charge Distribution

Small particles in bipolar ionic atmosphere tend toward the Boltzmann
charge distribution (Fuchs, [64]; Hinds, [19]; and Hidy, [65]). For a cloud
of particles of diameter d under equilibrium condition at temperature
T, the fraction f(n) of particles with n elementary electronic charges is
given as,

e
e dkT

fln)=—— (2.29)

where k is the Boltzmann constant (k=1.38x10""°erg/K, e is the ele-
mentary unit of charge (e =1.6x10™"° Coulomb in SI unit, and =4.8x10™"
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statcoulomb in cgs unit) and T is the temperature of the gas (degree K).
The average number of absolute charges per particle is given as,

n= i nf (n) (2.30)

For particles larger than 0.03 #m, the summation in (2.30) may be
approximated as,

where d is particle diameter in #m. The average number of positive or
negative charges carried by a particle then is |#n|/2. It should be empha-
sized that the Boltzmann charge distribution is for an ideal condition where
aerosols have sufficient time to come to equilibrium with the positive and
negative ions of the same concentration.

2.2.3.2 Diffusion and Field Charging

Small particles also get charged through diffusion and field charging
mechanisms in a unipolar ionic environment. The approximate number of
charges, 1, acquired by a particle of diameter d by diffusion charging dur-
ing a time t is given as (Hinds, [19]),

dk

iy = 2e

T 7dc,
In(1+ —=Le’N t
n —In( 2kTe ) (2.32)

where ¢, =2.4x10" cm/s is the mean thermal speed of the ions and N,
is the ion concentration (number of ions per volume). In the subsequent
analysis, a typical value of N t =~10°ion-s/cm”® is used.

In the presence of a strong electric field E, the field charging becomes
the main charging mechanism. After sufficient time, the saturation num-
ber of charges, n, acquired by a particle is given as ([19]),

s B

e+2 4e (2.33)

M felg =
where ¢ is the dielectric constant of the particle. It should be emphasized
that Equations (2.32) and (2.33) are expressed in the cgs units. On the basis
of the earlier studies of Hays [50], it is assumed that the charges carried by
a particle are mainly concentrated on its bumps.
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2.2.4 Electrostatic Forces

A brief summary of the electrostatic forces is presented in this section.

2.2.4.1 Electrostatic Forces for Spherical Particles

The force acting on a charged particle near a conducting infinitely long
plane substrate in the presence of an applied electric field is given approx-
imately as (Hartmann et al. [66], Hidy [65], Cooper et al. [67], Fan and
Ahmadi [68])

q +qu3_i7zeod6E2
167¢,y° 16y° 128 y*

F =qE - (2.34)

where & =8.859%x10"% A-s/V-m is the permitivity (dielectric constant
of free space), d is the particle diameter, E is the imposed (constant) elec-
tric field strength, y is the distance of center of spherical particle from the
surface, and ¢ is the total charge on the particle. For a particle that carries
n units of charge, the total electrical charge is given as,

q=ne (2.35)

In Equation (2.34), the terms on the right-hand side are, respectively, the
Coulomb force due to the applied electric field, the image force, the dielec-
trophoretic force and the polarization force. The Coulomb and dielectro-
phoretic forces can be either toward or away from the surface. While the
image and polarization forces are always directed towards the surface. It
should be pointed out that the dielectrophoretic force depends on the gra-
dient of the electric field and the exact expression is geometry dependent.
However, for a charged sphere near a conducting plane substrate in the
presence of an imposed constant electric field, the expression given in (34)
is a reasonable approximation. Note that in this case the dielectrophoretic
force is generated by the gradient of the field from the image charge. Note
that here the effect of contact potential induced electrical double layer
force for particles in air is neglected.

2.2.4.2  Electrostatic Forces for Bumpy Particles

For bumpy particles the electrostatic charges reside on the bumps. The
corresponding electrostatic force acting on a charged bumpy particle as
reported by Soltani and Ahmadi [29] is given as,



MECHANICS OF PARTICLE ADHESION AND REMOVAL 93

2
F =—15gE -1

) —727¢ fFE°.
47e,

[(1—3/1\1)2 NCT +1)(3/N)2:|
(2.36)

d’ 3/ (4n; +1)2

The terms on the right-hand side of Equation (2.36) are, respectively,
the combined effect of Coulomb and dielectrophoretic forces, the image
force, and the polarization force. Unless stated otherwise, all the electro-
static forces are assumed to be directed toward the surface for evaluating
the maximum force acting on the particle.

2.2.5 Capillary Force

Condensation of water vapor around the particle-substrate contact area
forms a meniscus as shown in Figure 2.4 that leads to a capillary force. For
a bumpy particle in contact with a substrate, the total capillary force then
is given by,

FC = 472'0'[67[\]6, (2.37)

where o is the surface tension of water (¢ =0.0735 N/m, at room tempera-
ture). Here it is assumed that the liquid meniscus forms around the bump-
substrate contact as shown in Figure 2.4 and the flattening effect of the
bump is negligible. If liquid floods the contact area, submerges the bumps,
and forms a film around the body of particle, then the capillary force for a
spherical particle of diameter d given as

f.=2n0d (2.38)
should be used.

2.2.6 Hydrodynamic Forces and Torque

The hydrodynamic forces and torque acting on a particle in contact with
a surface in a turbulent flow field are described in this section. Turbulent
near-surface flows are characterized by formation of counter rotating
coherent vortices and occasional bursts, which have profound effects on
the particle detachment process. The peak instantaneous streamwise veloc-
ity experienced locally near the surface during the turbulent burst/inrush
is given in wall units as (Soltani and Ahmadi, [28]),

u, =172y" (2.39)
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where the superscript ‘+” denotes a quantity stated in wall units. i.e.,

u =—,y =— (2.40)
u

where v is the kinematic viscosity of the fluid and u" is the shear velocity.
The hydrodynamic drag force F, acting on a spherical particle that is in
contact with a smooth surface is given as,

2y72
P - Cpozf p,d’V
C

c

(2.41)

where C_is the Cunningham slip correction factor, f = 1.7009 is the correc-
tion factor for the wall effect given by O'Neil [69], p, is the air density at
normal conditions, V is the mean air velocity at the centroid of the sphere,
and C, is the drag coefficient.

In Equation (2.41) C,, is the drag coefficient given in [19] as,

_ 24 0.687
C, _§(1+0.15Re1’ ) for Re < 400. (2.42)
p

Here Re, is the particle Reynolds number defined as,

_av

bl
L%

Re (2.43)

where v is the kinematic viscosity of the fluid.
The hydrodynamic torque M, acting on the particle is given by,

_2muf,d*V
' C

c

M (2.44)

where f, =0.943993 is the wall effect correction factor given by O’Neil
[69]. Note that Equations (2.41) and (2.44) were derived for smooth
spheres. Here, it is assumed that the hydrodynamic drag and torque act-
ing on a bumpy particle in contact with a surface are given approximately
by Equations (2.41) and (2.44). The lift force is typically quite small com-
pared with the adhesion forces. In some earlier works (Soltani and Ahmadi
[26-29]) the Saffman lift force was used to include the effect of the lift force
on particle detachment.
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2.2.7 Particle Detachment Models

Particles may be dislodged from a surface by rolling, sliding and electro-
static lifting.

2.2.7.1 Rolling Detachment Model

Figure 2.4 shows the schematic of the forces acting on the particle and their
lines of action. It is assumed that the rough particles have three bumps in
contact with the plane smooth substrate. The particle could be removed by
breakup of one of the contact bumps and rolling with respect to the axis
formed by connecting the centers of the other two contact bumps. It is
assumed that the direction of the hydrodynamic drag force is perpendicu-
lar to the corresponding rolling axis. The onset of detachment with respect
to a rolling axis (centerline of two bumps) is determined by the balance of
torques generated by external and resistance forces (Soltani and Ahmadi
[29]). i.e.,

d
M, +E = 2(E, +E +E)(0.580,4) (2.45)

where E, is the pull-off force for the bumpy particle with three bumps
in contact with the substrate as given by Equation (2.28). Here it is
assumed that the adhesion force at the moment of incipient rolling is
equal to the pull-off force. Due to symmetry, the lines of the action of
adhesion force, capillary force and the electrical forces are located at
the centroid of the triangle which connects the centers of the hemi-
spherical contact bumps. The effect of the hydrodynamic lift force in
Equation (2.45) is neglected.

2.2.7.2  Sliding Detachment Model

Wang [24] and Soltani and Ahmadi [26] studied the particle sliding detach-
ment process. Accordingly, when the external force parallel to the surface
becomes larger than the friction force, the particle will be detached and
removed by sliding mechanism. When the effects of the electrical force and
the capillary force are included, the condition for sliding detachment of the
particle becomes,

E>k(E,+F +F) (2.46)

where k is the coefficient of static friction for particle-substrate interface.
Here, also the effect of the hydrodynamic lift force is neglected.
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2.2.7.3  Electrostatic Particle Detachment

In the absence of hydrodynamic force, the onset for a charged particle to lift
off from a substrate is controlled by balance of the adhesion force, the elec-
trostatic force and the capillary force normal to the surface. Accordingly,
the particle will be detached by electrostatic lifting if,

F.+E,>F,+F,+F +FE, (2.47)

where E_,F, ,Fei,Fep, respectively, are the standard Coulomb force (qE),

dielectrophoretic, image, and polarization forces.

2.3 Simulations Results

Sample results on particle removal are presented in this section. The criti-
cal shear velocities for resuspension of spherical graphite particles from
a graphite substrate are shown in Figure 2.5. Here the results for JKR
and Tsai-Pui-Lu (TPL) (Tsai et al., [8]) adhesion models are shown in
this figure for comparison. Both the rolling and sliding removal mecha-
nisms are considered. It is seen that the critical shear velocity increases
sharply as particle size decreases. This is because the hydrodynamic forces

105 T T T
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JKR Model >1ding
— 10*F
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€
S
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T N
Rolling TPL Model
102+ JKR Model
10‘\ 1 1 1
102 107" 10° 10’ 10?

d (m)

Figure 2.5 Variations of the critical shear velocity with particle diameter for resuspension
of spherical graphite particles from a graphite substrate.
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diminish as particle size decreases. Therefore, it is extremely difficult to
remove nano-particles by hydrodynamic forces. Figure 2.5 also shows
that the critical shear velocity for sliding detachment is much higher than
that for rolling detachment. The JKR ande TPL model predictions are also
comparable.

Figure 2.6 shows the critical shear velocities for resuspension of neutral
bumpy polystyrene particles with and without capillary force. The results
for smooth spherical particle are also reproduced in this figure for compar-
ison. Here, the rolling removal mechanism is considered and it is assumed
that the contact bumps are one diameter apart. It is observed that the criti-
cal shear velocities in the presence of capillary force are higher than those
obtained in the absence of capillary force for both smooth and bumpy par-
ticles. Figure 2.6 also shows that the critical shear velocity increases as the
number of bumps decreases. i.e., when the particle becomes more irregular
with smaller number of large bumps.

Figure 2.7 shows variations of the critical shear velocity with particle
diameter for resuspension of particles that carry the saturation charge with
and without capillary force in the presence of an electric field intensity of
E = 5000 kV/m. Simulation results for smooth and bumpy particles (with
different numbers of bumps) are shown in this figure. Here, it is assumed
that particles are removed by rolling. It is observed that the critical shear
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- 12r I No Capillary 1
£
:, 10+ N:1 0 T
s° | N=20
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\\
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0 . I——___I _::I::::EIEEEEE
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Figure 2.6 Variations of the critical shear velocity with particle diameter for resuspension
of neutral polystyrene particles from a polystyrene substrate with and without capillary
force for smooth and bumpy particles. N is the number of bumps.
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Figure 2.7 Variations of the critical shear velocity with particle diameter for resuspension
of polystyrene particles with saturation charge from a polystyrene substrate with and
without capillary for smooth and bumpy particles. N is the number of bumps.

velocities in the presence of capillary force are higher than those in its
absence. Comparison of Figure 2.7 with Figure 2.6 shows that the electro-
static forces significantly increase the adhesion forces for both smooth and
bumpy particles. As a result, the critical shear velocities needed to remove
the particles increase accordingly. The relative increase of the critical shear
velocity due to capillary in the presence of the electrostatic forces is not as
large as that for the neutral particle. This further indicates the importance
of electrostatic forces on particle adhesion and removal.

Hays [50] performed a series of experiment for electric detachment of
charged toner particles from a nickel carrier bead. The toner particle charge
was kept fixed at an average value of 3x107* C. Figure 2.8 compares the
predicted critical electric detachment fields for bumpy particles with and
without the capillary force with the experimental data of Hays [50]. It is
observed that the detachment electric field increases significantly due to
the presence of capillary force. Furthermore, the electric field intensity for
particle detachment increases with the increase of the toner charge when
the capillary force is present. In addition, the critical electric field intensity
decreases with the increase of number of bumps both in the presence or
absence of the capillary force.

Figure 2.8 also shows that the predicted detachment electric fields
in the absence of capillary force are in reasonable agreement with the
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Figure 2.8 Comparison of the electric detachment fields for bumpy particles with and
without capillary force with the experimental data of Hays [50] for toner (polystyrene
latex (PSL)) particles on a nickel carrier bead. N is the number of bumps.

experimental data for number of bumps in the range of 15 to 35 (Soltani
and Ahmadi, [29]). While the precise number of bumps for toner parti-
cles modeled as bumpy spheres is not known, 15 < N < 35 is within the
expected range.

Recently Goldasteh et al. [40-42] developed an improved Monte Carlo
model for removal of rough particles that accounts for the random varia-
tions of parameters. It was found that the Monte Carlo simulation approach
taking into account probabilistic distributions of surface roughness and
particle size shows good agreement with the experimental data including
those of Ibrahim et al. [30,38 ]

2.4 Summary and Conclusions

In this chapter, fundamentals of particle adhesion and removal were
reviewed and particular attention was given to the effect of electrostatic
and capillary forces. The available adhesion models were reviewed and the
criteria for incipient rolling and sliding detachments as well as electrostatic
lifting removal were described. Examples of predicted critical shear veloci-
ties for detaching particles of different sizes under different conditions
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were discussed. The electric field strength needed for electrostatic removal
of particles with different charges was also pointed out. Comparisons of
the model predictions with the available experimental data were also pre-
sented. The presented results showed that:

o The critical shear velocity increases sharply as particle size
decreases. Removal of nanometer size particles with hydro-
dynamical forces is rather difficult.

« The presence of electrostatic forces that are attractive signifi-
cantly enhance the magnitude of the critical shear velocity
needed to remove particles from a surface.

o Turbulent burst enhances the chance for particle removal
from a surface.

o The presented models are in good agreement with the avail-
able experimental data.
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Abstract

Attractive adhesion forces, and especially the van der Waals adhesion forces, are
crucial for the product design of dry cohesive particles. These directly affect the
flow properties of products. For this reason, a method for modifying the micro-
mechanical properties of glass is presented in this chapter. The main focus at this
juncture is the chemical surface modification of glass or silica particles.

A comparison between single particle and particle packing experiments is made
to show how to characterize the surface properties. For single particle experi-
ments the principles of atomic force microscopy (AFM) and nanoindentation are
discussed. In contrast, particle packing experiments with a ring shear tester are
conducted. Using the model system: dry, spherical glass particles, the results of
these techniques are illustrated. Different micromechanical contact models are
discussed with regard to the model-based back-calculation of shear- and nanoin-
dendation results.

Keywords: Adhesion, contact model, surface energy, surface modification, pow-
der properties, particles

3.1 Introduction

Adhesion forces play an important role in many industrial applications.
Particularly in ranges where products are developed through product
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design, such as pelletizing in the pharmaceutical industry or the trans-
port of powders in a silo, handling problems occur because of the adhe-
sion effect. Cohesive powders consist of fine, ultrafine and nano-dispersed
particles. This means the particle size ranges from micro- to nanometers
[1]. With the decrease of particle size and stiftfness, the specific surface of
particles and thus the influence of the adhesion force increases. The stron-
gest attractive forces between dry particles are the van der Waals adhesion
forces [2, 3]. With decreasing particle sizes the characteristic attraction
forces (F,, ) exceed the weight forces (F ) by several orders of magnitude.
This fact causes e.g. practical flow problems in powder handling or clean-
ing problems in silicon wafer processing (Table 3.1).

On the basis of the dimensionless elastic-plastic contact consolidation
coeflicient k, the approximated linear adhesion force intensification F,(F,)
of particles by contact flattening, can be evaluated (Table 3.2). This results
from a preloading with a normal load F [6]. A stiff contact behavior with
low pronounced adhesion potential is characterized by low values of the
contact consolidation coefficient k = 0 - 0.1 and consequently F, = F .
Similarly, with increasing flattening, the contact stiffness decreases k and

Table 3.1 Adhesiveness of fine, dry particles [4, 5].

Particle size Ratio F /F_ Degree of
d (um) adhesiveness
Fro 10 - 100 1-10? Slightly adhesive
1-10 10* - 10* Adhesive
- 0.01-1 10* - 108 Very adhesive
G

Table 3.2 Evaluation of the adhesion force intensification [4].

Particle Contact Nature of the
sized (um) | consolidation contact behavior
coefficient

1-100 0.1-0.3 Soft particle contact

0.1-1 0.3-0.8 Very soft particle
contact

0.01-0.1 >0.8 Extremely soft

particle contact
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the adhesion force F, increases. The contact point is deformed to contact
area with increasing adhesion potential. Macroscopically, this effect is expe-
rienced by the load-dependent increase of compression strength and shear
resistance of fine-dispersed cohesive powders. This process is referred to as
pre-consolidation. Because of this typical consolidation behavior of fine,
dry and adhesive particles, the significant influence of the load-dependent
adhesion force must be evaluated from microscopic point of view.

To influence the adhesion force, and thus the flow properties of bulk
solids, different methods exist. For example, the usage of flow additives [5]
can change the flow behavior from cohesive to free flowing. Besides, there
is the possibility to modify the flow properties by a chemical functionaliza-
tion method [7]. In this process the surface of the material is hydrophilized
or hydrophobized by the method of silanization [8]. By this technique it is
possible to directly control the adhesion forces between particles.

Therefore, the aim of the present work is to discuss the direct influ-
ence of the chemical modification of spherical glass particles in relation
to the adhesion force. In order to characterize the particle properties vari-
ous methods will be presented. For this purpose the characterization of
material properties is distinguished between micro- and macroscopic
determination. The microscopic assessment is discussed using the method
of atomic force microscopy (AFM - direct adhesion force measurement)
and nanoindentation (model-based back-calculation). Via shear measure-
ments the macroscopic characterization of cohesive, surface functional-
ized bulk materials is explained. It is designed to bridge the gap between
the microscopic and macroscopic contact behaviors of cohesive, fine, dry
bulk solids by considering an elastic-plastic contact model with variable
adhesion.

3.2 Constitutive Contact Models

The main focus in the following section is on the characteristic compli-
ant contact of isotropic, dry, stiff, fine and monodispersed particles and
substrates under the effect of a normal load. If the contact is continuously
loaded a range of elastic deformations is yielded (section 3.2.1.). The transi-
tion to the elastic-plastic deformation is characterized by the yield point,
see section 3.2.2. In section 3.2.3 the dominant plastic contact behavior,
which is due to constant load and increasing deformation, is shown. At a
defined load the contact is unloaded elastically, see section 3.2.4. The most
important characteristics in terms of deformation effects during the parti-
cle-particle contact and the appropriate behavior are illustrated in Table 3.3.
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3.2.1 Elastic Contact Deformation

After the approach from an infinite distance to a minimum separation the
two spherical contact partners or a particle and a substrate (see Figure 3.1 a)
are in direct contact with a molecular minimum distance a . This surface
distance can be calculated for van der Waals attraction and Born repul-
sion as the first derivative of molecular Lennard-Jones potential by set-
ting it equivalent to zero. For an adhesive particle contact the characteristic
attractive van der Waals adhesion force F, will be effective, see Eq. (3.1)

Cuu E, -a’
(hy)=——tse Dz Tao'h_ (3.1)

6'(ao_hK)2 (aO_hK)2

The Hamaker constant Crias [9] can be determined for the respective
contact partners with solid-liquid-solid (sls) interactions included [10] in
accordance with the Lifshitz theory [11]. The distance between the spheres
without any contact deformation h, = 0 is equal to the minimum distance
a, between the contact partners. r , describes the effective radius of the two
spheres (for particle-substrate contact r , is the radius of the particle) and
F,, the van der Waals force.

The elastic, non-adhesive contact between two particles with diameters
d, and d, and the maximum elastic contact radius I Was first described
1882 by Hertz [12]. The contact pressure p (r,) within a circular contact

3

N

a,~0.336 nm

Contact
pressure

Figure 3.1 Characteristic contact deformation of two spherical particles, a) approach,
b) elastic contact deformation.
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zone with the elastic contact radius r,_ is assumed to be elliptically distrib-

uted (Eq. (3.2))
(ﬁ) — 1_(r_KJ R (32)
pmax rK,el

where r_ is the contact radius and p__ the maximum stress, see
Figure 3.1 b).

The maximum contact stress p_for the elastic deformation is always
lower than the micro-yield strength p. If p, is reached, the irreversible flow
of the particulate materials starts. According to Hertz [12] the relation
between the maximum elastic contact radius r,, and the normal force F
can be described with Eq. (3.3)

1
3.r-E, )3
SRS

For two different sized particles, the effective contact radius r, , is given

by Eq. (3.4)
1 1)
r,= (— + —) . (3.4)
r1 r2

Thus, Hertz derived a non-linear, non-adhesive elastic normal force-
displacement law, which also enables determination of the modulus of
elasticity E and the Poisson ratio v with Eq. (3.5)

. 1-v> 1-v* )
E :2-( EV + EV) . (3.5)

1 2

Considering the principal stresses, which were introduced for the inner
and outer contacts by Huber [13], the displacement of both contact part-
ners is given by Eq. (3.6):

he=—=. (3.6)
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Combining Eq. (3.5) and Eq. (3.6) leads to the normal force-displace-
ment function of the non-linear Hertz law without adhesion (Eq. (3.7))

2 .
FN (hK) ZE'E VAP h3K (3.7)

In addition Lurje [14] and Chen et al. [15] described analytical and
numerical contact models of spatial stress distributions within a sphere.
Apparently, it is not possible to neglect the van der Waals forces between
two particles so the existing model has often been modified. The addi-
tional contribution to the adhesion force was considered by Sperling [16],
Derjaguin [17, 18], Dahneke [19, 20], Johnson [21, 22], Greenwood [23]
and Peukert [24, 25, 26].

According to the DMT model by Derjaguin, Muller and Toporov
[18, 27] Eq. (3.7) is enhanced with Fo o This model is suitable for small,
rigid particles and substrates [27, 28, 29]. In 1971 Johnson, Kendall and
Roberts also [21] developed a contact model with adhesion, the JKR the-
ory. Contrary to the DMT model, in which half of the interaction force is
assumed outside the contact, in the JKR theory the entire interaction force
lies within the contact radius. The contact radius with a constant adhesion
force F, . is given by Eq. (3.8):

H,JKR

3 _ 31 2
Iy _2~E (F +FH]KR+\/2 H,JKR FH,]KR ) (3.8)

According to Eq. (3.6) and Eq. (3.8) the normal force is (Eq. (3.9))

2 . 4-E -FE
FN:EE -r .h3 \/& I .h3. (39)

1,2k
3

This model is suitable for relatively large and soft particles and sub-
strates [28, 29, 30]. The normal force-displacement behavior for the pre-
sented models is shown in Figure 3.2.

3.2.2 Elastic-plastic Contact Deformation

The elastic-plastic contact deformation describes the transition from ideal
elastic to ideal plastic material deformation. This occurs when the normal
force F exceeds the yield point F .. The resulting elastic-plastic yield limit
(F1gure 3.3 b)) cannot be exceeded because of the incipient flow. Therefore,
the yield limit is referred to as a dynamic stress limit function. The point
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Figure 3.3 Elastic-plastic contact, a) stress distribution of the elastic-plastic contact of
two particles, b) normal force-displacement behavior with the elastic-plastic yield limit.

at which the material begins to flow depends on the flow pressure of the
material. On loading of spherical/spherical or spherical/planar materials a
circular contact area is formed as shown in Figure 3.3 a).

The maximum stress p__ is located in the middle of the circular area
and is equal to the micro-yield strength p, (p, = p,). The formed plas-
tic contact radius r, | increases with increasing load. The internal com-
pressive stresses in the outer part of the contact are smaller compared to
the micro-yield stress, so that elastic deformation occurs in this area [22].



Microscopric PARTICLE CONTACT ADHESION MODELS 117

The literature contains two, widely used flow criteria to determine the
micro-yield strength of deformable materials: the theory of von Mises [31]
and Tresca [32]. The calculation of the yield point is based on Eq. (3.10)

Y=,3], :é{(cl _02)2 +(62 _03)2 +(03 _61)2}’ (3.10)

0, 0,, 0, represent the principal stresses and ] the second invariant of the
stress deviator [22].

On the contrary, in the Tresca criterion the maximum stress deviation or
maximum shear stress T___is responsible for flow (Eq. (3.11)) [22, 33, 34]

Y=2-1,, =max{|o, -0, o,-oll. @1

bl 62_03 b

The displacement-dependent elastic-plastic contact area ratio K,
(Eq. (3.12)) describes the contribution of the circular inner plastic con-
tact area A and total contact area A, including the annular elastic
deformation [35]

1
+ l . ﬁ =1- l . hK_Y —
3 Ag 3| hg
For an ideal elastic deformation K, is equal to 2/3 and for perfectly plas-
tic deformation it is unity.

The effective normal force results for a particle-particle contact with
adhesion into Eq. (3.13)

Ky =

[SSI N

2
Z.1 (3.12)
3

FN(hK)zn'rl,z'Pf'(KA_Kp)'hK_FHO' (3.13)

K, is the plastic repulsion coefficient (Eq. (3.14)), which depends on the
van der Waals bond stress p_,, within the contact area and the yield pres-

sure at particle surface p, due to stronger solid (covalent, metallic or ionic)
bonds.

:pvdW: C —
Ps 6'n'a(3)'Pf 3, P¢

H,sls _ 4 : Ysls < 1

K (3.14)

P >

with y = 0.25 — 50 mJ/m* surface energy (solid-liquid-solid) and conse-
quently p .. = 3 — 600 MPa, see for example [1].
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3.2.3 Plastic Contact Deformation

The plastic deformation is defined as the irreversible dislocation of the
molecular structure of the material. As described in section 3.2.2 the plas-
tic deformation starts on exceeding the yield point. For a certain load,
which depends on the material, the entire contact is dominantly plastically
deformed. In Figure 3.4 the stress distribution for a plastic particle-particle
contact is shown.

The stress distribution is linear and forms a purely plastic contact radius
r - This radius is calculated by means of the Pythagorean Theorem, there-
fore the normal force is given by Eq. (3.15)

FN:pf'AK:pf'n'dl,z'hK- (3.15)

There are several models in practice which describe the elastic-plastic
and plastic contact deformations (see Table 3.3). Thus, Chang, Etsion and
Bogy [36] developed in 1987 the CEB-model for the determination of the
elastic-plastic contact. It describes the plastic deformation near the contact
zone and the vertical stress distribution. The model identifies a discontinu-
ity in the normal force and stiffness, as Chang verified in [37].

On the contrary, the Kogut and Etsion FEM-based model [38] illustrates
the elastic-plastic and fully plastic deformation of materials. It describes
the normal forces in the range of contact overlap [29]. However, the model
is not suitable for large deformations. Jackson and Green found with fur-
ther FEM studies that the ratio between the yield limit and the hardness
changes [39]. Most of these contact models are based on the full plastically
model of Abbott and Firestone from the year 1933 [40]. Originally, it was
developed to describe erosion processes for the contact of rough material

Figure 3.4 Stress distribution in a plastically deformed particle contact.
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and a rigid plate. However, now it is used in the literature to characterize
the deformation process of materials. A further development of this model
is the theory of Greenwood and Tripp [41].

3.2.4 Unloading

In the literature a variety of models exist, which describe the unloading
behavior of contacts. While Wu ef al. [42] and Thornton [43] described
the restitution and impact with unloading, Kadin et al. [44] specified the
dependency on the residual surface roughness, Kogut and Komvopoulos
[45] evaluated the mechanical properties at the indentation and Choi [46]
characterized the damage due to eroding particles. Johnson [22] derived
in 1985 an analytical model for the unloading of an elastic-plastic spheri-
cal contact considering a completely elastic unloading. In this model the
curve runs along an extended parabolic Hertz-function (see Eq. (3.7))
between the unloading point U and the abscissa intersection point E
(Figure 3.5 b)).

Li and Gu [47] extended the model of Thornton [43] for the unloading
of an elastic-plastic contact of a deformable plate and a rigid sphere. Their
analytical results are consistent with the finite element results of Yan and Li
[48]. Further analytical models for unloading of relatively small and large
contacts were published by Vu-Quoc et al. [49] as well as by Mesarovic and
Johnson [50] in 2000. Etsion et al. [51] presented the first accurate solution
for the unloading of an elastic-plastic spherical contact, which was based
on FEM. Kadin et al. [52] extended this model considering the influence
of adhesiveness.

| |
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\ / u® 151 [ yield limit
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\ £
i > S 5+ /mloading
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Y/ — % '
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/ — / Displacement hy
| T \ detachment| A
i KplA I \ adhesion limit
(@) (b)

Figure 3.5 Normal force-displacement behavior of a particle-particle contact on unloading,
a) stress distribution for unloading, b) characteristic normal force-displacement behavior.
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The following functions for unloading were specified by Maugis and
Pollock [53], Walton and Braun [54], Sadd et al. [55] and Thornton and
coworkers [56, 57]. In Figure 3.5 b) the extended parabolic Hertz-function
for unloading is shown. After reaching the abscissa-intersection point E,
the contact is ideally plastically deformed (see Figure 3.5 a)). The intersec-
tion between the abscissa and the unloading curve h, . is given by Eq. (3.16)

h

K.E

=h

K,U

-3 hK,Y 'hK,Uz . (3.16)

The unloading curve runs along the points U-A (Eq. (3.17)) to the inter-
section h, , on the adhesion limit

2 _. 3
Ey Untoad = EE '\/rl,z '(hK _hK,A) — By (3.17)

The reloading curve runs between A-U with Eq. (3.18)

2 . 3
F§ Reload = _E'E '\/rl,z '(hK,U _hK) +E - (3.18)

The adhesion force at the detachment point is calculated by a com-
bination of the elastic-plastic yield limit (Eq. (3.13)), the adhesion force
F, =F, +A andh _=h,_,, see Eq. (3.19)

K.deW KA’

FH,A =F,+m L, Pvaw 'hK,A' (3.19)

P, describes the acting van der Waals attraction with p = %,p.. k, is the
plastic repulsion coefficient and p, the solid surface strength due to cova-
lent, metallic, ionic, hydrogen or van der Waals bonds.

The unloading and reloading hysteresis follows from the energy absorp-
tion or dissipation W, of the elastic-plastic contact, which is assumed as
a lenticular area between unloading and reloading curves (see Eq. (3.20))

hg y hg y
Wdiss = _[ FN,reload (hK) dhK - _[ FN,unload (hK) dhK . (320)
hy A hy A

If the adhesion limit is reached, the contact partners detach from each
other with an increasing surface distance a (see Eq. (3.21))

a=ap,+ hK,A —hy. (3.21)
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The function is a short-ranged hyperbolic adhesion force curve with
Eq. (3.22)

N(hK):_ FHO'aOZ 2 _n'rl,z‘KP.pf'hK;A '33) (3.22)
(ao +h, —hy) (ao +hy, —hK)

and can be referred as pull-off force. At a few nanometers surface distance
-h, the normal force approach nearly zero, F = 0.

Each of the presented contact models can be applied for both the con-
tact between particle-particle as well as for particle-substrate contacts by
mathematical adaptation.

3.3 Macroscopic Powder Behavior - Continuum
Mechanics Approach

The description of all the interactions between the single particles in a
powder is a scientific challenge, because of the huge number of inter-par-
ticle forces that have to be taken into account [59]. Thus, in the powder
mechanics the continuum mechanics approach is preferred. It considers
the forces that are acting on a bulk volume element, which is large enough
so that the local particle interactions between the single particles can be
neglected [59].

In the powder mechanics the particle flow is described as irreversible
plastic deformation within the bulk solid. This deformation is caused from
internal shear stresses which somewhere within the powder (within any
shear plane) cross a certain bulk material specific stress limit. In order to
determine this stress limit, knowledge of the stress state inside the bulk
element is required. The stress state can be described using as example a
bulk solid element, at walls of which it is assumed that only normal forces
(0, and o,) are acting (Figure 3.6 a)). If one cuts one rectangular element
from the powder element, and balances the forces, then after some trans-
formations one obtains Eq. (3.23) and Eq. (3.24):

_0,%0, O,

(0}
o, 5 b cos(2aL), (3.23)

o, —0, .
T, = VThSIH(Z(X). (3.24)
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Figure 3.6 a) Bulk solid element with vertical and horizontal forces acting on it (o, > 0,),
b) rectangular powder element.
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Figure 3.7 Mohr circle, with which all stresses at every cross section within the powder
specimen can be calculated, i.e. T = f(0), 0, = f(0,) or 0, = f(0, ). The center of the stress
circle is 0, = (0,+0,)/2 and the radius of the circle is o, = (0, — 0,)/2.

From these equations it is possible to calculate the normal stress o_
and the shear stress T_that are acting on the plane inclined by an angle a
(Figure 3.6 b)).

After some further transformations and elimination of the angles from
the equations, one obtains the equation of a Mohr circle [60]. The stress
state within the bulk element can be fully described by a Mohr circle
(Figure 3.7).

In the Mohr circle o, is the major and o, is the minor principal stress. In
the case of the bulk solid element shown in Figure 3.6 a) the major princi-
pal stress o, is the vertical stress o, and the minor stress o, is the horizontal
stress o,.

As already mentioned, the flow of a powder is accompanied by irrevers-
ible plastic deformation. So, it is reasonable to measure the stress at which
this plastic deformation occurs. This stress limit is called as the ‘yield limit’
In the solid mechanics this yield limit is specific for every material, and
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Figure 3.8 Principle of uniaxial compression test: a) powder filling in a hollow
cylinder with removable walls, b) powder consolidation at a certain normal stress o,
c) compression and powder breakage at stress o_ (incipient flow).

can be found in the literature. In the case of bulk solids, however, there are
many factors which influence this stress limit, like, for example, previous
consolidation history, granulometric properties of the particles, and the
adhesion forces.

The measurement of the stress at which powder begins to flow can be
shown with one simple example - the uniaxial compression test (Figure 3.8).
A hollow cylinder with removable walls is filled with a bulk solid powder
(Figure 3.8 a)). Further, the powder is compressed and consolidated by
applying a certain normal stress o, (Figure 3.8 b)). Then, the sample stress
is released and the walls are removed. The consolidated sample is stressed
again at an increasing normal force until it breaks (Figure 3.8 c)). The pow-
der failure is referred to as ‘incipient flow’ The stress o_at which it breaks
is called the uniaxial compressive strength. It defines the flow capability
of the powder: the higher the compressive strength, the lower the powder
flowability.

The most widely used flowability criterion is the Jenike [61] flow func-
tion ff, which is a correlation between the major principal stress o, and
the uniaxial compressive strength o . This flow function allows quantitative
characterization of the powder flowability.

The evaluation of the powder flowability according to Jenike’s flow func-
tion is shown in Table 3.4.

To measure the flow properties of the powders shear testers are used
e.g. translation shear tester, torsion shear tester, and ring shear tester.
Nowadays, the most widely used shear testers are the ring shear testers,
because they are easy to handle, they are very effective and only a little
amount of material is required in comparison to other shear testers.
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Table 3.4 Classification of the flowability of powders according to Jenike [61]
and Tomas [5].

Flow function ff = 0 /0, Powder behavior
o<1 not flowing, hardened
1<ff.<2 very cohesive
2<ff.<4 cohesive

4<ff.<10 easy flowing

f.>10 free-flowing

3.4 Surface Modification to Alter the Adhesion
Properties

When a solid surface comes into contact with vapor, liquid or another
solid, the interactions between them are influenced by the surface ener-
getics of the system [62]. The surface free energy of solids is determined
from the forces which act between the surface molecules [63]. It is pos-
sible to significantly influence the solid surface properties by modification
with thin layers of appropriate compounds. These layers may be adsorbed,
bound to, or coated on the surface [64].

3.4.1 Surface Free Energy: Dispersion and Polar Components

Surface forces are of crucial relevance for adhesion and wetting phe-
nomena. With respect to adhesion and surface energy, the van der Waals
forces are of great importance [65]. According to Fowkes [66] the surface
energy of solids and liquids represents all the attraction forces that act at
the interface. It can be split into two components, in accordance with the
interactions between the molecules: dispersion and polar interactions. The
polar component results from Coulombic interaction between two per-
manent dipoles (Keesom force) and between one permanent dipole and
an induced one (Debye force), from hydrogen bonding, and from Lewis
acid-base interactions [67]. The dispersion component, on the other hand,
is caused by random fluctuations in electron density within the molecule
(London forces). Fowkes also assumed that the interactions at the surface
were between intermolecular forces of the same type. While polar interac-
tions occur only between polar surfaces, the dispersion interactions are
present between all chemical groups.
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The surface tension of liquids can be measured directly by a variety
of measurement techniques (Du Noiiy-Padday, Wilhelmy plate, pendant
drop, spinning drop, bubble pressure etc. [68]). The surface free energy
of solids, on the other hand, cannot be directly measured, but can be
determined using test liquids with known surface tension. Nevertheless, a
variety of techniques are available to determine the surface free energy of
solids: contact angle methods, capillary penetration into columns of pow-
der materials, particles sedimentation, with test inks, AFM [65,69].

Among the techniques to determine the solid surface free energy, exper-
imentally the simplest way is to determine the wettability through contact
angle measurements. The widely used liquid for contact angle measure-
ments on complex surfaces is water. When a water droplet is placed on
a high energy surface, it spreads on it, so that the surface is ‘wetted’ by
the droplet. This happens because water-surface adhesion forces exceed
the cohesive forces of bulk water [70]. The opposite behavior is observed
in case of low energy surfaces. The droplet does not spread, but forms a
spherical cap on the surface. This effect occurs because the interaction
between the water molecules is stronger than the water-surface interac-
tions. The first mentioned surfaces are known as hydrophilic, and the sec-
ond ones as hydrophobic.

Contact angle measurements are most often realized using the static ses-
sile drop method. It is an optical method which measures the contact angle
which is formed on the three-phase contact line of the liquid and solid phase
and the surrounding vapor or gas phase. The equilibrium of this three-phase
system is described by the Young’s equation [71]. A model based calculation
of the solid surface free energy can be made using at least two test liquids
(with known components of surface tension). The most widely used model
for solids is the Owens, Wendt, Rabel and Kaelble model (OWRK model
[72,73]). They extended the Fowkes model [74], which describes adequately
only the dispersion interaction, and altered it to be applicable also for polar
surfaces. Using at least two standard liquids, one polar and one purely dis-
persive, the surface free energy of the test solid can be calculated.

An effective method to alter the surface free energy of silica and glass is
chemical modification with silanes. The functionalization process will be
discussed in more detail later.

3.4.2 Glass Surface Cleaning Prior to Silanization

In order to prepare the glass surface for subsequent modification, it has to be
cleaned from the adsorbed dirt, oils, or other contaminants. The removal of
the above-mentioned materials from the surface can be done by chemical
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cleaning [75]. The cleaning procedure is of crucial importance in the modi-
fication process for the formation of clean, complete monolayers. Therefore,
in the literature a variety of chemical cleaning methods are reported, where
acid, bases, and organic solvents at different temperatures are combined
[76]. Groover [75] distinguishes between five different chemical cleaning
types depending on the chemicals used: alkaline cleaning, emulsion clean-
ing, solvent cleaning, acid cleaning, and ultrasonic cleaning. Cras et al. [76]
compared and qualitatively evaluated eight different cleaning techniques
to prepare the glass surface for the silanization process. They applied dif-
ferent combinations of acids (H,SO,, HCl), bases (NaOH, KOH, NH ,OH),
methyl alcohol and hydrogen peroxide and used different temperatures
and cleaning durations. The results were then evaluated based on contact
angle of water on the substrate after cleaning and after coating. The contact
angle after cleaning is an indication for the success of the surface cleaning.
The contact angle after coating is indicative for the modification success
and uniformity of the formed layers. Among the techniques they utilized, a
mixture of CH,OH and HCl in 1:1 ratio, followed by a rinse in concentrated
H,SO, both at ambient temperature was found to yield the best results.
Nevertheless, the cleaning procedure with peroxymonosulfuric acid (the
so called ‘piranha’ solution or Caro’s acid), which is a mixture of H,SO, and
H,0O, in 3:1 ratio, find the widest application for glass surface preparation
for silanization [77,78,79,80]. The charring effect of the sulfuric acid is sup-
plemented in this case by the formation of elemental oxygen that oxidizes
the produced carbon to CO,. Therefore, the piranha solution completely
eliminates organic contaminants. In addition, the piranha hydroxylates the
treated surface, and, as already mentioned, a high density of OH-groups is
a prerequisite for a successful silanization process.

The cleaning procedure with peroxymonosulfuric acid is shown in
Figure 3.9.

o, O oH

OH

H,S0, + H,0,

> OH OH

cleaning and activation of
glass surface
with piranha solution OH

H OH
© OH

Figure 3.9 Cleaning and hydroxylation of glass particle surface with peroxymonosulfuric
acid as a preparation step for the silanization process.



Microscopric PARTICLE CONTACT ADHESION MODELS 127

I 25.5°£0.5° | <10°

(a) (b)

Figure 3.10 a) Static contact angle between water droplet and non-cleaned glass slide,
b) static contact angle between water droplet and glass slide cleaned with piranha solution.

Heating the solution in order to enhance the oxidizing activity is also
possible. As a result of this cleaning process the surface becomes extremely
hydrophilic (water contact angle lower than 10° [81]).

A comparison between the static contact angles on a cleaned and non-
cleaned glass surface, measured using the sessile drop technique, with an
OCA 15plus instrument (Data Physics Instruments GmbH, Germany),
can be seen in Figure 3.10.

3.4.3 Silanization

Silanization is widely used to modify silica or glass surfaces. The silanes
are applied for a wide range of applications as: coupling agents, adhesion
promoters, silicate stabilizers, crosslinking agents, hydrophobizing and
dispersing agents [82,83]. The silanes are organic silicon chemicals that
possess at least one easily hydrolyzable group (halogen, alkoxy, hydroxyl,
etc.) that reacts with the substrate. They also have an organic radical, which
is bonded to the treated substrate and moderates its physical interactions.

The silanes that are used to modify the surface energy can be hydro-
philic or hydrophobic [70]. Arkles [70] gives the following classification
of the hydrophilic silanes presented in order of increasing hydrophilicity:
polar, non-hydrogen bonding; polar, hydrogen bonding; hydroxylic; ionic-
charged. The hydrophobic silanes, on the other hand, have a low energy
organic radical (hydrocarbon or fluorocarbon chain, phenyl radical etc.),
which reduces the surface energy by replacing the highly polar OH-groups.

In recent years fluorinated silanes have been of great interest for glass
surface modification. After the modification with such silanes the surface
becomes not only hydrophobic, but lipophobic as well [84]. The reason
for this lies in the fact that due to the high electronegativity of fluorine,
the polarizability of this atom is reduced. This results in decreased charge
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Figure 3.11 Surface energy of untreated glass surface and glass surface

modified with 1H,1H,2H,2H-Perfluorooctyltriethoxysilane (PFOTES) and
3,3,3-Trifluoropropyltrimethoxysilane (FPTS). The surface energy is calculated using the
OWRK model and contact angles measured with two reference liquids: water as a polar
liquid and a-bromonaphthalene as purely dispersion liquid.

fluctuations (instantaneous dipole-induced dipole), responsible for the
London dispersion force, and consequently result in low intermolecular
interactions [85]. Figure 3.11 shows the surface energy of glass slides mod-
ified with fluorinated silanes. It is obvious that attachment of fluorocarbon
chains to the surface not only almost entirely eliminated the surface polar
interactions, but also reduced the dispersion interactions. This phenom-
enon was also observed by Linder and Ariast [64], who investigated the
effect of the chain length of the fluorocarbon silane on the dispersion com-
ponent of surface energy.

They discovered a slight decrease in the dispersion component of sur-
face energy with increasing length of the fluorocarbon chain.

If the effect of surface hydrophobicity or hydrophilicity is coupled
with surface roughness, a fabrication of superhydrophilic or superhy-
drophobic surfaces (alternatively ultraphilic and ultraphobic) is enabled
[86,87,88]. The roughness affects the surface wettability by increasing
the water contact angle on hydrophobic surfaces and decreasing it on
hydrophilic ones [89,90]. If a water droplet is placed on an ultrahydro-
phobic surface it beads up, whereas on ultrahydrophilic surface a water
droplet forms a very low or vanishing contact angle. Both this water
repellency and outstanding wettability are advantageous for the fabrica-
tion of self-cleaning surfaces. The interactions between a water droplet
and an ultrahydrophobic surface are so low that if the surface is inclined
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the water droplet rolls off and carries the surface contamination with
it. The self-cleaning effect of ultrahydrophilic surfaces is accomplished
by means of film formation, which can easily flow and wash away the
undesired particles.

3.4.3.1 Silanization Techniques

There are different techniques for silanes deposition. The modification
reaction can take place either in liquid or in vapor phase. The reaction in
vapor phase is called chemical vapor deposition (CVD). The CVD reaction
is carried out in an adsorption apparatus, where either dynamic or static
adsorption procedures can be applied. Although the vapor phase reaction
is preferred on industrial scale, for laboratory-scale modification the liquid
phase deposition is more easily applicable.

There is a variety of solvents, aqueous and organic, which can be used
for the liquid phase modification [91]. The silanes are extremely moisture
sensitive. When the modification is carried out in an aqueous solvent,
immediate hydrolysis and condensation takes place. The hydrolyzed silane
molecules form hydrogen bonds with each other. This leads to a build-
ing of large polymerizates, which are then physi- or chemisorbed on the
surface. Thus, the modification process under these conditions results in
thick and difficult to control multilayers. Other disadvantage of this coat-
ing technique is its low reproducibility due to the difficulty in controlling
hydrolysis process.

That is why utilization of dry organic solvents is preferable. In the
absence of water the hydrolysable silane groups hydrolyze directly from
the OH-groups present on the substrate surface. In dry conditions, the
tri-functional silanes tend to form highly ordered films, the so called self-
assembled monolayers (SAMs). In a SAM the molecules that form the film
interact with the neighboring molecules and with the surface. In this way,
if the hydroxyl concentration on the surface is high enough, closed and
dense monolayers can be built [91].

There are various dry organic solvents (polar and nonpolar) that can be
used for SAM deposition. McGovern et al. [92] tested eleven different sol-
vents and their efficiency for the deposition of a tri-functional chlorosilane
on a glass surface. They found that the densest film was created when dry
toluene was utilized. In Figure 3.12 is shown as an example the deposi-
tion of chlorodimethylphenylsilane (CDMPS) in dry solvent (anhydrous
toluene).

The silanization is applicable for both planar surfaces and particles.
The modification of planar surfaces can be carried out through dip
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Figure 3.12 Anhydrous deposition of silanes using the example of
chlorodimethylphenylsilane (CDMPS).

coating; as for particles, the particles are stirred in the reagent solution.
After the modification the majority of the silane groups are just physi-
cally attached to the surface, so for a chemical anchoring one additional
high temperature curing step is needed to insure that the functional
groups are covalently linked [93]. When modification of particles is car-
ried out, different treatment times can be applied. Forny et al. [94] inves-
tigated the effect of the reaction time on the degree of hydrophobicity
and the water adsorption capacity of the glass particles modified with
trimethylchlorosilane. They found that one hour treatment was suffi-
cient to induce surface hydrophobicity, but it is preferable to allow longer
reaction times.

3.5 Experimental Measurements of the
Adhesion Forces

In the following we discuss the different methods of adhesion force
determination. In the case of single particle contacts, the atomic force
microscopy (AFM) and nanoindentation technique are presented. For the
characterization of particle packing, the principle of ring shear measure-
ment is explained.

3.5.1 Single Particle Adhesion Measurements

The first part of the experimental section describes adhesion force deter-
mination via single particle measurements. Two different methods are
presented. For the direct adhesion force measurement the AFM method
is briefly discussed. The disadvantage of this method is the insufficient res-
olution of the displacement. The second method is the nanoindentation,
which offers a high force- and displacement resolution. To evaluate the
results of this indirect adhesion force measurement method the contact
model ‘stiff particles with soft contacts’ is used for back-calculations.
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3.5.1.1 Atomic Force Microscopy - Direct Adhesion Force
Measurement

One possibility to determine the adhesion force between two bodies is
the spring balance method. This was realized by Bradley [95] and later
by Derjaguin et al. [96], Black et al. [97], Rouweler and Overbeek [98],
Israelachvili and Tabor [99, 100], Israelachvili and Adams [101] and
Israelachvili [10]. However, for very small particles this method is not suit-
able [102]. For determination of the adhesion force between two particles
in the micrometer range, the method of atomic force microscopy (AFM)
is appropriate.

AFM is applied in many fields of materials science, surface engineering
and biology. Not only because of its capability to scan a surface with high
resolution, but also its ability to determine local material properties makes
this method indispensable in science [103]. Thus, by recording force-dis-
placement curves, material properties, such as adhesion force F,, modulus
of elasticity E, Hamaker constant C,  or hardness H can be determined
[104]. In this case, the forces between the AFM tip and the surface are
smaller than 1 nN [105].

The method was developed in 1986 by Binnig et al. [106]. It is a further
development of the scanning tunneling microscope (STM). For STM mea-
surements it is necessary that the surfaces are electrical conductors. But
with an AFM it is possible to investigate both electrical conductors and
insulators on the atomic scale. AFM measurements, in general, are carried
out to determine the deflection of the flexible cantilever [106]. Figure 3.13
represents schematically the set-up of an atomic force microscope.

Photosensor
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crystal

Cantilever

Sample

Figure 3.13 Schematic layout of an atomic force microscope (AFM)
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During an AFM measurement, a tip attached to the cantilever moves
against the sample in normal direction. After that the vertical position of
the tip and the deflection of the cantilever are recorded and converted into
a force-displacement curve.

For adhesion force determination between glass particles and modified
glass slides, the colloid probe technique has been used. It was established
in 1991. The pioneers of this method were Ducker and Butt. The technique
involves direct attachment of the particle to be examined to the cantilever.
While Ducker et al. [107] stuck silica spheres to a tipless cantilever, Butt
[108] used glass spheres.

The advantage of this methodology is (for spherical particles with a
defined radius) that the sensitivity of the measurement increases with a
higher total adhesion force. Therefore, it is possible to quantify different
chemically modified particles, which were attached to the cantilever [104].
The attachment of the particle is preferably carried out using an adhesive
[109]. In Figure 3.14 a), a scanning electron micrograph (SEM) of a bonded
glass particle (d,, = 12 pm) is shown.

Figure 3.14 b) illustrates the deflection signal of the cantilever and the
resulting force-separation curve. In the approach range between the col-
loidal sample and the surface, without any contact, cantilever deflection
is non-measureable. With further loading, the attractive adhesion forces
increase proportionally to the deflection of the cantilever. If the cantilever
spring force exceeds the adhesion force at contact, the cantilever springs
back to the equilibrium position and F,, (Figure 3.14 b)) describes the
resulting detachment- /adhesion force.

Below the method of atomic force microscopy with the colloidal probe
technique shall be described as an example of adhesion force determination
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Figure 3.14 a) Scanning electron micrograph of a bonded glass particle (d,, = 12 um),
b) AFM force-separation curve of a particle-substrate contact.
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for chemically modified glass particles. For the present study an AFM
(Asylum Research MFP 3DTM AFM) was used. The experiments were
carried out under an ambient temperature of 23.4 + 0.3 °C and a rela-
tive humidity of 15.9 + 0.7 %. The mean particle size of the glass parti-
cles used was d,, = 17.4 um. The exact diameter of each particle was
determined using SEM. To evaluate the surface roughness of the samples
(RMS roughness = 0.8 nm), a non-contact AFM (XE-100, Park Systems)
was used. By using a two-component adhesive (Araldite, epoxy), the par-
ticle was glued to the cantilever which is described in [109]. The applied
cantilever (NSC35/tipless/AlIBS), Schaefer Technology GmbH (Germany),
had a length of 90 um. To determine the spring constant of the cantilever,
the thermal noise method was used [110]. This resulted in a spring con-
stant of 10.47 N/m.

To determine adhesion forces between a glass particle and a glass slide,
the slides were functionalized as described in section 3.4.3. Subsequently,
the respective force-displacement curves of the particle-substrate contact
were measured. For this, the method of force mapping with 10 x10 points
was applied in a range of 50 um x 50 um three times. The measurement
velocity for this experiment was 1 um/s. Figure 3.15 illustrates the results
of the realized adhesion force measurements. For this purpose, the mean
value was calculated for all of the 300 individual measurements.

24
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2.1 + standard deviation ~18%
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Figure 3.15 Results of the adhesion force measurements between an unmodified
glass particle (d,, = 17.3 um) and chemically modified glass surfaces. Types of
functionalization: CDMPS - Chlorodimethylphenylsilane; PFOTES - 1H,1H,2H,2H-
Perfluorooctyltriethoxysilane, FPTS - 3,3,3-Trifluoropropyltrimethoxysilane,
Hydrophilic - cleaned with peroxymonosulfuric acid, Unmodified [111].
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The largest adhesion force was found for the hydrophilic contact. It
amounts to 1.93 uN with a relative standard deviation of 18 % which is
due to the polarity of the surface groups, which adsorb during the purifica-
tion process with peroxymonosulfuric acid. This means that the deposi-
tion of the hydroxyl groups on glass surfaces increases the van der Waals
attraction forces because of the hydrophilicity. With an increase in non-
polarity of the silane groups, the hydrophobicity of the contact increases
with decrease in the measured adhesion force. The silanes with the fluo-
roalkyl group, FPTS and PFOTES, show the lowest adhesion forces with
Froprs = 0-11pNand F .. o= 0.16 puN. This corresponds to the expected
results. From contact angle measurements of differently functionalized
surfaces (see section 3.4.2), we obtained contact angles of 88.7° + 2.2° for
FPTS and 106.8° + 0.8° for PFOTES. Thus, they represent the most hydro-

phobic silanes applied with the smallest adhesion forces [111].

3.5.1.2 Nanoindentation - Model-based Adhesion Force
Determination

The disadvantage of AFM measurements is the dependence on the canti-
lever stiffness. This limits the weight and size of the particles to be investi-
gated. Moreover, the force range is limited [109]. To close the gap between
the required load range and the resolution of the atomic force microscopy;,
the method of nanoindentation is effective. In contrast to the direct adhe-
sion force determination by AFM, the technique for model-based char-
acterization of micromechanical material properties is presented using
nanoindentation. For the back-calculations of the indirect adhesion force
measurement the model ‘stiff particles with soft contact’ (described in
section 3.2) is used.

The investigations in materials science in recent years show that con-
tacts between materials are very dependent on the mechanical proper-
ties of the materials [22,112]. For this reason, various indentation and
compression tests for the measurement of the mechanical contact prop-
erties were performed [113]. The resulting method of nanoindentation
allows investigation of contact surfaces in the nanometer range and the
recording of appropriate force-displacement curves. In addition, charac-
teristics such as hardness H, modulus of elasticity E [105,114,115], flow
behavior ff [116,117,118,119,120] and adhesion force F [111] can be
determined.

The respective properties of particles or surfaces were investigated by
indenter compression tests [121,122]. For the attachment of the particle to
the indenter the colloidal probe was applied for the nanoindentation [109].
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Figure 3.16 Comparison of nanoindentation measurements, a) flat end tip, particle
adhered due to the attraction forces, b) particle is fixed on the tip by colloidal probe
technique.

A particle is attached to the end of the tip of diamond indenter. Two options
are available to fix the particle. In the first case the particle adhered to the
indenter underside due to the acting adhesion forces (Figure 3.16 a)). If the
size of the particle is too large and the weight force exceeds the adhesion
force, the particle has to be fixed to the tip (Figure 3.16 b)). In the follow-
ing, only the method of colloidal probe technique is elucidated.

The preparation method was first published by Fuchs et al. [109]. The
following example illustrates the preparation of the tip, the implementation
of experiment and the model-based evaluation of a nanoindentation mea-
surement. As a reference, a spherical, (cube corner diamond tip, Hysitron
Inc.) attached glass particle, see Figure 3.17 a), and a glass slide are used on
a three-sided pyramidal tip. These exemplify the particle-plate contact, as
it was described in section 3.5.1.1.

In the first step a cavity is cut into the diamond tip (Figure 3.17 b)) with
a focused ion beam system (FEI Helios 600). The hole formed an ideal con-
tact surface for the particle because of its diameter (d, < d).

Since the hole diameter is also smaller than the depth of the hole,
the contact area between the particle and tip is only formed by a circu-
lar ring. Based on this, the particle is attached to the tip by means of an
AFM (XE-100, PSIA) and photosensitive acrylate-based adhesive (DIC
Europe GmbH, Austria). The AFM is used as a micromanipulator for the
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Figure 3.17 Scanning electron micrographs (Zeiss Ultra 55) of a) three-sided pyramidal
diamond cube corners tip (Hysitron Inc.) [123], b) cut hole using focused ion beam,
¢) glued glass particle (adhesive: DIC Europe GmbH, Austria).

positioning of the particle. The evaluation of the quality of prepared tips is
done using SEM images (Zeiss Ultra 55), see Figure 3.17 ¢).

While piranha cleaning solution is used for AFM measurements, the
cleaning method is different for the nanoindentation. Due to the organic
additives of the acrylate glue and the resulting detachment of the particle
using the peroxymonosulfuric acid, the samples were cleaned by oxygen
plasma. The particles were cleaned for 30 s with this method. The function-
alization of glass surfaces was done as described in section 3.4.3. For the
measurements, a TriboIndenter from Hysitron Inc. was used.

Thus both single-sided and double-sided modified contacts were inves-
tigated. The maximum penetration depth was 32 nm. The measured values
can be used to record the mean force-displacement curves. All experi-
ments were performed at an ambient temperature of 22.8 + 0.3 °C and a
relative humidity of 29.6 + 0.4 %.

In Figure 3.18 a) comparison of the normal force-displacement curves
for the mean values of three different types of surface modifications are
presented.

In the following section the applications of the contact model ‘stiff parti-
cles with soft contacts’ and the model-based back-calculations of the mate-
rial properties are discussed for these force-displacement curves.

Based on Hertz [12] and according to Eq. (3.25) the elastic contact
radius is

h

Y

K,el = R

Kk N (3.25)

For a particle diameter of d = 17.4 um and a maximum contact flatten-
ing of h, = 32 nm it follows that the elastic contact radius is r,, = 0.53 um
for the three differently modified particles. From the measurements, which
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Figure 3.18 Comparison of the normal force-displacement behavior for differently
functionalized glass particles and surfaces during a nanoindentation measurement.
Unmodified: untreated glass particles and glass slide; hydrophilic: treated with oxygen
plasma; hydrophobic: functionalized with chlorodimethylphenylsilane. The zoom-in view
shows the intersection of the curves and the abscissa. This intercept characterizes the
residual plastic deformation [111].

are shown in Figure 3.18, it is not possible to divide clearly into the elas-
tic and the elastic-plastic contact deformation because the whole curve is
‘bent’ Otherwise in the theory, the elastic-plastic yield limit is linear and
only the elastic range is bent. Nevertheless, to determine the yield point,
we have plotted the x-axis with » 3/2. Consequently, a linearized curve with
the slope a, can be achieved, see Figure 3.19 b).

From a linear regression of the measured values F = f(h, **) and there-
fore a , the effective modulus of elasticity E* results in Eq. (3.26)

(3.26)

The deformation in normal direction leads to a lateral strain of the par-
ticle. From the Poisson ratio for glass (v = 0.25) [124] the modulus of elas-
ticity E can be determined as follows:

1-v
E= 3 -E*. (3.27)
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Figure 3.19 a) Normal force-displacement behavior of the elastic contact, b) linearized
normal force-displacement behavior of the elastic contact.

Furthermore, the force F, , and the contact flattening h _ =(h,,**)** at
the yield point Y can be estlmated Through Eq. (3.28) the mean contact
stiffness for loading in the elastic range might be approached as secant con-
tact stiffness,

2-F
k =_—RY (3.28)

N,el,Sec
hK,Y

Because of the relatively wide elastic deformation range in the pres-
ent example, and significantly high values of the yield limit obtained
[125,126,127,128], the elastic-plastic yield limit can be determined by Eq.
(3.29):

w(he)= L, Pee (K, Kp)'(hK_hK,Y)_l'FN,Y_FHO

L
2 (3.29)
=a, (hy —h, )+b,.

Additionally the displacement at yield point h, | is used to supplement
Eq. (3.13).

The linear regression of the experimentally determined yield limit pro-
vides the slope a, and the intercept b,. This leads to the characteristic adhe-
sion force F |

. (3.30)
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to the characteristic micro-yield strength p;:

E *
P = T (3.31)
the elastic-plastic contact stiffness kN,el.pf
T
kN,el—pl =a,= E'rl,z "Ps '(KA _Kp) (3.32)
and the plastic repulsion coefficient x :
K =K 214, (3.33)
LS 3.33
’ -1, Pt

The unloading in the compression test leads to elastic recovery of the
contact. The intercept of the abscissa E for F = 0, see Figure 3.20, describes
the residual plastic displacement h, .

The elastic-plastic contact consolidation coefficient k (see Eq. (3.34))
denotes the current contact stiffness and the increase in the adhesion force
F, (Eq. (3.35)) on subjecting to a pre-consolidation force F [1, 35]

K=—2"— (3.34)
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limit

unloading

elastic

Displacement
h

K

hey elastic recovery

Figure 3.20 Force-displacement curve for the elastic-plastic contact on unloading.
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Table 3.5 Model-based determination of material properties of functionalized
glass beads.

Material property Unmodified | Hydrophilic | Hydrophobic
(0,-plasma) [ (CDMPS)
Elastic contact stiffness k_, in N/mm 24.2 13.2 13.7
Elastic-plastic contact stiffness 254 20.6 12.2
kN)eLPl in N/mm
Characteristic adhesion force 157.9 105.9 59.0
F,innN
Micro-yield strength p, in MPa 1336.5 720.2 715.0
Modulus of elasticity E in kN/mm? 113.9 89.0 83.2
Elastic-plastic contact 0.012 0.022 0.023
consolidation coefficient k
Plastic deformation in nm 2.9 1.2 0.8
and
E, (F)=(1+x)-F, +x-F,. (3.35)

Table 3.5 presents the specific material properties investigated for differ-
ently modified particles.

The contact of the unmodified particles shows the stiffest contact behav-
ior. In contrast, the hydrophobic contact illustrates a relatively compli-
ant behavior. Furthermore, the decrease of the plastic deformation from
unmodified to hydrophilic and hydrophobic can be observed. The depos-
ited silane layer provides an increase of the elastic contact range for the
constant contact flattening. Additionally, the smallest adhesion force F
was determined for the CDMPS-coated surfaces. This is due to the non-
polarity of the silane groups. By comparing the calculated elastic-plastic
contact consolidation coefficients k with Table 3.2, the unmodified contact
shows the stiffest particle behavior followed by hydrophilic- and hydro-
phobic contact.

3.5.2 Shear Testing - Macromechanical Approach

The particle flowability is governed by friction between the particles, which
depends on the adhesion forces. As already mentioned, in case of dry, fine
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Figure 3.21 Schulze Ring shear tester RST-XS.s (left) and a shear cell XS-Mr (right) with
a volume of 30 ml [130].

particles the most important forces are the van der Waals attraction forces.
Using the macroscopic bulk powder approach, it is also possible to state
that the van der Waals forces act between the particles in the bulk solid.
The adhesion force can be back-calculated from the shear test results using
of the contact model ‘stiff particles with soft contacts’ [129].

To measure the macroscopic bulk powder properties, ring shear tes-
ters can be used. The ring shear test procedure will be explained using the
example of a Schulze ring shear tester RST-XS.s [130]. The main part of the
shear tester is the shear cell (Figure 3.21), which is filled with the sample to
be measured. The shear cell has asperities on its lid and its bottom, which
are protruding inside the sample. The aim is to avoid any friction between
the bottom or the lid and the sample. In this way, the shearing inside the
powder is induced only by the friction between the particles.

The shear test procedure consists of three steps: pre-consolidation, pre-
shear, and shear. The first step is very short and implies consolidation of
the powder by applying a certain normal stress ¢__onto the lid. After that
without releasing the powder from the applied normal stress the pre-shear-
ing begins (Figure 3.22). The ‘pre-shearing’ continues until the shear force
reaches a constant value, i.e. a steady state flow. After this, the sample is
unloaded and then sheared again but under lower stress o (O'pre> o). This
step is called ‘shear’. At the preshear step the stress is higher than during
the shear step, the sample is considered to be overconsolidated. The shear-
ing continues until the powder breaks, i.e. incipient flow. So far one has
obtained two points from the yield locus. To measure further points from
the yield locus the ‘preshear-shear’ procedure is repeated several times
and each time the stress at the shear step is increased. When the points
of incipient and stationary flows are entered in the o,t-diagram and con-
nected together the yield locus is obtained. To construct the flow function
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Figure 3.22 a) Shear force-displacement diagram during the shear test for determining
the yield locus. The ‘preshear’ curves show the course of shear force and the reaching of
steady state flow. The ‘shear’ curves describe the incipient flow. b) Corresponding Mohr
circles which represent the stress state inside the measured sample. The big circle defines
the consolidation stress (the major principal stress ¢,) and the smaller circle defines the
unconfined yield strength o_.

ff. minimum two yield loci have to be determined, but normally not less
than four.

In Figure 3.23 the consolidation functions (sometimes called flow func-
tions) of unmodified, hydrophobic and hydrophilic glass particles are
shown. They are measured at four different pre-consolidation stresses o =
2,4, 8 and 16 kPa. Obviously, the hydrophobic glass particles have the Best
and hydrophilic ones the worst flowability. The slope of the consolidation
function is defined by the adhesion between the particles, i.e., the steeper
the slope, the higher the adhesion force and vice versa. This is due to the
surface energy (respectively the adhesion force Figure 3.15), which in case
of highly polar OH-groups is the highest.

Besides the yield locus also other important characteristics of a bulk
solid can be measured with the shear testing such as: bulk density p,, angle
of internal friction ¢, which represents the friction between the particles
at the moment when the powder breaks - the incipient flow (the slope of
the yield locus), stationary angle of internal friction ¢_, which character-
izes the cohesive steady-state flow, the effective angle of internal friction
@, (cohesionless steady-state flow), the isostatic tensile strength o, which
is equal to the tensile or adhesion force between particles in an unconsoli-
dated powder [131].

As already mentioned it is possible to back-calculate the adhesion force
between particles in the bulk powder from the shear tests making a reverse
micro-macro transition. For this purpose, the contact model ‘stiff particles
with soft contacts’ will be used.
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The evaluation of the shear test implies first the determination of the
stationary yield locus. Both the incipient flow and the stationary flow are
cohesive [4,132]. The stationary yield locus can be described using the
radius and center stresses (Eq. (3.36) and (3.37)) of the larger/right one
Mohr circle (see Figure 3.22) [131]

6. =979 3.36

Ryst 2 ’ ( . )
0, +0,

GM,st = 2 (337)

The stationary yield locus can be approximated as a linear function with
an intercept b,, which follows from the micro-macro transition of a repre-
sentative adhesive and frictional particle contact see Eq. (3.38):

O = SINQ '(GM,st +0,) =3, Oy T b1' (3.38)

Byalinear regression, the stationary angle of internal friction ¢_ (Eq. (3.39))
and the isostatic tensile strength o, (Eq. (3.40)) can be calculated as:

¢, =arcsin(a,), (3.39)
c,= b,
0 sing, . (3.40)

The next step is to determine the compression function. The compres-
sion function describes the powder compressibility in dependence of the
major principal consolidation stress o, [5]. To describe the characteristic
compression function one assumes an isentropic compression, i.e. during
the compression the arrangement of the random packing is not changed or
a regular packing is not obtained. The powder compressibility can also be
related to the powder flowability - the more compressible the powder, the
more compliant is the particle contact and the lower the flowability

Py =P ! n 14+ 21 n (3.41)
b b0 1+sin(pSt o, ' ’

After taking the logarithm of this function and transforming it to a lin-
ear regression function (see Eq. (3.42)):
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Inp, = n-ln(1+i)+lnpb’o —1n(1+¢st)“ =n-lnx+b, (3.42)

0

where x = (1+0,/0,) is a dimensionless stress, and the slope n and the inter-
cept b, of the function can be calculated. The slope n is called compress-
ibility index. It has a significant physical meaning, and its evaluation is
given by Tomas [131]. From the intercept b, the bulk density of the powder
before the compression can be calculated: the bulk density p,  of the loose,
unconsolidated particle packing is Eq. (3.43):

Ppo = EXP [b2 +n-In (1 +sin¢,, )] (3.43)

Then the porosity of a loose, unconsolidated packing ¢ is given as
Eq. (3.44):

g, =1-—= (3.44)
Ps
where p_is the solid density of the particles.
Now, making a reverse micro-macro transition, and under certain con-
ditions explained in [133, 4], it is possible to back-calculate the characteris-

tic adhesion force F,  of one representative unconsolidated particle contact
(see Eq. (3.45)) [131]:

€
Fy, = 1—080 0, -dg. (3.45)

From the mean angle of internal friction ¢, and the stationary angle of
internal friction ¢_ also the elastic-plastic contact consolidation coeflicient
Kk can be calculated:

tan
K= fan®y 1 (3.46)
tan @,

and also the plastic repulsion coefficient K, (x,=5/6)

K
K, =—K,. 3.47
L (3.47)
Eq. (3.35) shows the linearized adhesion force as a function of the normal
pre-consolidation force F, which acts between the particles depending on



Microscopric PARTICLE CONTACT ADHESION MODELS 145

the major principal consolidation stress. The term «-F, describes the addi-
tional instantaneous contact consolidation as a response to the application
of the adhesion force F, at unconsolidated state F = 0 (see Eq. (3.48)):

€
:E'Gl‘dﬁo

F

N

(3.48)

where ¢is the porosity as a function of o,

In Figure 3.24 is shown the mean adhesion force F  of one represen-
tative unconsolidated particle contact back-calculated from the shear test
results shown in Figure 3.23.

From the graph one can see that the surface modification with silanes has
caused a decrease of the adhesion force between the modified surfaces, when
compared to the adhesion force of unmodified particles. The surface hydro-
philization, on the other hand, has led to an increased particle adhesion. The
results from the back-calculation are in good agreement with the results from
the direct measurement of the adhesion force via AFM (see Figure 3.15).

10
: / & Hydrophilic
/ -0~ Umodified

-O- PFOTES
-0 FPTS

uniaxial compressive strength o_ in kPa

]

0 5 10

major principal stress ¢, in kPa

15

20

25

30

Figure 3.23 Consolidation function ff (see Table 3.4) of unmodified, hydrophobic glass
particles modified with fluoroalkylsilanes (PFOTES and FPTS) and hydrophilic particles.

The mean particle size d is ca. 7 pm.
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Figure 3.24 Mean adhesion force of two particles from a particles packing back-calculated
from shear test results using the contact model ‘stiff particles with soft contacts. The mean
adhesion force is back-calculated for particles modified with: PFOTES - 1H,1H,2H,2H-
Perfluorooctyltriethoxysilane; FPTS - 3,3,3-Trifluoropropyltrimethoxysilane;

Hydrophilic- cleaned with peroxymonosulfuric acid.

3.6 Summary and Conclusions

The change in micro- and macroscopic properties of particles has a sub-
stantial influence on their handling, i.e. product design, transport, convey-
ing and packing. Based on single particle experiments an extensive analysis
of contact models for the contact of spherical, smooth, dry, fine and iso-
tropic particles and substrates under normal load was presented. Different
contact deformations such as elastic, elastic-plastic, plastic and unloading
were considered.

To determine the macroscopic material properties in a particle packing,
the shear testing technique was presented. In this context, the basics of
shear experiments and the determination of physical properties using the
contact model ‘stiff particles with soft contacts’ were discussed.

The modification of glass surfaces was carried out by hydrophilization and
hydrophobization. This was done with glass particles from Potters Europe
GmbH (Spheriglass 5000 CP00) as a reference. Hydrophilic particles were
produced by a chemical cleaning process with peroxymonosulfuric acid.
The hydrophobic particles were obtained with the wet chemical silaniza-
tion process. Furthermore, the methods of surface energy determination
and contact angle measurements were explained.
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To determine the physical properties such as van der Waals adhesion
force the methods of atomic force microscopy, nanoindentation and ring
shear experiments were presented. Based on the example of modified glass
particles the evaluation of material properties for direct adhesion measure-
ments (AFM) and model-based back-calculation (nanoindentation, shear
cell measurements) with the model ‘stiff particles with soft contacts’ was
shown.

In conclusion, it is possible to change the flowability and physical prop-
erties of bulk solids with chemical surface modification. The character-
ization methods presented for these fine and nano-scaled particles are
suitable with the introduced model ‘stiff particles with soft contacts’ The
single particle- and particle packing experiments show the same contact
behavior as demonstrated for unmodified, hydrophilic and hydrophobic
glass particles.
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Symbol Unit Description

A nm’ particle contact area

a, nm molecular minimum distance
Chias ] Hamaker constant according to Lifshitz [11]
d pm particle diameter

d,, pm mean particle diameter

E kN/mm?* modulus of elasticity

E* kN/mm? effective modulus of elasticity
F, nN adhesion force (in general)

F, nN adhesion force at contact point
F, nN normal force

H kN/mm? hardness
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Abstract

While over past several decades, one-dimensional adhesion behavior of micro-
objects has been extensively studied both experimentally and analytically, the
analytical and experimental studies for two-dimensional adhesion behavior have
been rather limited. Considering the critical role of rolling motion of micro-/nano-
scale round objects in adhesion and detachment, this void is somewhat surpris-
ing. In this chapter, some recent experimental and analytical developments in the
adhesion characterization of nano-/micro-scale objects are reviewed with a special
emphasis on non-contact methods for single particle measurements and associated
two-dimensional adhesion models. In addition, recent works on nonlinear effects
in adhesion bonds, thin layers adhesion characterization and micro-scale objects
manipulation techniques are covered and some additional research in these fields
is identified. Finally, potential applications of the mentioned works are discussed.

Keywords: Adhesion bond, work of adhesion characterization, micro-particles
nonlinear dynamics, non-contact techniques, monolayer graphene, micro-
particle manipulation, particle rocking motion, rolling resistance, Surface
Acoustic Wave (SAW)

4.1 Introduction

At nano/micrometer scales, compared to several other types of forces
(e.g. inertia, gravity, electromagnetic, and electrostatic), adhesion, a weak
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intermolecular interaction (van der Waals force), often dominates the
deformation and dynamics of biological and/or engineered small-scale
objects. Understanding and characterizing the interactions of micro-scale
objects (e.g. micro-particles, liposome vesicles, biological cells and other
morphologically similar entities), with their environments and with each
other, is critically important in various industries, such as digital/additive
manufacturing, pharmaceutical manufacturing, semiconductor manufac-
turing, biomedical devices, sensors, and food processing.

Adhesion characterization of nano-/micro-scale objects is a challenge
due mainly to issues associated with their effective handling and manipula-
tion as well as uncertainty about the nature of contacts and interfaces due
to the small length-scale of the associated objects and the low force levels
involved. To understand particle-substrate interactions at micro-scale, the
development of application-specific experimental techniques and mod-
els is often required. At present, several statistical adhesion measurement
techniques for multi-particle systems based on centrifugal, aerodynamic
and hydrodynamic forces, impact—spectrum and ultrasonic vibration are
utilized for adhesion characterization of micro-scale object systems [1]. In
the centrifuge technique, the adhesion restitution force and/or moment
acting on particles is obtained by measuring the centrifugal force required
for detaching particles from a rotating substrate. In the aerodynamic and
hydrodynamic techniques, the adhesion force is determined by measur-
ing the threshold force generated by flow to detach particles from the
substrate. In the impact—spectrum technique, the particles are detached
from the substrate by the impact force exerted at the opposite side of the
substrate and the detachment force due to resulting surface acceleration is
measured. In the ultrasonic vibration approach, the frequency and hence
the force required to detach particles from substrate using an ultrasonic
probe is measured. It is noteworthy that in all these statistical adhesion
measurements, the adhesion characterization is performed by measur-
ing the detachment force required to detach particles from the substrates.
Detachment process is often a result of interactions of a number of complex
events due to its disruptive nature, leading to energy release, plastic defor-
mation, finite amplitude deformation, and mass transfer at nano-/micro-
scale. Consequently, in addition to their statistical nature, the accuracy of
resulting work of adhesion extraction from detachment-based techniques
suffers.

Adhesion bond between a particle and a surface plays a key role in the
motion and adhesion of particles on surfaces and the strength/stability of
networks of adhered round objects (e.g. particles, powders, biological cells,
and nanotubes) in a wide spectrum of applications at nano-/micro-scale.
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In recent years, single particle adhesion measurement techniques for accu-
rate adhesion characterization of micro-scale objects have attracted atten-
tion to address the shortcomings of various statistical techniques based on
measurement in multi-particle systems. Moreover, while one-dimensional
adhesion behavior of micro-objects (out-of-plane) has been extensively
studied both experimentally and analytically, only limited attention has
been paid to the analytical and experimental studies for two-dimensional
(in-plane) adhesion behavior. Considering the critical role of rolling
motion of micro-/nano-scale round objects in adhesion and detachment,
the current situation needs attention and, at the same time, creates research
opportunities. In this chapter, some recent experimental and analyti-
cal developments in the adhesion characterization of nano-/micro-scale
objects are reviewed with a special emphasis on non-contact methods and
associated two-dimensional adhesion models. In addition, recent works on
nonlinear effects in adhesion bonds, thin layers adhesion characterization
and micro-scale objects manipulation techniques are covered and some
additional research in these fields is identified. Finally, a number of poten-
tial applications of the presented works are discussed.

In this chapter, following a brief background to the subject matter in
Section 4.2, various experimental and analytical progresses in adhesion
characterization are reviewed. In Section 4.3, micro-particles adhesion
characterization based on nonlinear dynamics of micro-particles using
a non-contact vibrational spectroscopy technique is discussed. Also, a
novel technique for adhesion characterization of thin layers (monolayer
graphene) using a non-contact vibrational spectroscopy approach is intro-
duced and its advantages over previously reported techniques are dis-
cussed. Afterwards, a non-contact technique is introduced for controllable
rolling motion of micro-particles using surface acoustic wave (SAW) fields.
Finally, in Section 4.4, following a brief concluding discussion, some drivers
and research needs for future developments are identified and discussed.

4.2 Background

In the past decade or so, in addition to the traditional approaches discussed
above, particle adhesion and force—displacement characterization studies
for individual particles with the aid of AFM (Atomic Force Microscopy)
probes and micro-manipulators have also been reported [2-5]. The main
disadvantage of an axial AFM-based detachment technique, in addition to
its disruptive nature, is that in such experiments the particle has to be fixed
and/or glued to the tip of a probe; therefore, it is essentially a destructive
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approach applicable to “relatively” large particles. Without fixing the par-
ticle to the tip, two interfaces (particle—substrate and particle—tip) need to
be characterized independently, leading to complications in the work of
adhesion extraction.

4.2.1 Adhesion Models

At present, several adhesion models for nano-/micro-particles are avail-
able. Since 1971, a number of continuum mechanics-based models
describing the out-of-plane adhesion force—displacement behavior (one-
dimensional adhesion theories) between micro-particles and substrates
have been reported and found applications in the interpretation of AFM
based force—displacement measurements [6-9]. One-dimensional adhe-
sion theories describing the out-of-plane adhesion force—displacement
behavior are well-characterized, and a unifying framework establishing the
transition between the existing theories and their applicability zones for
the ranges of an external load and an elasticity parameter was introduced
in 1997 [9].

The adhesion theories often assume that the interacting surfaces are
smooth at the atomic level. However, it is known that finite surface rough-
ness decreases the contact area and consequently reduces the adhesion
between the contacting surfaces. The key difficulty in taking the irregu-
larity of a surface into consideration in adhesion models is the technical
challenges associated with the accurate characterization of its topology
and/or additive materials. Moreover, such irregularities substantially affect
the local mechanics. As a result of various emerging industrial applica-
tions, in recent years, there has been renewed interest in surface roughness
effect, and adhesion reduction due to surface roughness has been studied
experimentally and theoretically [10-14]. Besides the out-of-plane motion
of a particle on substrate, understanding the in-plane rocking (leaning
prior to free rolling) and free-rolling motions of particle on substrate are
found significant due to their critical importance in particle removal and
attachment. As detachment requires a detailed understanding of compli-
cated local physics stemming from the disruptive nature of the detach-
ment phenomenon, detachment-free methods (such as restitution-based
techniques) are often desirable. In addition, the detachment-free approach
allows the study of various external effects (such as temperature, humidity,
electric field) on a specific adhesion bond in a controllable manner. Unlike
the one-dimensional adhesion models for characterizing the out-of-plane
adhesion force—displacement behavior, the characterization of the in-plane
rocking/rolling motions and the associated restitution moment resisting
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the in-plane motion requires a two-dimensional adhesion theory which
recently has been experimentally and theoretically explored and studied
[15-17].

4.2.2 Measurement Methods

As extensively reported in the literature [1], there exist many adhesion
measurement techniques for multi-particle systems, based on centrifu-
gal effect, aerodynamic and hydrodynamic forces, impact—spectrum,
and ultrasonic vibration. In all these statistical adhesion measurement
approaches, the adhesion is characterized by measuring the detachment
force required to detach particles from substrates. Due to the disruptive
nature of the process, detachment process is often a result of interactions
of a number of complex physical effects, such as energy release, plastic
deformation, finite amplitude deformation, and mass transfer at nano-/
micro-scale. Complexity associated with these processes leads to accu-
racy issues. Since its inception, the uses of a Quartz Crystal Microbalance
(QCM) in adhesion characterization have been considered and reported,
even though it is commonly used to determine minute mass (per unit area)
deposition on its shear-mode quartz crystal resonator and the viscoelastic
properties of its material by measuring the shift in the damped resonance
(central) frequency of its resonator. Unlike the aforementioned methods,
QCM requires no particle detachment. As reported in [18], its use as a
tool to understand the adhesion of biologically functionalized polysty-
rene micro-particles on substrates was demonstrated and a mechanical
model was presented to study the pivot-point vibration of such particles
on a QCM resonator to scan the bond-rupture events for biomedical diag-
nostics. The QCM-based method proposed in [18] is a detachment-based
technique and resulting work of adhesion could include substantial error
due to complexity and disruptive nature of the detachment phenomenon.
However, based on [15,19], the work of adhesion of raw/coated particles
can be extracted considering the pivot-point vibration of such particles on
a QCM resonator.

4.2.3 Non-contact Adhesion Characterization
of Single Particles

In recent years, single particle non-contact adhesion measurement tech-
niques have attracted attention for accurate adhesion characterization
of micro-scale objects as these methods target to eliminate the disad-
vantages of the contact and destructive as well as statistical techniques.
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In [15,19], based on non-invasive external excitation (ultrasonic base or
air-coupled) and non-contact laser interferometric sensing, a non-contact
and non-destructive adhesion characterization method was introduced
for observing the dynamic behavior of individual adhesive micro-particles
experiencing pre-rolling in-plane and out-of-plane motions on flat sub-
strates from their dynamic responses. The main advantage of the utilization
of a laser interferometer (vibrometer) in this individual particle adhesion
characterization approach is its ability to acquire surface nanometer-level
transient displacements at high frequency vibrations (up to GHz) in a non-
contact manner with high accuracy. In this approach a particle subjected
to an external excitation undergoes nonlinear and coupled dynamics in
in-plane and out-of-plane directions and, because of adhesion and associ-
ated local elastic deformation, experiences restitution force and moments
resisting its out-of-plane displacement described by several continuum
mechanics models [9] and the in-plane (rocking and/or rolling) angular
displacement [20], respectively. At micro-scale, this restitution moment
along with the rotational inertia of the particle results in a free oscillatory
vibrational (rocking) motion of the particle with respect to the center of
its contact area [15,19]. Nonlinear and coupled dynamics of a particle can
result in various vibrational modes in the experimentally obtained spec-
tral domains of the particles which can lead to an ambiguity in adhesion
characterization. In order to accurately characterize the interfacial interac-
tions as well as the work of adhesion using the observed dynamic behavior
of particles subjected to external excitations, a two-dimensional mathe-
matical model describing the nonlinear and coupled out-of-plane and in-
plane motions of the particle subjected to external elastic wave is required.
A novel technique to generate and detect the high frequency acoustic
modes of individual micrometer-sized spheres using focused ultra-short
laser pulses was proposed recently as a tool for quality control of spherical
elastic particles [21]. Also in nano-scale range, the vibrations of nano-scale
surface-supported gold particles were studied using optical spectroscopy
and time-resolved X-ray scattering [22].

4.2.4 Particle Adhesion to Nano-film Coated Surfaces

In a wide spectrum of applications, nano-films between particles and sur-
faces are present. Their presence could significantly affect the surface prop-
erties and, consequently, the adhesion properties of nano-/micro-scale
objects are modified by such films. While such intermediate layer is often
considered to weaken the adhesion bond, it indeed could have the primer
effect for enhancing adhesion to unprecedented levels. For instance, due
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to unusually high surface energy of graphene (Gr), integrating monolayer
graphene into nano-/micro-scale devices offers potential in several practi-
cal applications, such as flexible electronics, transparent electrodes, bio-
sensors [23] and nano-mechanical devices [24,25]. The high flexibility of
monolayer Gr and its capability to conform to a surface in comparison
to multilayer Gr sheets was proposed as a possible explanation for con-
siderably high work of adhesion value for monolayer Gr sheets. Also in
biomimetic systems applications, thin layers are created by immobiliz-
ing receptor proteins (such as streptavidin, P-selectin) on flat substrates
to interact with ligand proteins (such as biotin and PSGL-1) immobilized
on the surface of elastic particles and flat rafts to study/understand the
ligand—receptor interactions in biological entities adhesion process. For
functional integration of nano-films (such as Gr) into nano-/micro-scale
devices, understanding and characterization of the interfacial adhesion
properties of the nano-film coated substrates is essential. Monolayer Gr,
a sheet of carbon atoms uniformly arranged in a hexagonal honeycomb
lattice, has attracted considerable attention in scientific and engineering
communities due to its unusual mechanical (strength), electrical (con-
ductivity with high electron mobility), optical (transparency) and thermal
properties. The potential of the use of Gr in nano-/micro-scale devices
using tools compatible with current semiconductor manufacturing meth-
ods has far-reaching practical implications. However, various properties
of Gr and its interactions with other materials are currently either not
accurately characterized or poorly understood despite the extent of the
reported research on theoretical and computational (molecular dynamics)
simulations.

Recently, a number of studies [26-28] on the work of adhesion of mono-
layer/multilayer Gr with other materials have been reported. In 2010, Zong
et al. [26] proposed an AFM (Atomic Force Microscopy)-based technique
to measure the local adhesion strengths of Gr sheets on a silicon diox-
ide (SiO,) wafer by depositing gold and silver rigid nano-particles at the
Gr-SiO, interface. With an AFM, the trapped particles heights and the cir-
cular blisters diameters were measured and used along with a membrane
mechanics model to extract the adhesion energy (work of adhesion) of
multilayer Gr-SiO, interface as W, ¢, = 151£28 mJ/m’ using an under-
estimated value for average Young’s modulus of Gr ( E=0.5 TPa). In 2012,
Bunch and Dunn [27], using an increased value for average Young’s modu-
lus of monolayer Gr as E~1 TPa, corrected this value to W, g, =300
mJ/m?. In 2011, Keonig ef al. [28] reported a value for the work of adhesion
of the Gr-SiO, interface using a pressurized blister method with Gr sheets
on SiO, substrate including an array of predefined wells. The deflection
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and delamination of the blister under pressure were measured with an
AFM and were used along with a mechanics-based analysis of the blister
configuration for determining the work of adhesion of Gr sheets to SiO,.
Work of adhesion values of W, ¢, =450+20 m]/m?* for monolayer Gr
and W, g, =310+30 mJ/m’ for multilayer (2-5) Gr sheets exfoliated
on SiO, wafers were reported. In calculations for extracting Gr adhesion
energy (the work of adhesion of the Gr-SiO, interface) using this tech-
nique, the mechanical properties of monolayer Gr are required: E=1 TPa
is taken as Young’s modulus of Gr and it is stated that this value was veri-
fied by the measured value of E ¢, = 347 N/m where ¢, is the effective thick-
ness of monolayer Gr. Poisson’s ratio of Gr is taken as ¥=0.16, the same
as that of graphite. However, recently even a higher value for the Young’s
modulus of Gr has been reported. For single and bilayer graphene sheets,
the Young’s modulus is reported as 2.4 and 2 TPa, respectively [29].

In 2012, Yoon et al. [30] reported the adhesion energy of monolayer Gr
grown on copper substrate using chemical vapor deposition (CVD) pro-
cess by employing the double cantilever beam fracture mechanics testing.
In their measurements, the Gr layer is glued with epoxy to the target sub-
strate, and the work of adhesion is extracted from the delamination force
of Gr from the copper substrate as 720 + 70 mJ/m?. This high work of adhe-
sion between monolayer Gr and copper substrate is attributed to increase
in the electronic density at the Gr—metal interface. In the reported studies,
in addition to the disadvantages of the destructive and contact techniques,
the mechanical properties of the Gr which are not quite known yet play
a key role in the adhesion energy calculations. A non-destructive exter-
nal excitation and non-contact technique independent of Gr mechanical
properties is necessary to accurately determine the adhesion energy of Gr
layer and to avoid the disadvantages of the previous methods. In a recent
work [31], as discussed in Section 4.3.2 in detail, a novel method is intro-
duced as an alternative adhesion energy characterization approach for Gr
by employing a non-contact vibrational spectroscopy approach along with
a mathematical formulation which eliminates the dependency of Gr adhe-
sion energy on its mechanical properties.

4.2.5 Non-contact Particle Manipulation

Manipulation/transport and rolling of single micro-particles have implica-
tions in a wide range of applications from particle detachment/removal,
pick and place of micro-objects [32-34], surface properties mapping to
motility of biological cells (e.g. leukocyte rolling) [35-37]. Non-contact
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manipulation and transport of individual micro-particles on dry surfaces,
especially at micro-meter length scale, is often desirable, as in contact-
based approaches, unintended interactions related to elasticity of materi-
als, multi-point contacts, electrostatic charge transfer and liquid meniscus
formation (capillary effect) [38] create complications in resolving experi-
mental data [32]. Non-contact techniques are required to be developed to
manipulate/transport single micro-particle on dry substrates. Recently,
using a cantilever metal tapered strip (ultrasonic actuator), transporta-
tion of small mechanical components due to flexural ultrasonic vibra-
tion modes of the actuator was reported [39]. Currently, the out-of-plane
force—displacement characteristics of the particle—surface adhesion bond
are well-established and several models have been proposed and utilized
[9]. Also using a two-dimensional adhesion model (including both out-
of-plane and rocking displacements), the presence of a restitution moment
resisting the free-rolling of the particle has been demonstrated computa-
tionally and experimentally [15, 19, 20] while coupling between out-of-
plane and rolling modes has only been partially resolved. Dynamics of
micro-particles on flat substrates is affected by various particle—surface
interaction mechanisms. In addition to capillary effect [38, 40] and elec-
trostatic charges [41, 42], friction of micro-/nano-particles during roll-
ing and spinning motions on flat substrates is of great interest [5]. For
characterization purposes, a mathematical model describing the coupled
out-of-plane and free-rolling motions of particle is required to character-
ize the particle—surface interaction mechanisms during the rolling of the
particles. Note that the non-uniform surface properties and distribution of
electrostatic charge packs on the surfaces of particles and substrates result
in anisotropic adhesion behavior of particles on substrates. Therefore, sur-
face properties mapping is essential using non-contact techniques since in
the contact techniques the surface properties of particles and substrates
can be modified by contact.

4.2.6 Molecular-scale Characterization Challenges
in Biological Adhesion

Several studies indicate that the interactions of biological cells with each
other and their environments play a key role in the formation of multi-
cellular organisms, elimination of viruses and bacteria by the immune
system [43] and detection of cancerous cells [44]. Many biological phe-
nomena, such as cell adhesion and cell migration, are directly affected
by the interactions of cells with their neighbors and extracellular
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substrates [45]. Recent studies report that adhesion of biological cells is
a well-orchestrated, highly interactive phenomenon mediated by the spe-
cific binding of receptors and ligand molecules anchored in membrane
of cell [46,47]. Understanding the cell adhesion is of a significant value
in bioengineering applications, since controlling the cell adhesion is a
requirement to organize cells in a synthetic matrix [45]. In addition to the
specific and strong molecular interactions in cell adhesion, physical forces
including repulsion force due to the presence of the glycocalyx in cells
as well as gravity, van der Waals, Coulomb and hydration forces [43,48]
also contribute to the cell adhesion process. Since biological cells are com-
plex live entities and the active and passive phenomena both contribute
to the cell adhesion process, study of the adhesion of cells using a living
cell is extremely challenging and it cannot be meaningfully described by
the theories developed for the contact mechanics of inactive (non-living)
matters [43,49]. Therefore, one possible approach to understand the cell
adhesion is to separately study each adhesion process contributing to the
cell adhesion by isolating it from other adhesion processes. Simplified cell
models (cell-free models) can be employed to separately study/character-
ize the influences of each process in the cell adhesion. For instance, a giant
liposome with no embedded protein molecules in its membrane can be
a proper model to study the adhesion and viscoelastic properties of the
cell membrane free from the ligand—receptor interaction influences. Bio-
materials such as liposomes are soft and their viscoelastic properties play
an important role in their adhesion properties since the elastic energy of
the deforming particles restricts the spreading/flattening of soft materi-
als on substrates induced by adhesion force. Developing effective methods
to characterize the mechanical properties of materials is significant. On
the other hand, a biotin-coated polystyrene latex (PSL) particle in contact
with a substrate coated with a monolayer of streptavidin protein could be
a good model to separately study the ligand—receptor interactions (catch
bonds formation) free from the cell membrane mechanics influences and
other complexities of living cells. A liposome with embedded protein mol-
ecules in its membrane leads to a more complex cell behavior, including
both ligand—receptor interactions and cell membrane mechanical contri-
butions to its adhesion process. Such a cell model can be employed for
a better understanding of the cell adhesion, since the possible coupling
and contributions of the ligand—receptor interactions and cell membrane
mechanics in adhesion can be explored. There is need for the development
of novel experimental and mathematical tools that can be utilized for vari-
ous cell models to determine mechanical and adhesion properties of cells
in contact with surfaces.
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4.3 Recent Developments

4.3.1 Nonlinear Dynamics in Adhesion Characterization
of Micro-Particles

It has been shown that the vibrational base excitation of particle—surface
bonds and the response of particle to such excitation can be used for adhe-
sion characterization [15,19,50]. In this section, the adhesion properties
of micro-spherical particles on flat vibrating substrates are characterized
using experimentally obtained dynamic responses of particles subjected to
external pulsative excitations. By relating the experimentally observed nat-
ural frequencies in the spectral domains of particles to the stiffness of the
adhesion bond, the particle-substrate adhesion property (work of adhe-
sion) was extracted recently [15,19]. However, in [51] it is reported that
nonlinear and coupled dynamics of a vibrating particle can result in com-
plicated spectral responses for its free vibrational rocking motion, leading
to an uncertainty in the extraction of adhesion property. In the experimen-
tal spectral responses of some of vibrating particles, in addition to their
predicted rocking resonance frequencies, additional resonance peaks in the
vicinity of the doubles of these predicted frequencies have been observed
and reported [50,51]. Previously, the doubling effect was also observed
and reported with no analysis [17]. To understand and explain the rock-
ing resonance frequency doubling effect, a two-dimensional mathemati-
cal model describing the coupled dynamics of a micro-spherical particle
in the out-of-plane and in-plane coordinates was developed and reported
[50]. Using the presented dynamic model, the work of adhesion values
for micro-spherical particles can be extracted from their experimentally
determined rocking resonance frequencies without the ambiguity caused
by the double resonance peaks [50].

4.3.1.1 Two-Dimensional Particle Adhesion Models

An overview of two-dimensional adhesion models is presented. Despite
many models available in the literature for the out-of-plane motion of a
spherical particle, only a few analytical and experimental studies have been
reported for two-dimensional (in-plane and out-of-plane) motion of par-
ticle along with the restitution force and moment resisting particle motion
and their relation to the adhesion property of the adhesion bond [15,20,50].
Below one such model is described and discussed. As depicted in Figures
4.1(a) and 1(b), the out-of-plane and in-plane motions of an adhesive
micro-particle are described by the elastic out-of-plane displacement of the
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Figure 4.1 Schematics of (a) purely out-of-plane (axial), and (b) purely in-plane (rocking)
motions of a spherical particle subjected to base excitation.

center of the particle (6) and rocking angle of the particle (6) with respect
to the substrate normal, respectively, as the coordinates of its motion. In
the Johnson-Kendall-Roberts (JKR) adhesion theory, the out-of-plane res-
titution force F,(a) opposing the axial (out-of-plane) motion of the spher-
ical particle on a flat substrate is expressed as [6]:

3

Ka
F(a)= T—a“% l6xW, K (4.1)

where r is the radius of the particle, w, the work of adhesion of the
particle-substrate interface, a the radius of the contact area, and

4
K= g((l— VPZ)/ E, +(1-, *)/E)™" the stiffness coeflicient of the particle—

substrate adhesion bond (here E_ and E, are the Young’s moduli and »,
and », the Poisson’s ratios of the isotropic substrate and particle materials,
respectively). In addition to the out-of-plane restitution force (F,), this
bond creates a restitution moment opposing the free rolling motion of the
particle. The restitution moment and the rotational inertia of the particle
result in free vibrational rocking motion of the particle with respect to its
contact. Employing a two degree-of-freedom adhesion theory, the restitu-
tion moment, M (a,d, &), was previously approximated as [20]:

3/2

M, (a,d,0) = 6xW, 4 r(r—0) sin(0) (4.2)
a

0
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Figure 4.2 The independent coordinates of the proposed two-dimensional mathematical
model for the simultaneous out-of-plane (§) and in-plane (6) motions of a spherical
particle on a vibrating surface (not to scale).

where a, = 67r* W,/ K)" is the contact area radius at static equilib-
rium position (J"). F, and M, are expressed as a function of J using the

2
geometric relationship J= 4 1i- g(a—o)” 2) [52]. Assuming a low ampli-
r a

tude out-of-plane vibration and a low-amplitude rocking motion around
the surface normal, for a spherical particle depicted in Figure 4.2, the lin-
earized out-of-plane f, and in-plane f, resonance frequencies are thus
extracted as:
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where m and p are the mass and the mass density of the particle, respec-
tively, I, and I, are the mass moments of inertia of the particle about
axis respectively passing through O’ and B and parallel to axis Z, and K
and K are linearized out-of-plane and in-plane stiffnesses of particle—sub-
strate adhesion bond respectively. Using Equations 4.3 and 4.4 for polysty-
rene latex (PSL) particles with an average diameter of 21.4 um ( p, =1050
kg/m’, Ep=2.77 GPa, and v, =0.33) on a flat polished silicon substrate
(p, =2329 kg/m’, E =127 GPa, and y, =0.28) and considering W, =23.5
m]J/m? as reported in [53], the linearized rocking and out-of-plane reso-
nance frequencies are calculated as f, =38.57 kHz and f, =1.98 MHz,
respectively. Note that the resonance frequencies of the in- and out-of-
plane modes of motion are well separated.

4.3.1.2 Experimental Observations of Nonlinear Particle Vibrations

As reported in [15,17], a set of experiments were conducted to acquire
the transient responses of a set of PSL particles on a silicon substrate to an
impulsive external excitation in order to characterize the adhesion prop-
erty of the particle—substrate adhesion bond. The instrumentation dia-
gram of a typical experimental set-up is depicted in Figure 4.3 as detailed
in [50]. In the reported experiments, a number of NIST-traceable spherical
PSL particles with an average diameter of 21.4 um were dry-deposited on
a polished silicon substrate. In order to eliminate the possible electrostatic
force interaction, the particle and substrate were showered with ions using
a single point ionizer [50] to neutralize the particle and substrate. First,
several single particles oscillating at different locations of the silicon sub-
strate were identified for measurements as some particles were strongly
fixed to the surface with no relative motion with respect to the substrate
[54]. The laser spot of the fiber interferometer with an approximate diam-
eter of 0.5 pm was focused on the top of the particle using the objective of
the optical microscope. The transient out-of-plane responses of the sub-
strate at a set of four substrate measurement points around each particle
and the top of each particle were acquired, digitalized, and recorded with
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Figure 4.3 Schematic of the base excitation experimental set-up (close-up).
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Figure 4.4 Experimentally obtained temporal response of particle I subjected to base
excitation applied from t, =10.50 psto t, =17.50 ps.

a digitizing oscilloscope for signal processing. The procedure was repeated
for several particles on the same substrate within a few minutes. The tem-
poral responses of a set of five PSL particles (as depicted in Figure 4.4 for
Particle I) were acquired and transformed into the spectral domain using
the Fast Fourier Transform (FFT) routine (as depicted in Figure 4.5 (a) for
Particle I (dashed thick lines)) for determining their resonant structures.
A pair of peaks for each particle in its spectral response is observed as
follows; Particle I (at 40.41 and 78.15 kHz), II (at 45.16 and 82.70 kHz),
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Figure 4.5 Comparisons of experimental spectral responses of the substrates (solid thin
lines) and particle I (dashed thick line) (a) with those computationally obtained from
the integration of the proposed model (dot-dashed thin line). A particle exhibiting no
whirling motion is included (b).

III (at 36.55 and 64.4 kHz) and IV (at 40.86 and 78.56 kHz). However
for Particle V, only a single peak in the frequency range of interest was
observed at 60.14 kHz (Figure 4.5 (b)). These observed resonance fre-
quencies are absent in the substrate responses as depicted in Figures 4.5
(a) and (b) (solid thin lines), respectively, indicating they are due to the
particle—substrate bond. Experimental evidence for frequency doubling
is also observed in a previous work [17] for polyvinylpyrrolidone (PVP)
micro-particles (see Figures 4.7.c (37.80 kHz and 75.40 kHz), 7.e (22.51
kHz and 45.50 kHz), 7.f (24.50 kHz and 45.20 kHz) and 7.¢ (22.51 kHz and
43.52 kHz) of reference [17]) without identifying the frequency doubling
effect and/or its causes. Moreover, in the spectral responses included in
[17], the amplitude of the rocking resonance frequency for each particle
and its double are considerably different.

4.3.1.3 Mathematical Modeling for Nonlinear Dynamics
of Particle Vibration

Modeling is essential in adhesion characterization. The observed rocking
frequency doubling phenomenon results in ambiguity in extracting the
adhesion property based on the experimentally obtained spectral domains
[50]. For accurate characterization of particle—substrate adhesion and to
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resolve the ambiguity in the frequency doubling phenomenon, coupled
dynamics of the vibrating particle should be studied. To this end, here
the vibrational motion of an adhesive spherical particle on a moving flat
substrate is considered (Figure 4.2). The equations of motion are derived
assuming the particle experiences in-plane and out-of-plane vibrations
under base excitation and no particle detachment occurs during motion,
that is, neither free-rolling nor sliding occurs during experiments. Below,
these nonlinear coupled equations of motion are employed to explain the
experimentally observed frequency doubling phenomenon and to deter-
mine the value of work of adhesion. In this model, the effect of the adhe-
sion bond is modeled as an out-of-plane restitution force F, (6) and an
in-plane restitution moment M (6, 6) (Figure 4.2) [50]. The equations of
motion for the particle are derived with respect to the fixed global coor-
dinate system (X, Y) with the corresponding unit vectors i, j . As reported
in [50], the in-plane and out-of-plane equations of motion of an adhesive
spherical particle with a radius r and a mass m on a vibrating flat substrate
are derived as:

mo+ F(0) = m(Y cos(w+ &) —(r—0)(w+ o) — Xsin(p+ ﬂ)) (4.5)

Lo, (§5+ B) + M (8,0) = m(r — 8)(X cos(y+ ) + 200+ 0)

. y (4.6)
+Ysin(y+0) = (r = 0)(7+ 0))
For the external excitation of a short pulse, the governing equations for
the motion observed following excitation are simplified for its purely free
vibrational motion:

mé—m§1§’2+FR(é)=—mrz.92 (4.7)
(I, +m(r—0)*) O—2m(r—0)0) 0+ M (5,0)=0  (4.8)

As reported in [50], Eq. 4.8 is linear with respect to /t) and practically
independent of o(t). As a result, the dynamics of the rocking motion
(At)) is dominated by its linear terms and its harmonic response could
be approximated as At) = Osin(w,t) where ® and «, are the amplitude
and resonance frequency of the rocking motion, respectively. Substituting
the approximated harmonic solution At) in Eq. 4.7, the right-hand side
of the resulting equation, acting as an external excitation term, becomes

. 1
mr & =mre’ ©° cos’ (w,t) = Smr @’ ©’ (1+ cos(2 co,t)) and forces the
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system to oscillate at an additional frequency which is double of the rock-
ing frequency @, . Due to the nonlinear coupling, the pure rocking motion
can excite the out-of-plane displacement J(t) with a frequency of 2, .
According to [15], since in the experiments the interferometer detects the
total out-of-plane displacement of the top of a particle as it oscillates, the
measured out-of-plane displacement J (¢) is a combination of the in- and
out-of-plane displacement components as:

O.(t) = (Jt)— 0 ) +2r(1—cosAt)) (4.9)

Consequently, it is concluded that since the rocking motion appears as the
argument of the cosine function, the resonance frequency of the rocking
motion cannot be seen in the spectral domain unless a non-zero lean-
ing angle ¢ (..) with un-specified arguments is present and is added to
the approximated solution At) as & (t)=0Osin(w,t)+4,(...) which leads
to the out-of-plane displacement oscillating not only at 2¢,, but also at
@,. The term £ (...) causes the rocking resonance frequency doubling
effect and attests that the rocking motion occurs around an inclined axis
with respect to the substrate normal which in a three-dimensional dynamic
model implies the existence of whirling-like motion of particle. Based on
the developed two-dimensional dynamic model, the whirling-like motion
is due to an inclined rocking motion of a particle and/or the nonlinear
component coming from the presence of the nonlinear damping term in
Eq. 4.7. In Figure 4.5(a) (dashed thick lines) the experimentally observed
spectral domain of particle I experiencing whirling-like motion is shown.
However, Figure 4.5.(b) (dashed thick line) shows the experimentally
observed spectral domain of a particle with no whirling motion.

4.3.1.4 Numerical Simulations

Numerical simulations are often utilized to compare the responses of mod-
els to those of the physical systems, and to extract model parameters from
experimental data. In order to extract the leaning angles and work of adhe-
sion values for particle—substrate systems using equations of motion and
experimental results, Eqs. 4.5 and 4.6 are numerically integrated in time
considering substrate and particle materials properties and substrate trans-
lation motion as reported in [50]. The transient responses of the dynamic
out-of-plane motion with respect to d (J,(t)=J(t)—J") are deter-
mined numerically as illustrated in Figure 4.6 for particle I. According to
Figure 4.6, the dynamic out-of-plane response J,(t) of the particle has a
natural period of T, = 0.50 «s . The in-plane transient response of particle
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Figure 4.6 Temporal response of the out-of-plane motion of particle I obtained from the
computational simulations. A close-up of the response with its natural period T, = 0.50 us
is shown in the inset.
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Figure 4.7 Temporal response of the in-plane motion of particle I extracted from the
computational simulation with a natural period T = 22.14 s.

d(t) is also determined numerically (Figure 4.7) for the same particle. The
in-plane transient response #(t) has a natural period of T =22.14 us
(Figure 4.7). The total depression of the particle top J,(t) is calculated
by substituting numerically determined J,(¢t) and At) into Eq. 4.9. The
numerically determined J,(t) for each particle is transformed into the
spectral domain to obtain their frequency contents. However, as discussed
before, in order to observe both rocking resonance frequency and its dou-
ble in the spectral domain, the particle has to experience leaning rocking
motion with respect to the substrate normal. As depicted in Figure 4.8 for
particle I, the value of leaning angle £ (...) affects the ratio of the ampli-
tudes of the rocking resonance frequency and its doubled frequency in
the spectral domain. It is seen in Figure 4.8 that when ¢ =5.1 mrad, the
amplitudes ratio of the rocking resonance frequency and its double in the
spectral domain agrees with that of the experimental spectral response,
indicating ¢, =5.1 mrad is a reasonable approximation for the leaning
angle for the particle I [50]. It is noteworthy that since the amplitudes
of the rocking resonance frequency and its double are almost the same
in the substrate spectral domains (solid thin lines in Figures 4.5 (a) and
(b)), in [50], it is concluded that the energy pumped in the system at these
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Figure 4.8 The influence of the whirling (leaning) angles (¢, = 3.1 mrad (dashed thin
line), 4, =5.1 mrad (dot-dashed thin line) and £, =6.5 mrad (solid thin line)) on the
amplitude ratios of rocking frequency and its double peaks (1.13, 1.87, 2.43, respectively)
for particle I. The dashed thick line corresponds to the experimentally observed spectral
response of the particle.
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Figure 4.9 Temporal response of the total out-of-plane depression J,(t) of particle I
extracted from the computational simulations. The low frequency component of the total
response possesses a natural period of T, = 22.14 us. The high frequency component of
J,(t) response with a natural period of T, , = 0.50 us is shown in the inset.

frequencies is approximately the same, and thus the amplitude difference
at these frequencies in the spectral domain of particles is related only to
the dynamic motion of the particle. Using the approximated leaning angles
values, the total depression of the particles &, (t) with whirling-like motion
is calculated for particle I (Figure 4.9). In Figure 4.9, as predicted, the natu-
ral periods of J,(¢) and the rocking At) and its doubled natural frequen-
cies responses are clearly seen in the J () response (T, , =T, =0.50us,
T, , =T =2214us and T , =0.5T =11.07 us). Also the values of
work of adhesion for particles are extracted from simulation by matching
the rocking resonance frequency of the simulation to the experimentally
obtained ones. The work of adhesion values are extracted for the particle
set (Particles I-IV) as W, = 25.9, 32.5, 22.0 and 26.5 mJ/m? respectively.
These values are consistent with the reported value of W, = 23.5 mJ/m?” cal-
culated directly from the Hamaker constants of the particle and substrate
materials in the literature [53].
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In conclusion, in [50,51], it is demonstrated that the coupled vibra-
tional dynamics of micro-spherical particles on vibrating flat substrates
can be employed for accurate characterization of adhesion property of
particle—substrate system. For some of vibrating particles, unanticipated
resonance peaks at or around the doubles of the predicted rocking natu-
ral frequencies were observed in the experimentally obtained spectral
domains. The proposed model describes the nonlinear coupled in-plane
and out-of-plane motions, and paves the way to the derivation of a set
of nonlinearly coupled equations of motion. From the analysis of the
equations of motion, it is concluded that nonlinear coupling between
the in-plane and out-of-plane modes of motion is the source of doubled
rocking resonance frequencies observed in the experimental data. It was
explained that for both the rocking resonance frequency and its dou-
ble to be created in experiments, the particle must experience rocking
motion around an inclined (tilted) axis with respect to the surface nor-
mal. This leaning rocking motion implies the presence of whirling-like
motion of particles in the reported experiments when the frequency dou-
bling effect is observed. The excitation modes/mechanisms and/or non-
linear coupling effects could cause a whirling-like motion of particles.
Additionally, a set of computational simulations for the rocking and out-
of-plane motions of micro-spherical particles excited by impulsive loads
were conducted. It is shown that, by matching the amplitude ratios of the
rocking resonance frequency and its double in the simulated responses
to the experimentally obtained ones, the leaning angles of whirling par-
ticles can be approximated. The larger the amplitude ratio of the rock-
ing resonance frequency to the doubled rocking resonance frequency is,
the larger the leaning angle for the particle during whirling-like motion
is. The extracted work of adhesion values by matching the rocking reso-
nance frequency values of simulations and experimental results are in
good agreement with the expected theoretical value for the particle and
substrate materials.

4.3.2 Adhesion Characterization of Monolayer Graphene by
Vibrational Spectroscopy

The presence of nano-films on a surface affects the adhesion interactions
between the surface and adhering objects, and poses challenges for adhe-
sion characterization. In this section, some recent findings on the effects of
nano-films on surface adhesion characterization are summarized. In [31],
the transient responses of a set of PSL micro-particles on an ultrasonically
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excited SiO, substrate with a monolayer Gr grown with CVD process
are utilized to determine the work of adhesion of the Gr-SiO, interfaces.
Following an approach similar to the ones discussed in Section 4.3.1.2,
in [31] the rocking resonance frequencies of the particles are determined
from their acquired transient responses and a mathematical formulation
is reported to relate these resonance frequencies to the work of adhesion
of the Gr-PSL interfaces and consequently to the work of adhesion of the
Gr-SiO, interfaces. It is noted that this non-contact and non-destructive
technique requires no knowledge of the mechanical properties of substrate
materials, namely, Gr and/or SiO,.

4.3.2.1 Experimental Studies

The main utility of the vibrational spectroscopy experimental set-up dis-
cussed below is to acquire the transient response of a micro-spherical
particle on a vibrating substrate for determining the locations of fre-
quency peaks in its spectral response to characterize the adhesion energy.
In the reported study [31], the Gr/SiO, substrate with dry-deposited
PSL micro-particles was subjected to an impulsive external excitation
(Figure 4.10 and see Figure 4.2 for particle model). The instrumenta-
tion diagram of the set-up employed was originally reported in [15,19]
and the key components were described in [31]. In the reported experi-
ments, NIST-traceable spherical PSL particles with an average diameter
of 21.4 um were dry-deposited on a monolayer Gr sheet grown by CVD
and transferred on the 285 nm-thick polished SiO, layer on a silicon (Si)
substrate. With the procedure explained in detail in [31], a set of wave-
forms were acquired for each particle in the sample set. In the reported
study, in addition to the particle response waveforms, the transient out-
of-plane responses of the substrate at two substrate measurement points
around each particle in the sample set were acquired, averaged, digi-
talized, and recorded with the digitizing oscilloscope for further signal
processing.

4.3.2.2 Mathematical Model for Dynamics of a Particle
on a Nano-film Coated Surface

In arecent study [31], a mathematical model for understanding the dynam-
ics of a particle on a nano-film coated surface is presented. As depicted in
Figure 4.2, the out-of-plane and in-plane modes of motion of an adhe-
sive micro-particle are described by the elastic out-of-plane displace-
ment of the center of the particle () and the rocking angle of the particle
with respect to the substrate normal (), respectively. Employing a two
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degree-of-freedom adhesion model, the restitution moment, M,(a,d,0),
was previously approximated [20] and later modified [50] for the reported
work as below:

M, (a,0,0) = 6zW, r(r—é)(cz/cl())3/2 sin(6) (4.10)

where W, is the work of adhesion between the particle and substrate
material, a the contact area radius of the spherical particle and substrate,
r the radius of the particle and a, = (672 W, /K )"* the radius of the con-
tact area at static equilibrium with the stiffness coeflicient of the adhesion

4
bondK = g((1— VPZ)/EP +(1-»*)/E)" (E, and Ep are the Young’s moduli

and », and v, the Poisson’s ratios of the isotropic substrate and particle
materials, respectively). It is noted that the effect of the harder material in
determining K becomes negligible when the difference between Young’s
moduli is large. In [50], assuming a low amplitude vibration in the out-of-
plane and in-plane directions and using the restitution moment in the in-
plane direction, the linearized in-plane resonance frequency of a rocking
particle with respect to the center of the contact area (point B in Figure 4.2)
is expressed as:

poL [SEWre=d) 11 a5 W,

- ~ (4.11)
27\ I, +m(r—=0) 2zr?\14 p

where m and p are the total mass and the mass density of the particle
material, respectively, I, =2mr’ / 5 is the mass moment of inertia of the
spherical particle about the axis passing through O’ (the center of the par-
ticle) and perpendicular to particle surface and J' is the out-of-plane dis-
placement of the center of the particle in the static equilibrium position of
the particle.

A PSL micro-spherical particle adhering to monolayer Gr on SiO, layer
interacts with Gr at short and with SiO, at larger distances, as depicted in
Figure 4.10. In order to accurately include the contributions of the SiO,
surface and the monolayer Gr in the adhesion interactions between the
substrate and the particle, in general, a more involved adhesion model is
needed. However, in the current study, since the particle-substrate sepa-
ration distance is nearly tripled because of the Gr layer in between, it is
assumed that the adhesion energy between particle and substrate is due
primarily to PSL and Gr interactions even though, as discussed below, the
long range PSL-SiO, interaction are detected as well.
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Figure 4.10 Schematic of the contact zone of the PSL particle adhering to monolayer
graphene on a silicon dioxide substrate. The diameter of the contact area of the PSL-Gr
interface is determined by using W = 1160 mJ/m?.

Utilizing the measured rocking resonance peaks in the acquired spec-
tral domain responses of the PSL particles on the Gr/SiO, substrate,
the work of adhesion of the Gr-SiO, interface can be extracted with no
knowledge of the Hamaker constant and mechanical properties of Gr, as
described below. The work of adhesion between two dissimilar Materials 1
and 2 is defined as [52]: W, = (A, A, )”2/12722122 where A| and A, are the
Hamaker constants of Materials 1 and 2, respectively, and z,, is the separa-
tion distance between the two material surfaces. In the current study, the
three materials are dealt with, namely PSL, SiO, and Gr. Here Al is for the
Hamaker constant of PSL (Material 1), A, for SiO, (Material 2), and A, for
Gr as Material 3. From the ratio W /W, A, (for Gr) is expressed in terms
of A, (PSL), W, (for the PSL-SiO, interface) and W,, (for the Gr-SiO,
interface) as follows: A, =A (W23 /W, )2 (223 /2, )4 = (1272, W,,)’ [A,
where z,, is the separation distance between the Gr and SiO, surfaces.
From Eq. 4.11, the rocking motion resonance frequency of a spherical
PSL particle on the Gr surface is related to the work of adhesion value

1
of the PSL-Gr interface as: f,, =2—3/2,/45Wl3/l4p1 where p and r,
7t

are the mass density and the radius of the spherical PSL particle, respec-
tively, and, using W, =(4, AS)”2 / 12722123 , this resonance frequency is
expressed in terms of the Hamaker constants of PSL and Gr (A, and A,)
1 |15 A”A"
as: f13 = 27" I 2

71" \56 7z, p
the Gr and PSL surfaces. To eliminate A, the relationship derived above
for the Hamaker constant of Gr (A,) is substituted into f,, and the resulting
equation is solved for W,, to express the work of adhesion of the Gr-SiO,
interface (W,, ) in terms of A /A as:

where z,, is the separation distance between
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1/2
f _ 1 Z23 45 ‘/‘/23 (Al ]
13 -~ / T o
27 1%z, \14 p | A,

2 1/2
56 A
or  W,=27p rffé(i?’) (—) (412)

23 Al

For the Hamaker constant of SiO,, here the average of its reported
experimental values [52], A, = 5.5% 107 J, is employed. Since no experi-
mental value is reported for PSL [52], the average of reported analytically
approximated values for polystyrene, A, = 7.25x107 ], is utilized in the cal-
culations below. In recent AFM studies [55, 56], the equilibrium separation
distance between Gr and SiO, is reported in a range of z,,= 0.42-0.90 nm,
however, from the interlayer spacing in bulk graphite it is often taken as
0.34nm [56]. In the following calculation, its lowest measured value of
z,,= 0.42nm (reported in [55]) is used, as it is the closest to its reported
theoretical value. In addition, error in AFM measurements and its sensitiv-
ity to environmental conditions are known, as reported in [55]. It is noted
that since SiO, surface is highly polished, no surface roughness effect on
the equilibrium separation distance between Gr and SiO, is anticipated.
Below, the equilibrium separation distance between PSL and Gr surfaces
is taken as z,; = 0.43 nm [57]. As a result, the value of W,, is approxi-
mated in terms of the ratio a = (z13 / 223) =1.048 , which is nearly unity, as:

1/2
56 A
W, :4_57,2 ap Xj) :

Under ambient temperature of 297 K and a relative humidity of 15%,
the transient response of each PSL particle in the sample set to the surface
vibration is acquired (see Figure 4.11 as a representative) as detailed in [31]
and transformed into the spectral domain using a Fast Fourier Transform
(FFT) routine for determining its frequency content (see Figure 4.12) and,
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Figure 4.11 Sample experimental temporal response of a rocking micro-particle.
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Figure 4.12 Sample experimental spectral response of the substrate (dashed thin line)
and a rocking micro-particle (solid thick line).

60 ﬁ“_' LowFrequency , & :
P : Range :
Tow % Rangell :
50| i« . : o°®
g ot / Y e
E : o premeee Nyt
E] : : : :
59, T
x - o
=
&

400 500 600 700 800 900
f (kHz)

Figure 4.13 Vibrational spectra for determining Gr/SiO, interface adhesion energies.
Frequency peaks observed in the experimentally obtained spectral domain of particles,
including graphene-SiO, interactions with PSL particles. The inset shows the distribution
of the number of particles in each measured frequency range.

consequently, its resonance peaks. The extracted resonance peaks for the
sample set are summarized in Figure 4.13, in which an empty circle cor-
responds to the rocking resonance frequency for a particle experiencing
whirling-like motion whereas a filled circle is for marking the double of
its rocking resonance frequency. It is observed that the acquired peak fre-
quencies occur in two distinct zones. In addition to their dense, uniform
grouping in a low frequency zone (20-88 kHz), four resonance frequency
ranges in a high frequency zone (150-870 kHz), as depicted in Figure 4.13,
are identified: in the range of f, =152.7-278.4 kHz (Range I, 17.2% of
the particles in the sample set), f, =303.0—439.4 kHz (Range II, 45.3%),
fur =469.6-673.6 kHz (Range III, 32.8%) and f,, =766.0—862.7 kHz
(Range IV, 4.7%) and are used in the following adhesion characterization
analysis.
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1
Based on the relationship f,, = Py [45W,, /14 p, , derived above, for
7,

the PSL sample set, using the measured frequency peaks ( f,,) for each
particle in the high frequency zone, the work of adhesion ranges for the
PSL-Gr interface are obtained in the four identified frequency ranges in the
high frequency zone as W, = W, . = 92-306 mJ/m’ (I), 362-762 m]/m’
(II), 871-1792 m]J/m? (III), and 2317-2939 m]/m? (IV). From these val-
ues, utilizing Eq. 4.12, the ranges for the work of adhesion between SiO,
and Gr are extracted as follows: W, = W, = 84-279 mJ/m* (1),
331-696 mJ/m? (II), 797-1641 mJ/m? (III), and 2122-2692 m]J/m? (IV)
[31]. To better understand the origins of the observed frequencies in the
low frequency zone (20-88 kHz) depicted in Figure 4.13, in which hollow
and filled squares in the low frequency zone represent the same frequency
concepts as empty and filled circles represented in the high frequency zone,
an analysis is carried out as detailed in [31] and it is concluded that the low
frequency zone corresponds to PSL and SiO, interaction across the mono-
layer Gr. While this long-range interaction between the surfaces of the PSL
particle and the SiO, substrate would easily be masked by the strong short-
range Gr-PSL interactions in static or quasi-static measurements using an
AFM, the results reported here indicate that in the spectral response of
a micro-particle under dynamic excitation conditions it is well separated
from the resonance frequencies due to short range (Gr-PSL) interactions
and thus it is observable.

In conclusion, employing a non-contact vibrational spectros-
copy technique, values of local work of adhesion of Gr-SiO, interface
are extracted and grouped into four ranges (with their mean values
in parentheses) as W,, = Weo, o = 84-279 (182) mJ/m? (I); 331-696
(487) mJ/m? (I1); 797-1641 (1160) mJ/m? (III); and 2122-2692 (2368)
m]J/m? (IV). The low average values of the work of adhesion in Ranges I
and II can be attributed to the geometric irregularities (such as wrinkles,
surface roughness, and chemical/electronic imperfections) on the inter-
face of Gr with other surfaces and/or to the fact that, in some areas,
Gr is multi-layered. Due to its low population density (three out of a
sample set of 64 particles), data points in Range IV are assumed as outli-
ers. It is, therefore, concluded that, as it is the highest determined value,
Range III with 797-1641 (1160) m]J/m?* corresponds to the monolayer
Gr-SiO, substrate interface with minimal imperfections. It is known that
the measured adhesion energy of a multi-layer Gr film tends to decrease
with the number of its sub-layers, as increased layer stiffness leads to
reduced compliance [28].
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4.3.3 Controllable Rolling Motion of Micro-Spherical Particles
in SAW Fields

In a recent study [58], a non-contact controlled directional rolling motion
of individual adhesive micro-spherical particles on a dry substrate sub-
jected to two orthogonal Surface Acoustic Wave (SAW) fields has been
demonstrated for the first time for particle manipulation/transportation
and surface properties mapping purposes. In this sub-section, for parti-
cle manipulation/transport and surface properties mapping purposes, a
method for the controlled directional rolling motion of individual well-
characterized micro-spheres on a dry and polished substrate subjected
to Surface SAW fields is summarized. For characterization purposes,
a two-dimensional mathematical model including a linear dissipation
mechanism for accounting for the collective effect of possible dissipation
mechanisms is developed and presented for predicting the rolling distance
of the particle subjected to single SAW pulse. The equations of motion
extracted in the proposed mathematical model are integrated numeri-
cally for simulating the rolling trajectory of the particle under a charac-
terized SAW field. By comparing the computationally and experimentally
obtained rolling travel distances, it is shown that the average equivalent
rolling damping coefficient can be approximated from the experimental
results.

4.3.3.1 Experimental Observations of SAW-Driven Rolling Motion
of Micro-Particles

The non-contact and controlled rolling motion is essential for scanning
the surface properties of an individual micro-particle. Here, an experi-
mental setup designed to create SAW field on the surface of substrate in
two perpendicular directions in order to directionally roll micro-spherical
particles in a controllable and non-contact manner is described. In the
reported experiments, trains of perpendicular SAW pulses on a dry soda-
lime glass plate are generated using two acoustic wedges with mounted
piezoelectric ultrasonic transducers as depicted in the instrumentation
diagram in Figure 4.14. Two piezoelectric ultrasonic transducers with a
central frequency of 2.25 MHz are placed on right-angle faces of wedges to
create longitudinal wave fields in the wedges. The transducers are sequen-
tially excited by square electrical pulses generated by a pulser/receiver unit.
In the reported experiments, NIST-traceable spherical PSL particles with
diameter of 21.4 pum were dry-deposited on the cleaned substrate. In order
to eliminate residual electrostatic charge effects, the substrate surface and
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Figure 4.14 Schematic of the instrumentations of the SAW generation experiment
and non-contact laser interferometry measurement device. Inset is a photograph of the
experimental set-up.

particles were charge-neutralized by showering with ions using a single
point ionizer as shown in Figure 4.14. The laser interferometry setup used
in [50] was used for detecting the out-of-plane transient displacement of
the surface of the substrate u, as a result of SAW excitation (Figure 4.14).
The laser beam of the fiber interferometer unit is transmitted through
the microscope objective, allowing real-time observation of the location
of detecting laser beam on the surface. A number of locations of a indi-
vidual PSL particle during rolling motion on surface of substrate subjected
to SAW (see Figure 4.14 and Figure 4.15) were recorded. The transient
out-of-plane response u, of the substrate at a measurement point on the
substrate (see inset of Figure 4.16) was acquired, digitalized, and recorded
with the digitizing oscilloscope for signal processing. The in-plane dis-
placement u, of the substrate due to SAW is determined mathematically
from the experimental out-of-plane displacement measurement u, since
the in-plane and out-of-plane displacements in the harmonic SAW field are
related and expressed, respectively, as u, (X,t) = F(y,) exp(iy, (X —c,1))
and u, (X,t) = G(y,) exp(iy, (X —c,t)) in which y, and ¢, are the wave-
number and phase velocity for the Rayleigh wave on substrate surface.
Considering the in-plane (u, ) and out-of-plane (u, ) displacements, as
depicted in Figure 4.16, the trajectory of a point on the surface is elliptical
and retrograde with respect to the Rayleigh wave propagation direction.
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Figure 4.15 Schematics of the SAW-excited two-dimensional motion of an adhesive
spherical particle on a flat substrate in the out-of-plane () and rolling (6) coordinates
(not to scale). Inset represents the mapping of the substrate element starting at the local
coordinate s under the SAW displacement field ( u,,u, ) at a time instance.

For a SAW propagating in the positive direction of X axis (Figure 4.16),
the trajectory of a point on the surface of the substrate is a counterclock-
wise elliptical motion [59]. In current particle manipulation study, two
orthogonal SAW sources, named as Source I and Source II, are placed in
the directions of X and Z axes, respectively, to generate SAW pulses in the
orthogonal directions for steering a particle on the surface plane. In the
first experiment, under square electrical pulses with amplitude of 300 V
from the pulser/receiver unit, SAW trains including 16 and 6 pulses (a total
of 22 pulses) are launched in X and Z directions from Sources I and II,
respectively and as depicted in Figure 4.17, each SAW pulse rolls the PSL
particle by a particular distance toward its excitation source. The rolling
distances of the particle between two consecutive stations are shown as a
bar chart in the inset (a) of Figure 4.17 as well. It must be noted that the
SAW pulses are triggered manually with an approximate frequency of 1 Hz
in the experiments. It is observed that under identical SAW pulses, par-
ticle rolling distances and/or directions vary, and the particle rolling direc-
tion is deviated from the exact SAW propagation directions (Figure 4.17).



CHARACTERIZATION OF SINGLE PARTICLE ADHESION 187

0] 3 A
ALY
3 N |
§ U
24 26 28 30 32
t(us)
5
L
2
€
£
> (
0 \\/
-5
! 2 0 2 4

u, (nm)

Figure 4.16 The counter-clockwise trajectory of a point on the substrate surface subjected
to a pulsatile SAW field. An acquired out-of-plane (u,) waveform for the out-of-plane
motion of the substrate is shown in the inset.

These variations in rolling distances and directions are attributed to the
local variations in the mechanical and surface properties of the particle
and substrate surface which result in anisotropic adhesion properties
and varying dissipation rates during rolling of the particle. In addition,
presence of electrical charge patches on the nonconductive substrate and
particle (PSL) could affect rolling distance and direction of particle even
though, in the reported experiments, an attempt for charge-neutralization
was made. In particle—substrate interactions, a number of mechanical dis-
sipation mechanisms, leading to observed finite rolling distances, could
be in effect. Irreversibility of the adhesion bond formation and breakage
during rolling leads to energy dissipation in the form of photon and/or
elastic wave propagation from the adhesion bond zone into the substrate
and/or particle body [60]. Additionally, viscoelasticity of the particle and
substrate materials could be responsible for mechanical hysteresis loss of
particle energy during rolling of particle [61].
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Figure 4.17 Trajectory of the center of a spherical particle (contact point) during

rolling under the two orthogonal pulsatile SAW fields (using 300 V amplitude in pulser/
receiver unit) after 22 pulses = 16 in SAW direction X and 6 in SAW direction Z. In the
inset (a), the bar represents the rolling distance following each pulse and in inset (b) the
trajectory of the particle center after each SAW pulse is shown as a series of station points

0,1,2...22).
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4.3.3.2 Mathematical Modeling of the Rolling Motion
of a Micro-Particle in SAW Fields

A mathematical model provides a context for extracting adhesion prop-
erty. In the two-dimensional mathematical model for predicting the rolling
distance of a spherical particle with a radius r and a mass m on a substrate
surface subjected to the SAW field (Figure 4.15), At) and J(t) coordinates
represent the rotation angle of the center of the spherical particle with
respect to substrate surface and the total out-of-plane displacement in B-
O’ orientation, respectively. Employing Newton’s second law for the parti-
cle model represented in Figure 4.15 in local coordinate system directions
(j, and 17 directions) and considering the moment balance about point
O’ , the equations of motion are extracted directly as:

—mg j.j,+|F )| +|E,0) =m &, ],
—-mgj.i—|E|=ma,.] (4.13)

~(r=0)|E|-|M,(0,0,0) =1,0+d)

where I, is the mass moment of inertia about the axis passing through
particle center (O”) and parallel to Z direction, F the friction force at
the center of the contact point (B) and g is the grav1tat10nal acceleration.
Note that these equations of motion are derived assuming no sliding and/
or detachment occurs during rolling of the particle.

Based on the JKR model [6, 9], the particle-substrate adhesion bond
in the out-of-plane direction is modeled as a restitution force F,(d). The
damping force F, () is modeled as an axial linear damper proport10nal
to the out-of- plane motion of the particle as F,(d)=c, d where ¢, is the
equivalent axial damping coefficient (Figure 4. 15) The damping moment
resisting the particle rolling on the surface (Figure 4.15) is modeled as a
torsional linear damper proportional to the rolling velocity of the particle
as M,(d,6,0) = c ¢ where c is the equivalent rolling damping coefficient.
Since the out-of-plane displacement of the particle center J is substan-
tially smaller than the particle radius r (r>>J) the out-of-plane resti-
tution of the nonlinear adhesion bond is approximated as a linear axial
spring, F,(d)=K_ J. The linearized out-of-plane stiffness, as previously

9 3zW, r’K? "

reported [50], is expressed as K = A where W,, is the

work of adhesion between the particle and substrate materials and K is the

4
stiffness coefficient of the adhesion bond K = g((l - VPZ )/ E,+(1~, )/ E)"
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(here E_ and E , are the Young’s moduli and, », and v, the Poisson’s ratios
of the isotropic substrate and particle materials, respectively). As shown in
Figure 4.15 and its inset, the coordinate s(¢) representing the position of
the center of the contact area (B) (assuming no slip and no detachment) is
related to the rotation angle ¢ during rolling as:

s'\/(1+a&)2 +(ai)2 ~—(r—0)d (4.14)
Js Os

The rotation angle a(s,t) of the normal of the substrate surface with
respect to the global coordinate system (X-Y-Z) (Figure 4.15) due to the
propagation of SAW pulse is obtained as:

Buy(s,t)/as
1+du,(s,t)/0s

The acceleration vector of point O’ with respect to the global coordinate
system is written as follows:

a(g,t) =~ (4.15)

Zzo,:aB+§><r/+Qx(Qx /)+ZQ><r/+(ao/) (4.16)

where (Zzo/) is the relative acceleration of point O’ with respect to

point B. The angular velocity and acceleration of local coordinate system
with respect to the global coordinate system is expressed as Q= gk, and
Q = ik, where k is the unit vector of the local coordinate system in the
V4 d1rect10n Taking 1,7, k as the unit vectors of the global (X-Y-Z) coor-
dinate system, the position vector of the center of the particle with respect
to the contact point (B) in the local and global coordinate systems (7, o, )

is written as: ro/ =(r—o0)(cosa ] —sinai). Consequently, the acceleration

terms in Eq. 4.16 are calculated. Substituting the acceleration terms into
Eq. 4.13 after eliminating the ‘E‘ term from Eq. 4.13 and taking the linear-
ized restitution forces and moments, the equations of motion in the coor-
dinates ¢ and s result in:

m§+cd§+k§ m(gcosa—(r—o)a — (r—é)(ga) §
s

2 2
(r - é)éz%s'+ 3;; it aa;‘j 242 gngtH ii,)

(4.17)
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4.3.3.3 Numerical Simulations of SAW-Driven Rolling Motion
of Micro-Particles

In [58], numerical simulation results supporting the experimental obser-
vations are presented. For obtaining particle rolling trajectories, the cou-
pled equations of motion (Eqgs. 4.17 and 4.18) are numerically integrated
in time with the following values for the mass density, Young’s modulus
and Poisson’s ratio of a PSL particle: £, =1050 kg/m?, Ep = 2.77 GPa, and
v, = 0.33, and those for the soda-lime substrate: p, =2440 kg/m’, E =72
GPa, and v, =0.22, respectively. The value for the Hamaker constant for
PSL, A , from analytical calculations is reported in the literature in the
range of A =6.6X107°-7.9x10™ ] and the experimentally deter-
mined value reported in the literature [52] for SiO,, A, is in the range of
A, =5%107" —6x107] . Using reported ranges for A and A, the cor-
responding range for the work of adhesion of PSL-SiO, interface with
a separation distance of d =z, =0.40 nm is calculated as W, = 9.52—
11.41 mJ/m? and the Hamaker constant for soda-lime glass is approxi-
mated to that of SiO,, and, in the reported simulations, an average value of
W,, =10.46 mJ/m” is used.

In the reported experiments [58], it is observed that particle rolling dis-
tance is finite and short compared to the particle diameter as the particle
halts rolling after travelling a certain distance, implying the presence of
dissipation resisting particle rolling motion (Figure 4.17). In the present
mathematical formulation, an equivalent linear dissipation model (repre-
sented by ¢ ¢ in Eq. 4.18) is employed. Due to dissipation, the particle
rolls a particular distance on the surface before it stops and this distance
converges to a finite value in the long-time limit. As shown in Figure 4.18
for the particle rolling behavior depicted in Figure 4.17, the convergence
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Figure 4.18 The trajectories of the contact point of PSL particle on long-time scale
obtained numerically considering various linear damping coeflicients as ¢/c, =1 (solid
thick line), 0.8 (dot-dashed thick line), 0.9 (dashed thick line), 1.1 (dashed thin line) and
1.2 (dot-dashed thin line). In inset, the waveform on short-time scale is shown.

of s(t) (particle rolling distance) changes as the location-dependent
parameters during rolling of the particle are in effect. Thus, the equiva-
lent rolling damping coeflicient ¢ in Eq. 4.18 is approximated by match-
ing the numerically and experimentally obtained rolling distances of the
particle, and, as depicted in Figure 4.18, an average damping coeflicient of
¢, =2.7x107" Nms/rad is obtained based on the resulting average roll-
ing distance of As=6.8 um under a square electrical pulse with ampli-
tude of 300 V for particle behavior depicted in Figure 4.17. As indicated
in Figure 4.18, the rolling distance expectedly decreases with increasing
damping. o o

Fortheaveragerollingdistancesof As=1.9 umand As =1.2 pmobtained
in second and third experiments under square electrical pulses with ampli-
tude of 200 V; average damping coefficient of ¢, =2.5x10™ Nms/rad
and ¢, =4.0X107*' Nms/rad are calculated for particle behavior. Note
that in the represented bar chart of Figure 4.17 (inset (a)), the rolling dis-
tance is As; =s,  —s, for the j-th step. It is observed that under identi-
cal SAW excitations, the rolling directions and distances of the particle
can deviate from the wave propagation direction, indicating anisotropic
property distribution on the particle and substrate surfaces, which can be
attributed to non-uniformly distributed electrical charge patches on the
associated surfaces.
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The particle—substrate contact point (B) follows the motion of the sub-
strate due to the pre-rolling adhesion bond as the wave field passes by, and
due to the rotational momentum build-up during this initial interaction,
the particle begins rolling in the opposite direction of the wave propaga-
tion direction after a critical leaning angle is reached (as demonstrated in
the dynamic response of the particle-substrate contact point in inset of
Figure 4.18) [16]. Here it is demonstrated that the particle rolling distance
can be controlled by varying the amplitude of the square electrical pulse.

4.4 Conclusions and Remarks

In this chapter, a review of the recent developments in adhesion character-
ization in nano-/micro-scale with a special focus on non-contact methods
and two-dimensional adhesion models is provided. Various experiments
and analytical and computational progresses have been reviewed and the
current state of understanding in the one-dimensional and two-dimen-
sional adhesion characterization is summarized. Some challenge areas are
highlighted and emerging approaches to address the needs for more accu-
rate adhesion characterization are discussed. It is noted that while analyti-
cal and modeling works have been well developed for the one-dimensional
(out-of-plane) case, analytical and experimental studies, especially for two-
dimensional adhesion behavior of micro-objects, are still lacking. Recent
literature on the nonlinear effects in adhesion bonds is also covered and
needs for additional research in this field is discussed.

Finally, some drivers and research areas for future developments are
identified as follows:

(i) Soft materials and their interactions with micro-particles
and nano-features: the need for understanding the effects
of adhesion on soft materials,

(ii) Complexities of adhesion in biological systems: features at
various length-scales (molecular to cell membrane) inter-
play with the surface energy to create complex mechani-
cal behavior. Cells sense their environment due to such
interactions and change their (stiffness) properties.
Understanding adhesion in this process will be a key to
many practical applications.

(iii) Detailed surface property mapping applications: geomet-
ric, mechanical and adhesion property mapping at high
resolutions is needed to support detailed modeling studies.



194 PARTICLE ADHESION AND REMOVAL

Experimental techniques and novel analytical/mathemati-
cal tools are needed.

(iv) Effects of patched charges on particle surfaces on their
adhesion behavior: the effect of non-uniform charge fields
is a neglected area in the detailed dynamics of micro-par-
ticles and their interactions with boundaries and with each
other. It appears that such interactions have far-reaching
implications from desert storms to copying/printing
applications.
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W Work of adhesion between surfaces i and j
E; Young’s modulus of material i

v Poisson’s ratio of material i
A Hamaker constant of material i

z;: Separation distance between surfaces i and j
K: Stiffness of the particle-substrate adhesion bond
p: Mass density of particle

m: Mass of the particle

r: Radius of the un-deformed spherical particle
g Gravitational acceleration

£, Effective thickness

t: Time
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Radius of particle—substrate contact area

Radius of particle-substrate contact area at static equilibrium
position

Coordinate representing the position of the center of the particle—
substrate contact area (B)

Out-of-plane displacement of the center of the particle

Static equilibrium position of the particle measured from the
undeformed radius of the particle

Experimentally measured total out-of-plane displacement (sup-
pression) of top of the particle.

Elastic out-of-plane displacement of the center of the particle
with respect to static equilibrium position (&)

Rocking/Rolling angle of the particle with respect to the sub-
strate normal as coordinate of in-plane motion.

Rotation angle of the substrate at the contact point with respect
toX,Y,Z

Amplitude of rocking (in-plane) motion

Angular frequency of rocking (in-plane) motion

Non-zero leaning angle of rocking motion with un-specified
arguments

Rotation angle of the normal of the substrate at center of the con-
tact area (B) with respectto X,Y,Z

Angular velocity and acceleration of local coordinate system with
respect to the global coordinate system

Restitution force against out-of-plane motion due to the parti-
cle—substrate adhesion bond

Restitution moment against rocking motion due to the particle—
substrate adhesion bond

Out-of-plane damping force

Friction force at the center of the contact point (B)

Equivalent axial damping coefficient

Equivalent rolling damping coefficient

Linearized out-of-plane stiffness of particle-substrate adhesion
bond

Linearized in-plane stiftness of particle—substrate adhesion bond

Linearized out-of-plane resonance frequency

Linearized in-plane resonance frequency

The position of the center of mass of the particle prior to any
motion (rotational and axial displacements)

The position of the center of mass of the particle in its displaced/
excited position
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=
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Center point of the particle-substrate contact zone

Contact point corresponding to the original position s+As at
time ¢ in the global coordinate system

Position vector of point O’ in X,Y,Z

Position vector of point Bin X,Y,Z

The mass moment of inertia about axis passing through O” and
parallel to Z

The mass moment of inertia about axis passing through B and
parallel to Z

Acceleration vector of center of the particle (O”) in the X-Y
coordinate system.

Acceleration of point (B) in the X-Y coordinate system.

(a% ) ¢ Relative acceleration of point O” with respect to point B

: Position vector of the center of the particle (O”) with respect to
the contact point (B) in the local and global coordinate systems
Normal vector along the out-of-plane motion direction (BO")

Y, Z: Fixed global coordinate system (with i, j,k as its unit vectors)
J

Unit vectors of local coordinate system fixed to O’ perpendicu-
lar and tangent to BO” direction

u, : In-plane and out-of-plane displacements of the substrate due to

SAW
Wavenumber of Rayleigh surface wave on the substrate
Phase velocity of Rayleigh surface wave on the substrate
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Abstract

The high intensity ultrasonic technology has evolved over the past four decades.
Different frequencies were developed, and are now industrially available in the range
from 20 kHz to 1 MHz. Current electromechanical ultrasound technology with a
sweep frequency band provides a uniform ultrasonic activity throughout the clean-
ing or reaction vessel which was a major limitation in the earlier technology. The
two main mechanical forces generated in liquids that effectively clean component
surfaces are cavitation shock and acoustic streaming. Both are generated as a result
of the direct interaction of high frequency sound waves with liquids to create micro-
vacuum bubbles that grow to critical sizes and then implode. The intensity of each
varies with the frequency used and the power supplied (W/cm?) to the transducers.

Cleaning of components in different industrial applications with high inten-
sity ultrasonics is strictly based on mechanical actions through a series of energy
transformations. The same ultrasonic transducer technology is widely used in
other applications such as emulsification, atomization, defoaming, sonochemical
reactions and also in plastic welding, soldering and removal of biocontaminants.
Very high frequency ultrasound (> 1 MHz) with moderate to very low power is
being used in sonar, therapeutics and medical diagnostics.

This chapter covers an important aspect of particle removal i.e., how to quantify
it using ultrasonic extraction of residual particles on the surface after cleaning. For
small particles determination, background noise caused by particles shed from the
test containers is a big concern and is addressed.

Keywords: Sound waves, ultrasonics, precision cleaning, power ultrasound, high
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cleaning chemicals, cavitation, micro-streaming, particle removal
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5.1 Introduction

Acoustics, the science of sound, dates back to Pythagoras in the 6th cen-
tury BC, who found that a vibrating string produces harmonious tones
when the ratios of the lengths of the strings are whole numbers. Sir Francis
Galton constructed a whistle producing ultrasound in 1893. The first tech-
nological application of ultrasound was an attempt to detect submarines in
1917 by Paul Langevin [1]. The piezoelectric effect, discovered by Jacques
and Pierre Curie in 1880 [2] was useful in transducers to generate and
detect ultrasonic waves in air as well as in water [3].

In 1917 the British admiralty commissioned physicist Lord Rayleigh
[4] to investigate the probable cause of accelerated deterioration to ship
propellers with the advent of higher rotational speeds. The search for the
cause of this ship propeller destruction led to the discovery of the damage
source as cavitation. Rayleigh’s research led to the discovery of the effects
of cavitation, and confirmed the existence of cavitation that was previously
established in 1894 by the renowned Irish engineer and physicist named
Osbourne Reynolds. Independently, in 1895 R.E. Froude identified the
cavitation phenomenon and named it the cavitation of water. He noticed
that high velocity flow of propellers generates low pressure areas and lig-
uid changes phase to vapor accordingly. Froude observed that cavitation
appeared to manifest itself when the mean negative pressure exceeds about
46.5 kPa[4,5].

5.2 Ultrasound and Ultrasonics

The frequency of sound waves audible to human ear ranges from 20 Hz to
20 kHz. The sound waves having frequencies greater than 20 kHz are called
ultrasonics or earlier called supersonics. The term supersonic is generally
used nowadays for sound waves having velocities greater than that of audi-
ble sound (Figure 5.1). Ultrasonics is the application of ultrasound. There
are many applications using high intensity ultrasonic energy [6].

Applications of ultrasonics are in a wide range of chemical and engi-
neering areas like cleaning, plastic bonding, spot welding, materials form-
ing, chemical processing, compaction of powdered metals, enhanced
filtration, and sonochemical reactions [7,8,9]. The terms high power or
high intensity are used interchangeably throughout the text and have the
same meaning.

Ultrasound is an oscillating sound pressure wave with a frequency
greater than the upper limit of the human hearing range. Ultrasound thus
is not separated from ‘normal’ (audible) sound based on differences in
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Figure 5.1 Sound frequency ranges for different applications.
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Figure 5.2 Sinusoidal sound wave compression and rarefaction propagation.

physical properties, only the fact that humans cannot hear it. Although this
limit varies from person to person, it is approximately 20 kHz in healthy,
young adults. Ultrasound devices operate with frequencies from 20 kHz up
to 20 MHz (Figure 5.1).

5.2.1 Ultrasound Waves

Figure 5.2 shows various phenomena which are defined as:

Longitudinal waves - are waves in which the displacement of
the medium is in the same direction as, or the opposite direc-
tion to, the direction of the wave.

Compression wave - is a shock wave that compresses the
medium through which it is transmitted.

Rarefaction —is a decrease in density and pressure in a medium,
such as air, caused by the passage of a sound wave.
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Transverse waves —are waves in which the direction of displace-
ment is perpendicular to the direction of propagation.

The speed of sound wave is directly related to the density of material.
Denser and more rigid materials have a higher transmission velocity.

5.2.2 Factors Hindering the Transmission of Ultrasound Waves

Several factors are responsible for dampening or impeding of sound waves
such as reflection, refraction, absorption and attenuation.

Reflection - is the change in direction of a wave front at an
interface between two different media so that the wave front
returns into the medium from which it originated.

Refraction - is the turning or bending of sound wave when it
passes from one medium into another of different density.

Absorption - is the partial loss in energy of sound waves pass-
ing through a medium.

Attenuation - is the decrease in a wave’s intensity resulting from
absorption, reflection, and refraction.

5.2.3 Principal Mechanism of High Power Ultrasound

The fundamental effect of ultrasound on a liquid is to impose an acoustic
pressure (P ) in addition to the hydrostatic pressure already acting on the
medium. The acoustic pressure is a sinusoidal wave dependent on time (t),
frequency (f), and the maximum pressure amplitude of the wave (P, ) [10].

P =P _ sin(2mft)

al

The maximum pressure amplitude of the wave (P, ) is directly propor-
tional to the power input of the transducer. At low intensity (amplitude),
the pressure wave induces motion and mixing within the liquid, so-called
acoustic streaming. At higher intensities, the local pressure in the expan-
sion phase of the cycle falls below the vapor pressure of the liquid , causing
tiny bubbles to grow (created from the existing gas nuclei within the liq-
uid). A further increase in intensity generates negative transient pressure
within the liquid that enhances the bubble growth [11].

During the compression cycle, the bubbles shrink and their contents
are dissipated back into the liquid. However, since the surface area of the
bubble is now larger, so the entire vapor is not absorbed back into the lig-
uid and thus the bubble grows over a number of cycles. Within a critical
size range the oscillation of the bubble wall matches that of the applied
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frequency of the sound waves causing the bubble to implode during the
compression cycle [12].

5.3 Cavitation Phenomenon

The process of compression and rarefaction (Figure 5.2) of the medium
molecules and the consequent collapse of the bubbles comprises the well-
known phenomenon of cavitation, the most important effect in high
power ultrasonics. The conditions within these imploding micro-bubbles
can be dramatic, with localized temperatures of 5000°C and pressures of
up to 1000 atmospheres, which, in turn, produces very high shear energy
waves and turbulence in the cavitation zone [7,13]. The work published
by Lorimer and Mason [14] shows that the bubble size is inversely pro-
portional to the frequency. Therefore, low frequency ultrasound (16-100
kHz) generates large cavitation bubbles resulting in high temperatures and
pressures in the cavitation zone. As the frequency increases, the cavitation
zone becomes less violent and in the megahertz range almost no cavitation
is observed and the main mechanism is acoustic streaming. While medical
imaging operates at frequencies in the megahertz range, most ultrasonic
equipment in industrial applications (such as processing of chemicals,
processing of food and general cleaning) operate at 16 to ~500 kHz. High
intensity cavitations can be generated within this frequency range.

Cavitations are generated in the order of microseconds. At 20 kHz
frequency, it is estimated that the pressure is about 35-70 kPa and the
transient localized temperatures are about 5000°C, with the velocity of
micro-streaming around 400 km/h (Table 5.1). Several factors have great
influence on the cavitation intensity and abundance in a given medium.
Among these factors are the ultrasonic waveform, its frequency and the
power amplitude. Other critical factors are the physical properties of the
liquid medium, including viscosity, surface tension, density and vapor
pressure, the medium temperature and the liquid flow, whether laminar or
turbulent, and dissolved gases.

5.3.1 Cavitations and Micro-streaming

When high energy ultrasonic waves (20 kHz to about 500 kHz (@ about
0.3 - 3 W/cm?) travel in a liquid or in a solution, the waves interact with lig-
uid medium to generate highly dynamic agitated solution. In the process,
high intensity ultrasonic waves create micro-vapor / vacuum bubbles in the
liquid medium, which grow to maximum size proportional to the applied
ultrasonic frequency and then violently implode, releasing their energies. This
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Table 5.1 Frequency range for submicrometer and nano-particle removal

Frequency, kHz Cavitation Size Microstreaming Boundary layer/
pm & Intensity Velocity pm
20-30 125 4 Potential ~50 m/s * 44
40 75 Erosion >100 m/s 2.82
65-80 42
90-95
100-125
130-135 23
140-190
200-250 1.6
400 Sub-micrometer and ¥
Nano Particle Removal
0.8-1 MHz 0.594

P4
Note: The arrow in the second column represents the intensity.

phenomenon is known as cavitation implosion. The higher the frequency, the
smaller is the cavity size with lower implosion energy. At 20 kHz the bubble
size is roughly 125 pm in diameter (Table 5.1). Ata higher frequency of 70 kHz,
the total time from nucleation to implosion is estimated to be about one-third
of that at 25 kHz. The size of a vacuum bubble is a function of the sound wave-
length and becomes smaller at higher frequencies. For example, at 140 kHz it
is estimated to be about half the size of cavitations generated at 70 kHz and
much smaller at 200 kHz. Meanwhile, at higher frequencies, the minimum
amount of energy required to produce ultrasonic cavities is higher and must
be above the cavitation threshold. In other words, the ultrasonic waves must
have enough pressure amplitude to overcome the natural molecular bonding
forces and the natural elasticity of the liquid medium in order to grow cavities.
For water, at ambient temperature, the minimum amount of energy needed to
be above the threshold was found to be about 0.3 and 0.5 W/cm? (per trans-
ducer radiating surface) for 20 kHz and 40 kHz, respectively.

Cavitation shock wave intensity becomes milder with the increase in
frequency. At frequencies greater than 400 kHz the cavitation size becomes
very small and generates much weaker implosions. The ultrasound wave
energy is being transformed in liquids to mainly acoustic streaming, which
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Figure 5.3 Effects of acoustic frequency and intensity on streaming velocity.

tends to become stronger with the increase in frequency. At one MHz and
higher frequencies, energy is mainly transformed into a directional acous-
tic streaming.

Table 5.1 illustrates the inverse relation between cavitation size , acous-
tic streaming and boundary layer thickness.

Bakhtari et al. [15] have presented the effect of acoustic frequency and
amplitude (represented as intensity) on streaming velocity (Figure 5.3).

From the data one can conclude that at 360 kHz the increase in power
intensity does not have dramatic effect on velocity as it does at 760 kHz and
higher frequencies. It is apparent that at 360 kHz cavitation is still domi-
nant and the extra energy is being transformed to more powerful cavita-
tion implosions.

5.3.2 Frequency and Cavitation Abundance

At low frequencies of 20-30 kHz, a smaller number of cavitations with
larger sizes and higher energies are generated. Much smaller cavita-
tions with moderate to lower energies are formed as frequency increases.
Frequencies of 20-40 kHz are more appropriate for cleaning heavy and
large size components, while frequency of 60-80 kHz is recommended for
cleaning delicate surfaces such as thin optics. Frequencies of 130 kHz and
200 kHz are recommended for cleaning ultra-delicate components such
as thin glass or silicon wafers and tiny electronic components or highly
polished aluminum surfaces. The latter two ranges are good for the rinsing
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steps with all cleaning applications. For example, at 60-80 kHz, the cavita-
tion abundance is high enough and mild enough to remove detergent films
and submicrometer particles in the rinsing step without inflicting damage
to surfaces. The 35-45 kHz frequency range was found to be appropriate
for a wide range of industrial components such as automotive parts and
steel molds.

As indicated before, cavitations are more abundant at higher frequen-
cies. For example, about 60 to 70 % more cavitation sites per unit volume
of liquid are generated at 70 kHz than at 40 kHz. This is because the size
of the micro-cavities decreases at higher frequencies [7]. Therefore, one
would expect that at higher frequency, at a given energy level, the scrub-
bing intensity would be milder, particularly on soft, thin or delicate sur-
faces. In general, selecting the proper frequency for a particular application
is critical and must be carefully investigated.

5.3.3 Types of Cavitations

In the present context, cavitations are produced when a liquid is subjected
to a high intensity ultrasonic wave. During the rarefaction portion of the
ultrasonic wave cycle, when the pressure in the wave is low, gas pockets may
form and expand. Such gas pockets are of two types: (I) those dissolved or
trapped in minute bubbles in the liquid or on surfaces in contact with the
liquid, and (2) vapors of the liquid itself. The first of these types produces
gaseous cavitation with relatively low intensity. The second type, called
vaporous cavitation, is of fairly high intensity. Gaseous cavitation involves
gases dissolved or entrapped in the liquid or existing on surfaces in contact
with the liquid. Vaporous cavitation involves gases from the vaporization
of the liquid itself. Most liquids contain nuclei at which cavitation bubbles
originate. These nuclei may consist of dispersed dust particles, protrusions
on immersed surfaces, and minute gas bubbles. In fact, unless especially
treated, most liquids contain dissolved or entrained gases [16,17].

Not all phenomena associated with cavitation appear to be explained
completely by either vaporous or gaseous cavitation. If the pressure within
the cavity is lower than the vapor pressure of the liquid during the expan-
sion phase, the bubble is a result of fragmentation due to the tensile stress
imposed by the ultrasonic wave being equal to the tensile strength of the lig-
uid. This type of cavitation is very intense. The tensile strength of the liquid
imposes an upper limit on the amplitude of the stress of the ultrasonic wave
used to produce cavitation [7,9,18,19,20].

Someeffectsproducedinthe presence of cavitationsincludeincreased
chemical reactions, erosion of surfaces, rupture or fragmentation of
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suspended particles, emulsification of liquid mixtures, and dispersion
of small particles in the liquid. The importance of cavitations in ultra-
sonic processing has prompted considerable amount of research and
many publications with respect to the physics and associated effects of
this phenomenon [7,8,21].

Various factors influence the onset and intensities of the cavitation bub-
bles. These factors include the sizes of the nuclei, ambient pressure, amount
of dissolved gases, vapor pressure, viscosity, surface tension, and the
frequency and duration of the ultrasonic energy.

In some cases, ultrasonic cleaning may be attributed, in part, to the pro-
motion of chemical reactions between the contaminants and the cleaning
chemicals. When the contaminant is a part of the material to be cleaned or
embedded in, cavitation force alone is insufficient to remove the embed-
ded contaminants [22]. The use of ultrasonics in industrial cleaning has
two main requirements: a cleaning chemical and a source of high-energy
vibrations (the ultrasound). The vibration energy source is called a trans-
ducer which transfers the vibration (after amplification) to the so-called
sonotrode (or probe) or to a diaphragm which is typically the bottom or
the sides of a stainless steel tank. There are two main types of transducers:
piezoelectric and magnetostrictive. Piezoelectric transducers are the most
commonly used in commercial scale applications due to their scalability,
i.e., the maximum power per single transducer is generally higher than
that of magnetostrictive transducers.

5.4 Generation of Ultrasound - Transducers

Ultrasonic energy is generated and detected by devices called transducers.
By definition a transducer is a “device that is actuated by power from one
system to supply power in any other form to another system”; that is, a
transducer converts energy from one form to another.

Ultrasonic transducers are oscillatory systems that are able to transform
mechanical or electrical energy to sound waves. There are three main types
of transducers: gas-driven, liquid-driven, and electromechanical. The most
common type is electromechanical based on magnetostrictive or more
often piezoelectric technology.

5.4.1 Gas-driven Transducers

These are, quite simply, whistles with high frequency output. The genera-
tion of ultrasound via whistles dates back to the work of F. Galton in the
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nineteenth century who was interested in establishing the threshold lev-
els of the human hearing. He produced a whistle that generated sound of
known frequencies and was able to determine that the approximate limit
of human hearing was 18 kHz. The mechanical method is rarely used due
to its very limited applications.

5.4.2 Liquid-driven Transducers

In essence, this type of transducer is a “liquid whistle” and generates cavita-
tion via the motion of a liquid rather than a gas. Process material is forced
at high velocity by the homogeniser pump through a special orifice from
which it emerges as a jet which impacts upon a steel blade (Figure 5.4).
There are two ways in which cavitational mixing can occur at this point.
Firstly through the Venturi effect as the liquid rapidly expands into a larger
volume on exiting the orifice and secondly via the blade which is caused
to vibrate by the process liquid flowing over it. The relationship between
orifice and blade is critically controlled to optimise blade activity. The
required operating pressure and throughput are determined by the use of
different sized orifices or jets and the velocity can be varied to achieve the
necessary particle size or degree of dispersion.

With no moving parts, other than a pump, the system is rugged and
durable. When a mixture of immiscible liquids is forced through the ori-
fice and across the blade, cavitational mixing produces extremely efficient
homogenization [12].

Homogenized
mixture out

Adjustable channel Cavitation

for liquid flow \ zones T

Heterogeneous \ O Stainless
i (]
mixture - 00~ o steel
pumpedin_> A e 9 block
I oY o
O [Oo
o
Thin metal
blade

Figure 5.4 Liquid-driven transducer.
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5.4.3 Electromechanical Transducers

The two main types of electromechanical transducers are based on either
the piezoelectric or the magnetostrictive effect. The most commonly used
of which are piezoelectric transducers, generally employed to power the
bath and probe type sonicator systems. Although more expensive than
mechanical transducers, electromechanical transducers are by far the most
versatile.

5.4.3.1 Piezoelectric Transducers

Piezoelectric effect discovered by the Curie brothers in 1880 [2] is related
to the electric charges developed on the surfaces of certain types of crystals
when the crystals are subjected to pressure or tension. The magnitude of
the potential difference so developed is proportional to the applied pres-
sure. The converse effect is also possible i.e. if a potential difference is
applied to the opposite faces of a crystal, then a change in dimension (i.e. a
mechanical contraction or expansion) in the other faces would take place
according to the direction of potential difference. The example of crystals
in which this effect is best observed are quartz, tourmaline, Roche salt, etc.
The inverse effect in which a voltage impressed across two surfaces of a
piezoelectric crystal induces stresses in the material is presently the most
commonly used method for generating ultrasonic energy in commercially
available systems.

It was the introduction of the first polarized ceramic, barium titanate,
in 1947, which revolutionized the industrial applications for ultrasonics
by permitting higher power generation and significantly reduced device
costs [1].

Modern transducers (Figure 5.5) are based on ceramics containing
piezoelectric materials. These materials cannot be obtained as large single
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and electrical
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piezoceramic mlasst cal
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Figure 5.5 Piezeoelectric Transducer Assemblies: (a) basic diagram of transducer
assembly, (b) piezo ring disc and assembly, (c) different designs of transducer assemblies.

photo courtesy of Langford
Ultrasonics. UK
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crystals and so, instead, they are ground with binders and sintered under
pressure at above 1000° C to form ceramic discs. Cooling from above their
ferroelectric transition temperature in a magnetic field aligns the crystal-
lites of the ceramic. Such transducers can be produced in different shapes
and sizes. The most frequently used piezoceramic is composed of lead zir-
conate titanate (commonly referred to as PZT).

Most of the piezoceramic disc materials have a natural resonance fre-
quency and possibly a multiple of secondary resonance points at higher
frequencies. For example, a 40 kHz piezoceramic disc produces secondary
resonance points at 70 and at 170 kHz. Maximum energy transformation
is at best at the primary natural resonance frequency. To run two frequen-
cies requires a generator which is in effect has two sets of circuits linked
by a switch or programmable logic controller. The piezoelectric transducer
(PZT) assembly is the most widely used configuration in the cleaning and
plastic welding applications. The PZT assembly can generate a wide range
of frequencies from about 20 kHz to the megasonic range.

5.4.3.2 Magnetostrictive Transducers

Magnetostrictive transducers feature a ferrous core and a two-step sound
wave emission process provides power to the core to create electromag-
netic field which vibrates a metal plate creating the ultrasound waves.
Typical frequencies produced are in lower frequency range from 16 to
25 kHz and are especially suited for heavy duty industrial processing at
high operating temperatures [23,24]. Magnetostrictive transducers (Figure
5.6) were the first to be used on an industrial scale to generate high power
ultrasound. This type of transducer is a device which uses laminated nickel

Mechanical output 11111
Output face

frequency =2F

~H=———__ Laminated nickel
_%. strips attached to
output diaphragm
—]| metal plate ®— by silver brazing
— for attachment ¢ ) )
= normally by solder Electrical coll
— wrapped around
— opper coil ; nickel strips
] windings :
¢ '<«—— Oscillating
\ / metal core magnetic field
X
copper coil © N
windings S
(a) (b)

Figure 5.6 Magnetostrictive transducers: (a) diagram of transducer components
(b) schematic of magnetic forces which oscillate the metal plate.



HigH INTENSITY ULTRASONIC CLEANING 215

core which reduces in size when placed in a magnetic field and returns to
normal dimensions when the field is removed (magnetostriction). When
the magnetic field is applied as a series of short pulses to a magnetostrictive
material it vibrates at the same rate as the applied pulse. To maximize the
effect, two such transducers are wound and connected in a loop.

The major advantages of magnetostrictive systems are that they are of an
extremely robust and durable construction and provide very large driving
forces. There are however two disadvantages, firstly the upper limit to the
frequency range is about 100 kHz, beyond which the metal cannot respond
fast enough to the magnetostrictive effect. Secondly there are significant
losses in energy due to heating which reduces the electrical efficiency.

5.4.4 Transducer Assembly

Whether it is magnetostrictive or electrostrictive transducer to produce
positive or negative pressure waves in the aqueous medium, a mechani-
cal vibrating device is required. Ultrasonic manufacturers have made use
of high-frequency transducer assemblies bonded onto to a diaphragm to
build ultrasonic cleaning tanks of various sizes. The diaphragm can be
the bottom or the side wall of a tank or a vessel. The bonded transducers,
being activated by a high-frequency electrical generator, vibrate at their
resonance frequency inducing vibration of the diaphragm. This amplified
vibration is the source of positive and negative pressure waves that propa-
gate through the solution in the tank. When transmitted through liquids,
these pressure waves create the cavitation process.

The diaphragm can be designed to work at multiple frequencies by
varying the supplied frequencies to the transducers which push them oft
of their natural frequency. This only works to a limited degree as every
transducer has a natural frequency at which it will resonate best. If the
transducer is pushed too far off its natural frequency a good part of the
supplied energy will transform into thermal energy, meaning inefficient
energy transformation process [25].

By connecting the transducers to an electrical generator that puts out a
high frequency signal [20 to 500 kHz] the transducer generates longitudi-
nal waves which rapidly induces compression and rarefaction waves in the
liquid (Figure 5.2). During the rarefaction cycle the liquid expands against
its natural tensile forces at multiple points. At every point a vacuum cavity
is created. These cavities will continuously grow larger. When the cavity
reaches a critical size the cavity can no longer retain its shape. The micro-
cavity collapses violently and creates a transient temperature of 5,000°
C and a jet stream that impacts against whatever object is in its vicinity.
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Figure 5.7 Ultrasonic PZT Transducer Assembly Bonded onto the bottom of a tank.

Multi-millions of these micro-cavities or micro-bubbles are created and
collapse per second in an active ultrasonic tank.

Typical piezoelectric transducer assemblies are normally mounted on
the bottom and/or the sides of cleaning tanks (Figure 5.7).

5.4.5 Ultrasonic Immersible Transducers

A boxed immersible transducer (Figure 5.8) is simply a welded sealed
stainless steel box usually about 3-4 inches high and with various lengths
and widths. The transducers are bonded to the upward facing surface.
A watertight coaxial cable connects the transducer to the generator. The
transducer can be placed in any still tank and will turn it into an ultrasonic
active tank.

A second type of immersibles is known by its tubular designs. Typically
it is a long cylinder with one (or two transducer) assembly mounted at
one end. The length of the cylinder is a multiple of 2 the wavelength of
the ultrasound wave. The design with two head assemblies [26] has one
transducer assembly mounted at each end of the cylinder and is known as
the push-pull transducer. The push-pull is made of titanium or stainless
steel rod with specific length and diameter. The ultrasonic waves generated
along the rod axis propagate perpendicularly to the resonating surface. The
radial propagating waves interact with liquid medium to generate cavita-
tion implosions.
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Figure 5.8 Immersible Transducers Block Boxes (left) and Rods (right).

5.5 Ultrasonic Generators

An ultrasonic generator (Figure 5.9) comprises a complex electrical cir-
cuitry that energizes the transducers. The generator transforms the elec-
trical energy from the power source into high voltage, high frequency
electromagnetic waves for efficiently energizing the transducers at the
desired frequencies. When the transducers receive the signal, they respond
by changing shape as long as the signal is applied. The natural resonance of
the transducer determines the needed frequency of the generator. Since the
response range of the transducer is narrow, the signal from the generator
must be close to the response range of the transducer.

5.5.1 Power Requirements

The general ultrasonic power requirement for almost all active tank clean-
ing applications, expressed in terms of electrical-input wattage to the
transducer, is in the range of 0.35 - 0.75 W/cm? of the radiating surface.
In common terminology, it translates to 50 — 125 W per gallon of liquid.

5.5.2 Multi-Frequency Ultrasonic Systems

A single frequency tank has a set of bonded transducers powered by a
generator that matches the natural resonance frequency of the transduc-
ers (Figure 5.9). Multi-frequency ultrasonic cleaning tanks are of 3 basic
types. Type 1 is a tank that has 2 or more independent sets of transducers
bonded to the tank. Each set of transducers is powered by its own match-
ing generator and the frequency is fixed. The running frequency is deter-
mined by which set of transducers is operational at a given time. A tank
that has both 40 and 70 kHz transducers will run at either 40 or 70 kHz
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Figure 5.9 Ultrasonic Tank and Generator.

independently or both run at both 40 kHz and 70 kHz simultaneously.
This can be controlled either by a manual switch or by a Programmable
Logic Control for automatic operation. The limitations of such a system
are the physical constraints that are imposed by the tank size and the
bonding area for the transducers that is available. It is possible to run
both frequencies at the same time but cautious must be taken to avoid too
much power in the tank that can cause damage to delicate parts. In other
words, it can cause cavitation erosion to the surfaces of the part. Power
intensity control is a must for this type of system to prevent such potential
damage.

A second type of multi-frequency cleaning system is a system that
has one set of transducers bonded onto the tank and the generator that
is capable of generating multi-high frequencies simultaneously. It has a
Programmable Logic Control that switches the frequencies from one to
another as programmed. In most cases only one frequency at a time can be
present in the ultrasonic tank.

There is a third type of system that combines both of the above, and that
is a system that has the ability to run banks of transducers [i.e., 2, 4, or 6,
out of 12 ] at a particular frequency for a specified time. This system can
be run in either mode and has the added advantage of limiting the total
power, thus avoiding part damage.

The multi-frequency system creates multi-size cavitations within a tank.
With a multiplicity of wavelengths, high-stress regions are brought close
together. Destructive interference by reflections from the surface of the
cleaning chemical or from large surfaces placed in the tank is less of a prob-
lem than it is with single-frequency operation. If one wavelength is can-
celed by destructive interference, activity still continues at the remaining
frequencies. The intensity of the energy at each frequency must be above
the cavitation threshold. The cavitation threshold increases as frequency
increases. The total energy consumed is necessarily higher than that for
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Figure 5.10 Cleaning Time vs. Single and Dual Frequencies.

single-frequency units, but the additional power of the multi-frequency
units is generally better distributed.

It has been reported a dual frequency system (58 / 132 kHz) displays
significantly higher cleaning efficiency for the tested substrates / contam-
inants (Figure 5.10). Advantages of the combined frequencies include a
decrease in the process time, enhancement of the cleanliness level, and
optimization of the equipment configuration by reducing the number of
cleaning steps [26].

5.6 Principles of Ultrasonic Cleaning for Particle
Removal

The main scrubbing force in cleaning and particle removal is the shock
waves (Figure 5.11). A micro-cavity is formed and implodes through at
least three steps: nucleation, growth and violent collapse or implosion. The
transient micro cavities (or vacuum bubbles or vapor voids), ranging from
50 to 150 um in diameter at 25 kHz, are produced during the sound wave’s
half cycles. During the rarefaction phase of the sound wave, the liquid mol-
ecules are extended outward against and beyond the liquid natural physical
elasticity / bonding/ attraction forces, generating vacuum nuclei that con-
tinue to grow to a maximum. Then violent collapse occurs during the com-
pression phase of the wave. It is believed that the latter phase is augmented
by the enthalpy of formation and the degree of mobility of the molecules,
as well as by the hydrostatic pressure of the medium.
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Figure 5.11 Micro-Bubble Formation and Scrubbing Forces.

In general, ultrasonic cleaning consists of immersing an object in a
suitable liquid medium, agitating or sonicating the medium with high-
frequency (18 to 500 kHz) sound waves for a brief interval of time (usually
a few minutes), rinsing with clean solvent or water, and drying. The mecha-
nism underlying this process is one in which microscopic bubbles in the liq-
uid medium implode or collapse under the pressure of agitation to produce
shock waves, which impinge on the surface of the part and, through a scrub-
bing action, displace or loosen particulate matter from the surface. The pro-
cess by which these bubbles collapse or implode is known as cavitation.

Ultrasonic cleaning has, however, been used to great advantage for
extremely tenacious deposits, such as corrosion deposits on metals. In
any case, cavitation forces can be controlled; thus, with proper selection
of critical cleaning parameters, ultrasonics can be used successfully in
virtually any cleaning application that requires removal of small partic-
ulates. The effectiveness of ultrasonic energy in cleaning materials may
be attributed to phenomena which accompany cavitation. These include
(1) development of stress between the cleaning chemical and the contami-
nated surface, (2) agitation and dispersion of contaminant throughout the
cleaning chemical, (3) promotion of chemical reactions at the contami-
nated surfaces, and (4) effective penetration of the cleaning chemical into
pores and crevices.
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Cavitation implosion at a liquid-solid interface imposes severe stresses
on the solid surface such that, in time, the surface may itself become
severely eroded. When a surface containing a contaminant is exposed to
cavitation, these stresses operate to disperse the contaminant. The intensity
of the stress when cavitation occurs is a function of the vapor pressure of
the liquid, the gas content of the liquid, and the adhesion force between the
liquid and the surface [21].

Adhered particles that are removed from the surface are immediately
subjected to the violent activity of cavitation bubbles. These particles are,
thus, propelled with high initial accelerations and are dispersed throughout
the cleaning chemical. Further, the agitation provides a scrubbing action
which promotes the removal of particle contaminant. Such contaminants
may be loose, fine particles or materials that dissolve or emulsify in the
cleaning chemical.

Organic contaminants are removed by two main mechanisms. The
first is by solublization in an organic solvent. Degree of solublization in
various cleaning solvents is directly related to their molecular structure.
The second mechanism is by displacement / emulsification with surfac-
tants. Surfactants are capable of displacing and encapsulating various types
of contaminants such as oils, greases and organometallics.

A very important aspect of ultrasonic cleaning is its ability to draw
contaminants out of very small pores and crevices. Therefore, by combin-
ing the proper cleaning chemical with properly selected sound frequency
has made it possible to remove sub-micrometer and nanometer particles.
Ultrasonic cleaning (20 kHz - 450 kHz) is especially due to cavitation.
Cavitation is also the key to homogenization and is due to the dispersion
of materials in cleaning liquids. On the other hand, megasonic (> 850 kHz)
removal of nano and submicrometer size particles is basically due to high
velocity acoustic streaming.

5.6.1 Cleaning Process Parameters

The cavitation intensity in a sonic field is largely determined by three
factors [27]:

1. The frequency and amplitude of the radiating wave.

2. The colligative properties of the medium, including vapor
pressure, surface tension, density, and viscosity

3. The rheological properties of the liquid, including static
condition, turbulent flow, and laminar flow.
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5.6.1.1 Frequency and Amplitude

The radiating wave frequencies most commonly used in ultrasonic clean-
ing, 18- 450 kHz, lie just above the audible frequency range. In any cleaning
system, however, the harmonics of the fundamental frequency, together
with vibrations originating at the tank walls and liquid surface, produce
audible sound. Thus, an operating system that is fundamentally ultrasonic
will nonetheless be audible

Moreover, ultrasonic intensity is an integral function of the frequency
and amplitude of a radiating wave; therefore, a 20-kHz radiating wave will
be approximately twice in intensity than a 40-kHz wave for any given aver-
age power output.

The amplitude of the radiating wave is directly proportional to the elec-
trical energy that is applied to the transducer. In order for cavitation to be
produced in a liquid medium, the amplitude of the radiating wave must
have a certain minimum value, which is usually rated in terms of electrical
input power to the transducer. No cavitation can occur below this thresh-
old value, and the use of electrical power over and above the minimum
level results not in more intense cavitation activity but rather in an increase
in the overall quantity of cavitation bubbles. The minimum power require-
ment for the production of cavitation varies greatly with the colligative
properties and temperature of the liquid as well as with the nature and
concentration of dissolved substances.

5.6.1.2  'The Colligative Properties of the Liquid

The intensity with which cavitation takes place in a liquid medium varies
greatly with the colligative properties of the medium [27], which include
vapor pressure, surface tension, viscosity, and density, as well as any other
property that is related to the number of atoms, ions, or molecules in
the medium. In ultrasonic cleaning applications, the surface tension and
the vapor pressure characteristics of the cleaning chemical play the most
significant roles in determining cavitation intensity and, hence, cleaning
effectiveness.

The energy required to form a cavitation bubble in a liquid is propor-
tional to both its surface tension and vapor pressure. Thus, the higher
the surface tension of the liquid, the greater will be the energy required
to produce a cavitation bubble, and, consequently, the greater will be the
shock-wave energy produced when the bubble collapses. In pure water, for
example, whose surface tension is about 72 mN/m cavitation is produced
with difficulty at ambient temperature in contrast to a water solution of a
surfactant.
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It is, however, produced easily when a surface-active agent is added to
the liquid, thus reducing the surface tension to about 30 mN/m. In the
same manner, when the vapor pressure of the liquid is low, as is the case
with cold water, cavitation is difficult to produce but becomes easier as the
temperature is increased.

5.6.1.3 The Rheological Properties of the Liquid

The flow characteristics, or rheological properties, of the cleaning chemical
play a highly significant role in ultrasonic cleaning applications.

Static liquid conditions, for example, are highly conducive to the forma-
tion of standing wave patterns that characterize intense ultrasonic fields,
and hence it would seem likely that cavitation intensity would be maxi-
mized under such conditions.

In fact, however, optimum performance is seldom achieved in static
fields, since continuous purification of the cleaning chemical either by
overflow or by recycle filtration process that necessitates cleaning chemical
change of up to 50% of the total bath volume per minute is often a pre-
requisite to effective cleaning. And, contrary to what one might anticipate
under such conditions, little or no cavitation activity is lost to this liquid
flow when it is properly introduced into the bath. In fact, improvement in
overall surface impingement and homogeneity of cleaning can be realized
with this method.

It becomes clear that there are many process parameters affecting the
cleaning process outcome and thus it takes time and effort to scale up and
fine-tune a cleaning process [28].

5.7 Determination of Residual Particles on Surfaces

The recent dramatic rise in cleanliness requirements for certain com-
ponents in the automotive industry e.g. in the brake systems and fuel-
injection systems was due to the new designs for safer and fuel efficient
mechanisms. Small particles can clog very the new small precise orifices
and can cause performance failures. The industry cannot afford to iden-
tify possible failures at a relatively late stage. Therefore, the standard VDA
ISO/FDIS 16232 (2006) ‘Road Vehicles — Cleanliness of Components of
Fluid Circuits / Particle Mass Determination by Gravimetric Analysis’ was
developed which describes methods that can comply with the cleanliness
requirements.

In measuring residual particles using an offline laser LPC (liquid par-
ticle counter), it is important to use an extraction apparatus that produces
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a very low background count when subjected to ultrasonics. Ultrasonics is
usually applied to help extract the very small residual particles from sur-
faces. Most of the test containers shed particles from their own materi-
als when subjected to low frequency ultrasonics. High background counts
normally reduce the degree of confidence in the final count results. Pyrex
glass beakers are typically used for the extractions. This is not the optimum
material of choice. A study was performed to find the right material for
the ultrasonic extraction apparatus that generates the lowest background
count when subjected to ultrasonics at different frequencies.

Borosilicate glass (Pyrex), quartz and stainless steel were evaluated
(Figure 5.12). There were significant differences in the results obtained
from containers made from different materials. It was evident that the
physical and/or the chemical composition of the apparatus surface as well
as the condition of apparatus surface are important determining factors
in the cumulative number of the background count. Ultrasonic frequency
and power amplitude were also significant contributing factors. The data
showed that electropolished stainless steel (Figure 5.13) gives relatively
low background readings at high ultrasonic frequency (132 kHz, 100%
power) when compared to the particle shedding from the quartz material
(Figure 5.14) or the Pyrex glass [29].
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Figure 5.12 Ultrasonic apparatus for extraction of residual particles on cleaned parts.
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Figure 5.13 Total particles generated by the quartz beaker material, in a 10 ml sample,
measured by laser counter (0. 5 - 20 pm).
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Figure 5.14 Total particles generated by the electropolished stainless steel beaker
material, in a 10 ml sample, measured by laser counter (0.5 - 20 um).

5.8 Ultrasonic Aqueous Cleaning Equipment
and Process

In designing a cleaning system (Figure 5.15), one must give primary con-
sideration to the size, configuration, and capacity of the ultrasonic tank so
that this structure will be able to accommodate the parts to be cleaned in
sufficient quantity to fulfill production requirements.

A typical ultrasonic aqueous batch cleaning system consists of at least
four stations: ultrasonic wash tank, minimum of two separate (or reverse
cascading) water rinse tanks and heated re-circulated clean air for drying.
In the wash and the rinse tanks the ultrasonic transducers are bonded onto
the outside of the bottom surface or onto the outside of the sidewalls. The
immersible transducers are normally installed inside the tank on the bot-
tom or the side walls. Immersible transducers are usually preferred in very
large tanks. Two types of immersible transducers (Figure 5.8) are com-
mercially available in various sizes and frequencies. The traditional sealed
metal box contains a multi-transducer system and the tubular immersible
transducer, which is powered by one or two transducer assemblies at one
or both ends [26].

Prior to selecting equipment, it is imperative that an effective cleaning
process be first developed and then the number and the size of the stations
are determined based on production demand, total process time and space
limitation.

Typical tank size ranges from 10 liters to 2,500 liters, based on the size of
the parts, production throughput and the required drying time. The whole
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Figure 5.15 Ultrasonic Aqueous Cleaning System. Courtesy of Ultrasonic Apps LLC.

machine can be enclosed to provide a cleanroom environment meeting class
10,000 and possibly down to class 100 cleanroom specifications according
to Fed Standard 209B . Process control and monitoring equipment con-
sists of flow-controls, chemical feed-pumps, in-line particle count, Total
Organic Compounds (TOC) measurement, pH, turbidity, conductivity,
refractive index, etc. The tanks are typically made of corrosion resistant
stainless steel or electropolished stainless steel. Titanium nitride coated
stainless steel or similarly coated with hard chromium or zirconium is used
to extend the lifetime of the radiating surface in the tanks or the immers-
ible transducers. The hard coat seems to delay the natural surface erosion
over the long time use of the tanks. Other materials are also used such as
quartz, poly(vinyl chloride), polypropylene or titanium to construct tanks
for special applications.

The number and the size of stations are determined based on the
required process time. For example, some cleaning systems include an
extra station for corrosion inhibitors or solvent displacement. The cleaning
process can be automated to include computerized transport systems able
to run different processes for various parts simultaneously. Another advan-
tage of automation is monitoring all the process controls and keeping the
process parameters in check.

Every individual cleaning application has its own set of variables, such
as the number of parts per load, the orientation and spacing of these parts,
and the fixturing or racking arrangements.
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The majority of ultrasonic cleaning systems, which were developed in
the 1950s, were operated at 18 to 40 kHz, 18 kHz is the lowest frequency,
Up until the late 1980s most of the commercially available systems oper-
ated at 25 to 40 kHz.

Cleaning was one of the earliest industrial applications of high power
ultrasonics. Objects to be cleaned are placed in a bath full of cleaning
chemical which is violently agitated by a number of ultrasonic transduc-
ers. The liquid may be a neat cleaning chemical or a water based cleaning
chemical depending on the application.

Performance and reliability of an ultrasonic system depend on the
design and construction of the transducers and generators. The overall
cleaning effectiveness depends on the cleaning liquid. The size of the tank
depends on the size of the parts being cleaned. The numbers of transduc-
ers and generators are determined by the tank size and the desired power
amplitude intensity. The choice of the cleaning solution depends on the
material of the parts being cleaned and the contaminants to be removed.

High power ultrasonic cleaning of components is used in many indus-
tries, including automotive, aerospace, semiconductor, disk drive, medi-
cal, dental, electronic, optical, and other industries. Cleaning is carried out
primarily by cavitation in the cleaning chemical. The cavitation activity
not only produces kinetic motion but also brings fresh cleaning chemical
close to the contaminants where the contaminants are either solublized or
dispersed as very fine encapsulated particles.

Water based and many other cleaning chemicals are used as cleaning
media. Cleaning agents are selected based on their ability to combine cavi-
tational activity with chemical action. The effectiveness of cleaning depends
on the type of stress generated between the contaminant and the cleaning
chemical, severity of agitation, increase of attraction between the contami-
nant and cleaning chemical, gas content of the liquid, and the potential
for promoting desirable chemical reaction at the interface. When a surface
with a contaminant is exposed to cavitation, intensity of stress generated
depends on the vapor pressure of the cleaning chemical, the gas content of
the liquid, and the adhesion force between the liquid and the surface [21].

Operation of ultrasonic cleaners at discrete frequencies has some advan-
tages. High-intensity cavitation forms in local regions rather than through-
out the cleaning tank. This concentration of cavitation permits operation
at relatively low power input per unit volume of cleaning chemical. The
disadvantage is that parts to be cleaned must be located in the high-stress
region of the cleaning chemical. Intensities in other regions may not be suf-
ficient for satisfactory cleaning. Materials closest to the radiating surface
will receive the greatest benefit from the cleaning activity. These surfaces
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may shield materials located behind them with respect to the radiating
surface. Placing the radiating surfaces at angles to large surfaces minimizes
the shielding effect and increases exposure to cavitations.

As with any other application of ultrasonic energy, the same basic prin-
ciples govern the effectiveness of an ultrasonic cleaning operation. These
principles involve the choice of cleaning system and the choice of cleaning
chemical. Some cleaning chemicals will react unfavorably with some types
of soils and actually make it more difficult to disperse the contaminants
ultrasonically. Some chemical suppliers have developed effective specialty
cleaning chemicals for cleaning various classes of materials and can pro-
vide not only the proof data but also commercial products which are often
sold under trade names that indicate the applications for which they are
suited. Cleaning chemicals for ultrasonic cleaning are discussed more fully
in a later section.

Hindrances to the proper distribution of energy to surfaces to be
cleaned may sometimes be subtle. Any coating or obstacle that prevents
the ultrasonic energy from acting on a component using a suitable clean-
ing chemical is a detriment to effective cleaning. Piling too many items into
a cleaning tank obviously is a poor practice [22].

5.9 Precision Cleaning

Precision or critical cleaning of components or substrates is the com-
plete removal of undesirable contaminants to a desired preset level, with-
out introducing new contaminants in the process [24]. The preset level is
normally the minimum level at which no adverse effects take place in a
subsequent operation. To achieve the desired cleanliness level, it is critical
not to introduce new contaminant(s) into the cleaning process. For exam-
ple, in an aqueous cleaning process, it is important to have high quality
rinse water and minimum of two rinse steps. Otherwise, residual deter-
gent and/or salts from the rinsing water will be the new contaminants.
Re-contamination of cleaned parts with outgassed residues produced from
packaging or storing materials is another source [24].

5.10 Contaminants

Three general classes of common contaminants are organic, inorganic and
particulate matter. Particles do not necessarily belong to a certain class
and can be from either class or a mixture thereof. Insoluble particulate
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contaminants can, for example, be divided into two groups: (1) water-
wettable or hydrophilic particles, including metal particles, metal oxides,
minerals, and inorganic dusts; and (2) non-water-wettable or hydrophobic
particles, including plastic particles, smoke and carbon particles, graphite
dust, and organic chemical dusts. Substrate surfaces, too, can be divided
into hydrophilic and hydrophobic groups.

Contaminants of any class could be water soluble or water insoluble.
Organic contaminants in most cases will be hydrophobic in nature, such as
oils, greases, waxes, polymers, paints, adhesives or coatings.

Except for a very few, most inorganic materials or salts are insoluble in
cleaning chemicals that are non-water-miscible. Water is the best universal
cleaning liquid for organic or inorganic ionic materials. Water insoluble
inorganics, such as polishing compounds made of oxides of aluminum,
cerium or zirconium, require a more elaborate cleaning process.

Organic contaminants such as oils and greases can be classified into
three general classes - long chain, medium chain, and short chain mol-
ecules. The physical and chemical characteristics are related to their struc-
ture and molecular geometry.

Insoluble particulate contaminants can, for example, be divided into two
groups: inorganics such as silicates, metals and metal oxides, carbides, and
organics such as plastics, cured adhesives and rubber.

Even a highly polished surface has a rugged surface that can hide nano-
size particles in the crevices of the uppermost layer of surface imperfection
[30] (Figure 5.16).

Kontamintionsschicht
contamination layer, > 1 um

Sorptionsschicht
sorption layer, 1 - 10 nm

Reaktionsschicht
reaction layer, 1-10 nm
verformte Grenzschicht

deformed boundary layer,
>Tum

Grundwerkstoff
base material

Figure 5.16 A Metal surface magnified to show the peaks and valleys. Courtesy of Prof.
Eng. B. Haase, Hochschule Bremerhaven, Germany. Typical layers above the metal base:
Deformed boundary layer, > 1 um; Reaction layer, 1 - 10 nm; Sorption layer, 1 - 10 nm;
Contaminants layer, > 1 um.
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5.11 Ultrasonic Cavitation Forces and Surface
Cleaning

The scrubbing forces released from an implosion in close vicinity to the
surface fragment or disintegrate the contaminants, allowing the detergent
or the cleaning chemical to displace contaminants at a faster rate. The
implosion also produces dynamic pressure waves, which carry the frag-
ments away from the surface by the accompanying high-speed micro-
streaming current of the liquid molecules. The cumulative effect of
millions of continuous tiny implosions in a liquid medium in an ultrasonic
tank is what provides the necessary mechanical energy to break physically
bonded micro- or nano-contaminants lying within the boundary layer
(Figure 5.17) and / or speed up the hydrolysis of chemically bonded ones
and enhance the solublization of ionic contaminants. The chemical com-
position of the medium is an important factor in accelerating the removal
rate of various contaminants.

Cleaning with ultrasonics offers several advantages over other con-
ventional methods. Ultrasonic waves generate and evenly distribute cavi-
tation implosions in a liquid medium. The released energies reach and
penetrate deep into crevices, blind holes and areas that are inaccessible
to other cleaning methods [4,5]. The removal of contaminants is consis-
tent and uniform, regardless of the complexity and the geometry of the
substrates.
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Figure 5.17 Schematic showing cavitations vs. acoustic streaming. In the ultrasonic
frequency range (left) cavitations are dominant while microstreaming is weak. In the
megasonic frequenct range (right) the acoustic streaming is dominant and caivtations are
negligible (See Table 5.1). Courtesy of Ultrasonic Apps LLC.
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5.11.1 Requirements to Produce Cavitations
5.11.1.1 Power Intensity

The intensity of the ultrasonic energy must exceed the intensity needed to
promote cavitation in the cleaning chemical. In most cases, this is 0.1 — 0.3
W/cm? The frequencies used in commercial equipment are 20-60 kHz,
with 40 kHz being the most common. The power levels are commonly
60 — 100 W per gallon of tank capacity, regardless of the type of irradiating
surface used. Conversion efficiency of electronic generator and transducer
determines the power available to the cleaning solution.

A minimum level of ultrasound energy is needed to generate cavitation
in a liquid.

The threshold to be about 0.05-0.3 W/cm? of the radiating surface at
frequencies of 20 kHz and 40 kHz.

Currently available high power ultrasound frequencies range is from
20 kHz to 500 kHz. A frequency that is good for one application may not
be good for another. The basic reason is that every application is unique
in its nature with respect to material of construction, contaminants and
the required cleanliness level. For example, cleaning of very thin fragile
wafers requires higher frequencies while cleaning of automotive compo-
nents requires lower frequency.

At the low end of 20 - 60 kHz, cavitation implosion energy is the main
scrubbing force. While at the high end of one MHz, micro-streaming of the
liquid molecules is the main force in fine cleaning. It is important to note
that both types of forces exist at every frequency. Cavitation implosion
energy is good for the removal of heavy contaminants while microstream-
ing is good for the removal of nanosize particulates.

There is a linear relationship between the generation of cavitation and
microstreaming in liquids and applied frequency.

5.11.1.2 Degassing

When high-intensity ultrasonic energy is applied to liquids containing
dissolved gases, the gases are released into pockets at intensity levels
below that at which cavitation of the solution occurs. The bubbles that
are formed are not caused by cavitation. They are transient, combining by
coalescence, and rise to the surface at a rate dependent on the sizes of
the bubbles and the viscosity of the liquid. When higher intensities are
applied with the intention of producing cavitation, degassing occurs first.
The rate of particle removal depends on the intensity of the ultrasound,
the viscosity of the liquid, and the bubble size. If the intensity is too
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high, the larger bubbles are shattered and move out at a lower rate. This
phenomenon is sometimes used to remove gases from liquids to be used
later for other purposes

Degassing of cleaning solutions is extremely important in achieving sat-
isfactory cleaning results. Fresh solutions or solutions which have cooled
must be degassed before proceeding with cleaning. Degassing is done after
the chemical is added and is accomplished by turning the ultrasonic on
and raising the liquid temperature. The time required for degassing varies
considerably, based on tank capacity and solution temperature, and may
range from several minutes for a small tank to an hour or more for a large
tank. An unheated tank may require several hours to degas. Degassing is
complete when small bubbles of gas cannot be seen rising to the surface of
the liquid and a pattern of ripples can be seen.

5.11.1.3 Compatible Cleaning Chemicals

Not all cleaning chemicals will generate cavitations. Interferences can
be from physical or chemical factors. The physical factors include vis-
cosity, vapor pressure, surface tension, density, and gas absorption.
Attenuations of the sound waves may occur in aqueous cleaning solu-
tions that tend to form inverted micellar structures, viscous solutions and
dual phase or multi-phase liquids. pH has minimal effect on generation of
cavitations [28].

5.12 Cleaning Chemistry

It is important to realize that the use of ultrasonic cavitations does not elimi-
nate the need for proper cleaning chemicals and implementing and maintain-
ing the proper process parameters [24,31].

Furthermore, the chemical composition of the cleaning medium is a
critical factor in achieving a complete removal of various contaminants
and without inflicting any damage to the components.

In aqueous cleaning, the detergent contains a single or mixture of sur-
factants. Surfactants are long chain organic molecules with polar and
non-polar sections in their chains. Surfactants can be ionic or non-ionic
in nature, based on the type of functional groups attached to or part of
their chains. When dissolved in water, surfactants form aggregates called
micelles at a level above their critical micelle concentration (cmc). The
micelles are composed of aggregates of hydrophilic moiety and hydropho-
bic portion of the surfactant molecules. They act as a cleaning chemical
and encapsulate contaminants thus preventing them from re-deposition.
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Cleaning with ultrasonics using only plain water is workable, but only
for short period of time. In fact, cleaning is more complex in nature than
just removing the contaminants away from the surface. Accumulation
of contaminants and encapsulation / dispersion of contaminants are the
determining factors for the effective lifetime of the cleaning medium and
the cleaning results [24,28,32].

Reproducibility and consistency of the cleaning results are essential
requirements for all successful cleaning processes. Cleaning chemistry, as
part of the overall cleaning process, is a very crucial element in achieving
such consistency [33] . Requirements for the selected cleaning chemical
are many. It must cavitate well with ultrasonics and be compatible with
the materials of the components to be cleaned. Other important prop-
erties are surface tension, stability, capability of emulsifying or separat-
ing oils, and effectiveness of dispersing or encapsulate of solid insoluble
particles. An aqueous cleaning chemical must rinse freely and must be
environmentally friendly. Disposal of used solutions is an important fac-
tor and must be addressed upfront when deciding on the appropriate
chemical. As it sounds, an expert in the field better makes the selection
decision.

Both aqueous and organic cleaning chemicals have advantages and
disadvantages. Aqueous cleaning is universal and achieves better clean-
ing results. Organic cleaning solvents are good in removing organic con-
taminants but short on removing inorganic salts. Drying and protection
of steel components are valid concerns. However, the current available
technologies [32] offer in-process corrosion inhibitors to alleviate these
concerns.

Power ultrasound enhances the effect of the cleaning chemicals. This is
in part due to the mechanical scrubbing of general and bio-contaminants
such as oils, protein or bacterial clumps residues on surfaces [11].

The role of aqueous chemistry is to displace oil, to solubilize it or emul-
sify organic and bio-contaminants, to encapsulate particles, to disperse
and prevent re-deposition of contaminants after cleaning. Special aque-
ous formulations assisted with ultrasonics are being used to decontaminate
post-operations surgical instruments, dental and medical devices and food
processing equipment [32]. Some additives in the cleaning chemistries
are used to assist in the process of breaking chemical bonding, removal of
oxides, preventing corrosion, enhancing the physical properties of the sur-
factants, or to enhance the surface finish. Following cleaning, it is impor-
tant to use deionized water or, RO water for rinsing the aqueous chemical
in order to achieve spot-free surfaces. Minimum of two rinse steps is
recommended.
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5.12.1 Selection of Ultrasonic Cleaning Chemicals

Effective cleaning chemicals are essentially selected on the basis of (1) the
chemical and physical nature of the contaminants to be removed; (2) com-
patibility with the substrate material(s); (3) environmental consider-
ations, and (4) required cleanliness specifications. Therefore, in precision
or fine cleaning no one chemical is good for all applications. Every case
must be examined individually to determine the most effective and safe
chemical [24].

Two main considerations in the process of selecting cleaning chemicals
for use in ultrasonic cleaners are (1) chemical compatibility of the cleaning
chemical with the materials to be cleaned and the materials of construction
of the cleaning vessels, (2) how well it cavitates at different frequencies and
(3) its effectiveness in removing contaminants.

There are several important factors that determine cavitation effective-
ness in cleaning chemicals such as vapor pressure and viscosity. As the
vapor pressure increases and the surface tension decreases the threshold
for forming micro bubbles decreases. The intensity of the shock waves
associated with the collapse of cavitating bubbles is a function of the ratio
of maximum bubble size to minimum bubble size [34].

Dispersed materials of solid particles or gas bubbles, small point protru-
sions and rough surfaces form nuclei for the formation of cavitation bub-
bles. Therefore, the stresses that might be associated with cavitation in a
given cleaning chemical are a major consideration in the choice of cleaning
chemical. Its importance is related to the possible effects produced on the
contaminated surface. For instance, high-power / high- cavitation intensity
will erode plated and many coated surfaces. The effect can be minimized by
using low surface tension cleaning chemicals to obtain the desired prop-
erty of non-destructive stress levels. For example, high cavitation intensity
is possible in water. A blend of surfactants will lower the surface tension
and makes it possible to take advantage of the cleaning properties of the
water and the surfactant blend at lower cavitation intensity.

A distinguishing characteristic of polar materials is a high dielectric con-
stant. Nonpolar substances are characterized by a low dielectric constant
and include materials such as hydrocarbons and their derivatives, which
are comparatively inert. For a given polarity of cleaning chemical, a better
penetration of the contaminants is obtained at lower molecular weights.

Other effects caused by cleaning chemicals include dissolution of base
material, swelling of materials such as elastomeric coatings, and cracking
and distorting of certain plastics. These are the considerations necessary
to be regarded in choosing a cleaning chemical for material compatibility.
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Other considerations in the choice of cleaning chemicals for ultrasonic
cleaning include ability to dissolve or disperse the contaminant, and its
ultrasonic transmission properties. Materials such as solvents with high
vapor pressure will cavitate at a relatively low power intensity (low cavita-
tion threshold) but will not produce high-intensity cavitation shock waves.

5.12.2 Maximizing the Overall Cleaning Effect

Three major contributors to maximize cleaning are 1) effective ultrasonic
frequency and power amplitude 2) Cleaning chemical, and 3) temperature.
All three produce a net combined effect in a cleaning process (Figure 5.18).

Cleaning chemical selection is extremely important to the overall suc-
cess of the ultrasonic cleaning process. The selected chemical must be
compatible with the base substrate being cleaned, cavitate well and should
have the capability to remove the contaminants in concern. Best cleaning
chemicals are those especially formulated for use with ultrasonics.

Temperature was mentioned earlier as being important to achieving
maximum cavitation. The effectiveness of the cleaning chemical is also
related to temperature. The cavitation effect is maximized in pure water
at a temperature of approximately 50-70°C. Some cleaners were found to
break down and lose their effectiveness if used at temperatures in excess of
80°C. The best practice is to use a chemical at its maximum recommended
temperature not exceeding 90°C. Objects must not be allowed to rest on
the bottom of the tank during the cleaning process, because heavy parts
resting on the bottom of the tank will dampen or attenuate the transfer of
the ultrasound waves into the cleaning liquid [35].

¢ Ultrasonic Effect

Chemical Effect

Time to clean

Combined Effect

70 80

Temperature (°C)

Figure 5.18 Effect of ultrasonics and cleaning chemical on cleaning time.
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5.13 Mechanism of Cleaning

The mechanism of removal of organic contaminants by detergent involves
wetting of the contaminant as well as the substrate. This will result in
increasing the contact angle between the contaminant and the surface and
decreasing the surface area wetted with the hydrophobic contaminants
such as oils and various organic and inorganic particles. This results in
reducing the scrubbing energy needed for contaminant removal.

The ultrasonic cavitations play an important role in initiating and fin-
ishing the removal of such hydrophobic contaminants (e.g. oils, soils).
The shock wave (and the micro-streaming currents) greatly speeds up the
breaking of the contaminants. The removed contaminants are then encap-
sulated in the micellar aggregates, thus preventing their re-deposition. The
net result is that ultrasonic cavitations accelerate the displacement of con-
taminants from the surface of the substrate and also facilitate their disper-
sion throughout the cleaning medium.

5.13.1 Particle Removal

Particles, in general, have irregular shapes. All the adhesion forces - van
der Waals, electrical double layer, capillary and electrostatic - in theory
are directly proportional in magnitude to the size of the particle [36,37].
One would expect that the force of detachment would decrease with the
size of particles. However, the smaller particles are always more difficult to
detach. This is mainly due to the lodging effect. Smaller particles tend to
get trapped in the valleys of a rough surface, or in the boundary layer (see
Figure 5.17).

5.13.2 Particle Removal Mechanism

The mechanism of particle removal involves shifting the free energy of
detachment to be near zero. According to Gibbs adsorption equation,
surfactants play a very important role in decreasing interfacial tension by
adsorption at particle-substrate interface. The interfacial tension y_, and
Y, Will decrease and accordingly the force needed to detach the particles
will decrease.

AG =Yg+ Yo~ Yso

Yy Substrate-Bath interfacial energy, y ,: Soil-Bath interfacial energy,
Yo' Substrate-Soil interfacial energy, O: Soil
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The wettability of the surface plays an important role in achieving this step.
The role of ultrasonic cavitation is to provide the necessary energy for the
detachment (i.e. the removal force). At high frequency (100 kHz) ultrason-
ics, the detachment or the removal efficiency of very small size particles
of one micrometer, measured in deionized water, was found to be 95 %
versus 80 % at 40 kHz. This is expected in light of the fact that cavitation
size is smaller at higher frequencies and can reach deeper into the sur-
face valleys. One would then anticipate that by using a combination of the
high frequency ultrasonics at 200 kHz or higher and using the appropri-
ate cleaning chemical, the removal efficiency of sub-micrometer particles
could be further optimized. Removal of nanoparticles requires frequencies
of 400 kHz and higher. Powerful acoustic streaming is essential to accom-
plish such removal.

5.13.3 Prevention of Particle Re-deposition

Re-deposition of contaminants is not desirable and is inhibited by another
mechanism, i.e., by forming a barrier between the removed contami-
nant and the cleaned surface. The adsorbed cleaning chemical layer on
a surface provides a film barrier. In aqueous cleaning, a good surfactant
system is capable of encapsulating contaminants within their micel-
lar structure as depicted in Figure 5.19. Re-deposition of the encap-
sulated contaminants (soils) onto an adsorbed surfactant film on the
surface is prevented via steric hindrance for nonionic surfactants, while
anionic surfactants prevent re-deposition via electrical repulsive barrier.
Encapsulation can be permanent or transient, based on the nature of the
surfactant used. Transient encapsulation is superior to emulsification, as it
allows better filtration and/or phase separation of contaminants. Therefore,
allowing the increase in the soil load in a cleaning solution to reach a satu-
ration point, without good filtration, will result in a significant decrease in

Figure 5.19 Encapsulation of particles by surfactants keeps them sterically off surfaces or
if particles are charged these will be kept apart by electrostatic repulsion.
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the detergent cleaning efficiency, at which point the cleaning action may
cease. To ensure steady cleaning efficiency, the dispersed contaminants
must be removed by means of continuous filtration or separation of con-
taminants, along with maintaining the recommended concentration of the
cleaning chemical.

5.13.4 Cleaning Chemistry and Particle Removal

Two main steps take place in surface cleaning. The first step is the removal
of contaminants and the second is to keep those contaminants from
re-adhering to the surface. The removal of various contaminants involves dif-
ferent mechanisms, based on the nature and/or the class of the contaminant.

A crucial element in the removal of nano and sub-micrometer par-
ticles is prevention from re-deposition. Especially designed cleaning
chemistry can achieve this crucial role. The cleaning chemical should be
capable of encapsulating the removed particles and thus preventing their
re-deposition on surfaces. Also a good cleaning chemical will displace the
insoluble contaminants and leave a monomolecular film barrier on the
surface to prevent particle deposition. The physical nature of the substrate
and the degree of its surface finish are important factors in nano and sub-
micrometer particle removal [38,39,40].

For example, a silicon wafer surface is different from that of an alumi-
num disc with respect to their physics, topography and finish. Plastics are
another challenge when dealing with sub-micrometer particles because of
the inherent strong static electrical charges. The attractive van der Waals
forces have to be countered by repulsive interactions.

5.14 Cavitation Erosion

High intensity ultrasonic fields are known to exert powerful forces that are
capable of eroding even the hardest surfaces. Quartz, silicon, and alumina,
for example, can be etched by prolonged exposure to ultrasonic cavitation,
and “cavitation burn” has been encountered following repeated cleaning of
glass surfaces. The severity of this erosive effect has, in fact, been known
to preclude the use of ultrasonics in the cleaning of some sensitive deli-
cate components. In Figure 5.20 the pictures vividly illustrate an aluminum
surface before and after over-exposure for long time to 40 kHz ultrasonics
in water. Under SEM it is clear that a very highly polished surface of alu-
minum wafer has in reality a rugged surface and has valleys where nano
particles can reside. The surface is not exactly what we see with naked eye
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Control wafer 10 min., 40 kHz sonication

Shows normal grains of Al Shows fine structures of aluminum oxide

Figure 5.20 Highly polished aluminum wafer before and after exposure to cavitations
at 40 kHz for 10 min. in deionized water. Cavitation Erosion is obvious in the SEM
micrograph on the right. Courtesy of Ultrasonic Apps LLC.

(photo to the left). Surface erosion is obvious in the photo to the right. The
surface was exposed to ultrasonic cavitations at 40 kHz. For such surfaces
of soft metals care must be taken to determine the right ultrasonic fre-
quency, power and other process parameters to avoid surface erosion.

5.15 Summary

Three major contributors to optimum cleaning are 1) properly selected
ultrasonic frequency applied at the optimum power amplitude 2) properly
selected compatible cleaning chemical and 3) optimum cleaning process
temperature. All three produce the net combined effect in a cleaning pro-
cess. Effective removal of nano-particles requires the shearing action of
high velocity micro-streams of liquid molecules produced at high frequen-
cies > 850 kHz. Micro-encapsulation is a key for preventing potential re-
deposition of contaminants on cleaned surfaces.
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Abstract

This chapter covers fundamental aspects of megasonic cleaning with spe-
cial emphasis on acoustic cavitation and streaming. The first part of the
chapter focuses on various forms of cavitation (stable and transient) and
streaming (Eckart, Schlichting, and Rayleigh) and their physical effects
in liquids including microstreaming, shock waves, and liquid microjets.
A review of studies by several researchers on the role of various sound
field and solution parameters on particle removal and feature damage dur-
ing megasonic cleaning is provided in the second part of the chapter. The
importance of understanding the cleaning mechanisms and optimization
of process variables in achieving damage-free and effective megasonic
cleaning process is also highlighted.

Keywords: Megasonic cleaning, silicon wafer, particle removal, acoustic stream-
ing, acoustic cavitation

6.1 Introduction

The field of acoustics has grown significantly over the last several decades
due to increasing use of sound energy in a variety of technological areas
including medical imaging, detection/non-destructive testing, chemical
processing, sonolysis (wastewater treatment) and cleaning. The cleaning
industry employs sound energy in a wide range of frequency and inten-
sity depending on the application. Typically, moderate intensity-ultrasonic
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frequencies (20-150 kHz) are employed for cleaning of jewelry, lenses and
optical parts, surgical instruments, etc.; high intensity-ultrasonic frequen-
cies are used for sonochemical processes and wastewater treatment; and
low intensity-megasonic frequencies (0.5-3 MHz) are employed for clean-
ing of electronic devices. The choice of megasonic frequencies for cleaning
of silicon devices in semiconductor industry is based on lower cavita-
tion and higher streaming forces at these frequencies that allows effective
removal of sub-micrometer size particulate contaminants without causing
any damage to delicate features. These frequencies would not, however, be
suitable for cleaning of hard and robust materials used in industrial parts
where size of particulate contaminants is much larger than a micrometer.
There are some general guidelines that have been provided on selection
of sound frequency for removal of different types of contaminants from
various surfaces [1]. For example, upper range of ultrasonic frequencies
(100-200 kHz) have been found to be effective in degreasing using volatile
solvents where the cavitation is milder due to high vapor pressure, low
viscosity and low surface tension of these solvents. The decontamination
of metal surfaces is recommended using a cleaning step with frequency in
the range of 40-100 kHz followed by use of 60-200 kHz frequency in the
rinse step. In the case of plastics, low to medium range ultrasonic frequen-
cies (30-70 kHz) are preferred due to absorption of sound wave and its
attenuation. The cleaning of silicon devices requires use of megasonic fre-
quencies generating milder cavitation to avoid damage to fragile features
while achieving effective removal of sub-micrometer sized particles from
patterned wafer and mask surfaces.

6.1.1 Wafer Cleaning

Semiconductor devices are the foundation of electronics industry, which is
the largest industry in the world. The unique properties of semiconductor
materials have allowed development of a wide range of ingenious devices
that have dramatically changed our lives. With the ever-growing need to
improve the performance of electronic devices, there has been a continu-
ous effort to reduce the size of these individual components and increase
the chip size. This allows more components to be integrated on a chip,
thus significantly enhancing the functioning of the integrated systems
and keeping the cost low at the same time. In the 1970’s, Gordon Moore,
Intel cofounder, described an important trend in the history of computer
hardware that the number of transistors on a chip would double every two
years without accounting for an increase in the chip size [2]. This trend has
been preserved over the years and has led to continuous improvement in
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the computing power and development of high-tech devices. One of the
drivers behind this growth is the evolution of wafer cleaning technology
that has maintained the contamination and defectivity levels within the
required specifications.

Wafer cleaning is an important step in fabrication of very large scale
integration (VLSI) and ultra large scale integration (ULSI) silicon cir-
cuits in order to maintain their reliability and efficient performance. It is
estimated that about fifty percent of yield losses in the integrated circuit
(IC) industry are due to particle contamination [3]. A continuous effort
to improve this yield has led to not only an increase in the number of
cleaning steps but also an imposition of more critical requirements by the
International Technology Roadmap for Semiconductors (ITRS) on the tol-
erable size and number of contaminant particles on the front and back side
of wafer surfaces. The ITRS dictates that by 2015, the killer defect den-
sity, critical particle diameter and count must not exceed 0.006 #/cm?, 11.3
nm and 34.2 #/wafer respectively for the front surface of a 450 mm wafer
[4]. Several wafer cleaning techniques incorporating solution chemistries
have evolved over time to meet the particle contamination challenge. These
include 1) immersion cleaning, 2) centrifugal spinning/spraying, 3) brush
scrubbing, 4) high-pressure fluid jet cleaning, and 5) megasonic cleaning
(immersion and single wafer). Of these, megasonic cleaning is one of the
commonly used techniques in practice today for the removal of particulate
contaminants from wafer and mask surfaces.

Current technologies are based on the development of environmen-
tally-benign chemistries and techniques that will require minimal chemi-
cal usage and disposal in order to achieve the desired cleaning. Hydrogen
peroxide based wet chemistries are still the common form of cleaning tech-
niques used for removal of organic, metallic and particulate contaminants
from wafer surfaces. However, its implementation has changed over the
years from immersion cleaning to centrifugal spray cleaning, megasonic
cleaning, centrifugal spin cleaning and other methods.

Wet cleaning methods employ liquid based chemistries such as hydro-
fluoric acid (HF) solutions, sulfuric acid—peroxide mixtures (SPM), alka-
line and acidic peroxide solutions (standard clean-1 (SC-1) and standard
clean (SC-2) solutions) and sulfuric acid-ozone mixtures (SOM). The role
of each of these chemical systems in removal of contaminants from wafers
is very unique, which has been of great advantage to the wafer cleaning
community. In most cases, the particle removal by these chemistries is car-
ried out by etching of the underlying substrate. The maximum allowed sili-
con or oxide loss per cleaning step in current and near-future generation
technology nodes, as indicated by ITRS, should not exceed 0.1 A. Under
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such conditions, use of dilute chemistries or alternative non-reactive
chemicals becomes the obvious choice. Unfortunately, this puts a restric-
tion on the cleaning efficiencies that can be achieved by employing these
chemistries alone. Therefore, various external sources of energy such as
acoustic (megasonic) energy are used in conjunction with dilute chemis-
tries for removal of contaminants.

A typical cleaning sequence of these chemistries used for wafer cleaning
is shown in Figure 6.1. Mixtures of 98 % sulfuric acid and 30 % hydro-
gen peroxide, also known as Piranha, at temperatures of 120-150 °C are
used for removal of organic contaminants from the wafer surface due to
the strong oxidizing power of HSO,” and H,O,", formed during the reac-
tion between H,O, and H,SO, [5,6,7,8]. Hydrofluoric acid (HF) solu-
tions etch the silicon dioxide (SiO,) films (R6.1) formed during Piranha
cleaning step and assist in removal of particulate contamination from
wafer surfaces. SC-1 cleaning involves using mixtures of ammonium
hydroxide (29 %), hydrogen peroxide (30 %) and water in the ratios from
INH,OH:1H,0 :100H,0 to INH,OH:1H,0,:500H,0 at 70-80 °C. The pH
of this solution is close to 11. Hydroperoxyl anions formed from disso-
ciation of hydrogen peroxide at alkaline pH of SC-1 oxidize silicon and
ammonium hydroxide etches it as per reactions R6.2 and R6.3, respectively
[9]. This continuous oxidation and etching aids in removal of particles from

120-150 °C
< 1min

H,SOH,0 HF:H,0, DI Water

4 22
a1to1:1 | ™D | 1:10t01:50 | = Rinse
70-80°C
<1min
sc-2 sC-1
DI Water 70-80 °C
HCI:H,0_:H.O = X €= | NH,0H:H,0.:H,0 _.
1:1:100 to 1:1:500 Rinse 1:1:100 to 1:1:500 <1 min
DI Water
Rinse

Figure 6.1 Wafer cleaning sequence typically used in semiconductor fabrication.
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wafer surfaces. The SC-1 solution is also found to be useful in complexing
metal ions such as Ag* and Cu** and in the dissolution of metals (silver,
copper, chromium, cobalt, etc.). The SC-2 cleaning solution consists of a
mixture of hydrochloric acid (37 %), hydrogen peroxide (30 %) and water
in a ratio of 1HCL:1H,0,:100H,0 to 1HCI:1H,0,:500H,0 at 70-80 °C. The
pH of this solution is less than 1. Metal ions such as Fe’*, AI**, Zn** and
Mg** hydrolyze in the SC-1 solution and form insoluble metal hydroxides
that are not removed. Hence, SC-2 solution is used since it can dissolve any
metal as metal ion due to the acidic nature of the solution.

SiO, +6HF=SiF,””+2H" +2H,0 (R6.1)
Si+2HO, = 20H" + SiO, (R6.2)
SiO, + 40H = SiO,* + 2H,0 (R6.3)

6.2 Principles of Megasonic Cleaning

In megasonic cleaning, sound waves with a frequency of 1 MHz or larger
are directed from the transducer(s) either parallel or perpendicular to
the wafers that are immersed in the cleaning liquid. The transducers are
made up of piezoelectric materials that possess the ability to convert elec-
trical energy into mechanical energy when high-frequency AC voltage,
between 500 and 2000 kHz, is applied causing the transducer material to
rapidly change dimension or vibrate. The resonant mass of the transducer
transmits these vibrations into the liquid, producing acoustic waves in
the cleaning fluid. Cleaning is achieved through proper choice of chemi-
cal solutions at desired temperatures, transducer power density and fre-
quency of the acoustic field. The acoustic frequency plays an important
role in determining the acoustic boundary layer thickness, which is typi-
cally much smaller than the hydrodynamic boundary layer and affects the
particle removal. The acoustic boundary layer thickness (§) depends on
fluid kinematic viscosity (v) and angular acoustic frequency (w) and is

given by equation 6.1.
1/2
2
o= (—V) (6.1)
w

As seen from Figure 6.2, at 1 MHz, the acoustic boundary layer thick-
ness in water is ~ 1 um and increases with decrease in acoustic frequency.
For a liquid such as glycerol with a much higher kinematic viscosity of
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Figure 6.2 Acoustic boundary layer thickness as a function of frequency for water and
glycerol at 25°C.

about 714 mm?/s [10], the acoustic boundary layer thickness at 1 MHz is
about 50 um.

By comparison, the turbulent hydrodynamic boundary layer (BL) thick-
ness in water at the center of a 450 mm wafer for a free stream velocity as
high as 10 m/s is ~ 4400 um (calculated using equation (6.2) [11]). Thus,
a particle in an acoustic field is likely to experience higher drag than in a
hydrodynamic flow for the same microstreaming or hydrodynamic flow
velocity, respectively.

7
Hydrodynamic BL., , ... = 0.16(%] X (6.2)
X

where v = kinematic viscosity of liquid (m?/s), x = distance from leading
edge to center of a 450 mm wafer (m), and U = free stream velocity (m/s)

6.2.1 Acoustic Streaming

Acoustic streaming refers to time independent motion of fluid due to the
loss of acoustic momentum caused by viscous attenuation and wave inter-
actions with solid boundaries. Particle removal in megasonic cleaning relies
on reduction in boundary layer thickness at the solid-fluid interface that is
achieved by means of three types of streaming, namely Eckart, Schlichting
and Rayleigh which are classified according to scale of the patterns formed.
It is a well known fact that liquid velocities in an acoustic field may not
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simply be sinusoidal even though the motions of sound sources essen-
tially are sinusoidal [12]. Patterns of steady vortices or time independent
circulations of fluid were first observed by Faraday [13]. Rayleigh did the
first theoretical analysis of such phenomena and deduced the flow patterns
[14,15]. He found that a time independent component of velocity exists in
addition to the oscillating component which can be obtained by solving the
Navier-Stokes equation governing the flow. This occurs because of small
drifts in the position of fluid elements during each acoustic cycle, caused
by an attenuation of the wave in a viscous medium [16]. These flows occur
either in a non-uniform sound field or near a solid boundary immersed in
fluid irradiated with sound field or near the oscillating sound source itself.
The flow velocity increases with sound intensity but is always smaller than
the maximum fluid element velocity due to primary sound wave [17].

6.2.1.1 Eckart Streaming

Eckart streaming, which occurs outside the boundary layer, is a bulk flow
of fluid and is characterized by vortices on the scale of the flow field and
only affects the hydrodynamic boundary layer [18]. It reduces the diffu-
sion boundary layer thickness and thus increases the chemical reactivity at
the surface. Figure 6.3 shows the schematic of a typical Eckart streaming
velocity profile in a megasonic tank. The maximum velocity occurs at the
center of the transducer and approaches zero close to the wall. Further, the
streaming velocity increases with sound field intensity or transducer power
density.

Transducer
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Q Megasonic Tank
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; |1 > |2 /
2 .
8 Intensity |,
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Figure 6.3 Schematic of Eckart streaming velocity profile in a megasonic cleaning tank.



250 PARTICLE ADHESION AND REMOVAL

Closed system where net flow of fluid is zero
h=25cm

[ f=0.925 MHz —=f=3 MHz ~ f=5 MHz| d=11cm

30 (for y=h/2) P

Maximum Eckart Streaming
Velocity (m/s)

e ——

V] 2 4 6 8 10 12
Transducer Power Density (W/cm?)

Figure 6.4 Maximum Eckart streaming velocity at different transducer power densities
and sound wave frequencies, f, for a closed channel, where ‘%’ is the distance between the
walls of the closed channel, ‘d’ is the distance between the edge of the transducer and the
channel wall, ‘I’ is half the width of the transducer, ‘y’ is the variable distance from the
channel wall, and y = h/2 corresponds to the center of the transducer at which the Eckart
streaming velocity is calculated.

The Eckart streaming velocity is proportional to the product of the square
of the acoustic frequency and transducer power density and ratio of bulk
to shear viscosity of the fluid. In Figure 6.4, maximum Eckart streaming
velocity [19,20] in water is plotted as a function of transducer power den-
sity for three different megasonic frequencies of 1, 3 and 5 MHz. These cal-
culations are performed for a closed system where the net flow of liquid in
the megasonic tank is zero. Clearly, the Eckart streaming velocity increases
linearly with transducer power density and as the square of the sound fre-
quency. At 1 MHz frequency, the Eckart streaming velocity at 0.5 W/cm?
is ~ 0.05 m/s and increases to ~1.0 m/s at 10 W/cm®. At higher megasonic
frequency of 3 MHz, the streaming velocity increases to ~10 m/s at 10 W/
cm’. The streaming forces can cause high viscous stresses and large veloc-
ity gradients in the boundary layer for the removal of contaminants from
the substrate.

6.2.1.2  Schlichting Streaming and Rayleigh Streaming

Schlichting streaming (boundary layer streaming) results from attenuation
due to continuity of the acoustic displacement field at the solid - viscous
fluid interface [21]. It is a vortex flow inside the viscous layer resulting
from interactions with a solid boundary. The length scale of vortices is
much smaller than the acoustic wavelength and is typically about twice the
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Figure 6.5 Schlichting streaming and Rayleigh streaming [23,24], Reprinted from

Lab on a Chip, M. Wiklund, R. Green and M. Ohlin, Acoustofluidics 14: Applications

of acoustic streaming in microfluidic devices, pp. 2438-2451, copyright (2012)

with permission from RSC Publishing, Adapted from M.E. Hamilton, Y. A. Ilinskii,

E. A. Zabolotskaya, Acoustic streaming generated by standing waves in two-dimensional
channels of arbitrary width, J. Acoust. Soc. Am., 113, 1, pp. 153-160 (2003).

acoustic boundary layer thickness [22]. Rayleigh streaming, which occurs
outside the boundary layer, produces vortices that are of the scale of the
acoustic wavelength [23,24]. Steady viscous stresses are exerted on the
boundaries where these types of rotational motions occur, and these stresses
may contribute significantly to removal of contaminants from surfaces.
A schematic of Schlichting streaming and Rayleigh streaming is shown in
Figure 6.5. A standing wave parallel to the solid surfaces and propagating in
the x-direction consisting of spatially fixed pressure nodes and antinodes is
formed. The Schlichting streaming flow occurs within the viscous bound-
ary layer (gray region) which then generates counter rotating streaming
vortices or Rayleigh streaming outside the viscous boundary layer.

6.2.2 Acoustic Cavitation

Cavitation may be defined as stimulated bubble (or cavity) activity in a
liquid [25]. When the bubble activity is induced by acoustic waves, it is
referred to as acoustic cavitation. This bubble activity is known to produce
chemical and physical effects such as acoustic streaming, shock waves,
fluid jet formation, sonoluminescence, chemical reactions, radiation
forces, and erosion. In turn, these effects drive applications and processes
such as ultrasonic and megasonic cleaning, sonochemistry, sonolysis,
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medical diagnostic imaging, drug delivery, lithotripsy etc. In order to
form a bubble in a liquid, a reduction in liquid pressure is required, which
can be achieved by passing a sound wave through a medium. The tensile
strength of pure water at 25 °C is about 1000 atm. This means that sound
wave pressure amplitude of at least 1000 atm is required to initiate cavi-
tation in water, assuming no other nuclei are present [26,27]. However,
cavitation is observed in liquids with pressure amplitudes as low as 1 atm,
which suggests the pre-existence of nuclei within the liquid. Thus, the
threshold pressure for inception of bubbles in liquid can be significantly
lower than the theoretically predicted values depending on several fac-
tors including gas trapped in crevices or cracks of solid particles, organic
skins around bubbles, partially wetted particulate contaminants, and
others.

6.2.2.1 Stable Cavitation

Two types of cavities, stable and transient, form when the fluid is subjected
to an oscillating pressure field [28]. Stable cavitation has been investigated
in detail by Coakley and Nyborg [29]. Stable cavitation, acting as a sec-
ondary sound source and leading to microstreaming, entails oscillations
of bubbles about an equilibrium size over many acoustic cycles. Acoustic
microstreaming occurs due to emission of the sound waves from the
oscillating bubbles, especially resonating bubbles, generating rapid cur-
rents in localized regions. Microstreaming behavior was first observed
by Kolb and Nyborg in 1956 [30]. The movement of carmine red (indi-
cator particle) in water was monitored using a low power microscope
under acoustic frequencies of about 5-10 kHz. It was noticed that in the
absence of dissolved gas in water and at pressure amplitudes of about
0.1 atm, there was no movement of the carmine red particles, while in the
presence of dissolved gas, the movement was very chaotic. This chaotic
movement was attributed to the movement generated by the vibration
of the bubble (microstreaming). At lower pressure amplitudes, orderly
vortex motions were observed. The presence of microstreaming was fur-
ther justified by the same authors while investigating the degradation of
an organism, Parmecium Caudatum. It was observed that after exposure
to pressure amplitude of about 0.1 atm in the presence of dissolved gas,
the organisms were destroyed after 10 min, while they remained intact
when exposed to sound field in the absence of dissolved gas. The destruc-
tion was attributed to the bombardment of the organisms with the walls
of the container or among each other due to the microstreaming forces
generated.
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Figure 6.6 Sequence of microstreaming patterns at different bubble surface velocities
[31], Reprinted from The Journal of the Acoustical Society of America, 31 (1), S. Elder,
Cavitation Microstreaming, pp. 54-64, copyright (1959) with permission from ASA
Publishing.

Vibration of bubbles close to the solid boundary leads to several stages
of streaming as illustrated in Figure 6.6. A stable mode of bubble vibra-
tion is observed when bubble surface velocity is close to 11 cm/s causing
microstreaming near the top of the bubble [31]. A reversal in streaming
occurs at a bubble surface velocity of 31 cm/s followed by chaotic surface
agitation at 60 cm/s. At this bubble surface velocity, transformation from
stable mode occurs and the bubble is surrounded by a large vortex ring
[31]. Microstreaming can be very useful in transporting the particles from
the viscous boundary to the bulk of the solution.
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6.2.2.2 Transient Cavitation

The second form of cavitation termed as transient cavitation is character-
ized by large bubble size variations and eventual bubble collapse (typically
in less than a few cycles), which can be quite violent. This violent collapse,
accompanied by extremely high temperature and pressure conditions,
often leads to the formation of shock waves with or without the formation
of microjets depending on whether the bubble collapse occurs in the vicin-
ity or away from the solid boundary. It is known that during collapse of
bubbles, temperatures of the order of 4500 K can be reached, which results
in formation of active radicals such as OH*, H*, HO,", O," etc. [32,33].
Both shock waves and microjets can cause dislodgment of particles from
surfaces.

6.2.2.2.1 Shock Wave and Fluid Jet Formation

Bubbles driven into activity by acoustic waves act as sources of pressure
variation and fluid motion [25]. For example, bubbles driven at a reso-
nance frequency entail high fluid velocity causing enhanced heat, mass and
momentum transfer. These high fluid velocities occur at cavitation sites,
the most common forms of which include contaminants on the surfaces.
This situation is very advantageous for removal of particulates or other
contaminants from the surfaces. Whether it be large scale cleaning using
ultrasonics or cleaning of fine structures using megasonics, the type of cav-
itation must produce high velocities for creating necessary drag forces on
the particles without powerful inertial cavitation which might cause dam-
age to the features on the surface. To lower the destructive effect of cavita-
tion, a solvent with higher vapor pressure may be added which provides a
cushioning effect to the collapsing cavity and softens its impact. Similarly,
addition of gas to the liquid in optimum amount reduces the impact of
cavitation.

Ohl et al. have shown that the dynamics of bubble collapse depends
on the distance of separation between the solid boundary and the bubble
center [34]. When this distance is three times or greater the radius of the
bubble, the bubble stays spherical during its collapse and shock waves are
emitted [35]. If the distance is lower than three times the bubble radius,
asymmetrical collapse of the bubble occurs resulting in a fluid jet forma-
tion. Shock waves are emitted in this case also, but are less violent.

Flynn suggests that during transient cavitation, the bubble implodes
and rebounds with extreme pressures [36]. We know that the speed of
sound is an increasing function of liquid pressure. This leads to a signifi-
cant increase in sound speed during collapse and eventual formation of a
shock wave.
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Figure 6.7 Liquid velocity as a function of distance from bubble center after specified
elapsed time [37], Reprinted from Ultrasonics Sonochemistry, 15 (4), V. Minsier and

J. Proost, Shock wave emission upon spherical bubble collapse during cavitation induced
megasonic surface cleaning, pp. 598-604, copyright (2008) with permission from Elsevier.

Minsier and Proost illustrated that a physical discontinuity occurs
between the liquid pressure and velocity during bubble collapse, suggest-
ing the presence of a shock wave [37]. It was demonstrated using numeri-
cal computations that rebound of the liquid after bubble collapse results in
spikes in liquid velocity at a few radial distances from the bubble center.
These spikes correspond to the liquid velocity at the shock wave front as
shown in Figure 6.7. One can notice the decrease in spikes or shock wave
front velocity over time.

The effect of solution parameters on liquid velocity at the shock wave
front is critical in cavitation induced cleaning of surfaces. A high liquid
velocity at shock wave front can clean but can also damage the surface.
Therefore, tuning of solution conditions to optimize the velocity of liquid
at shock wave front is necessary. Cavitation process variables such as initial
bubble radius, sound source pressure amplitude and solution surface ten-
sion have been investigated for their effect on liquid velocity at the shock
wave front. The calculations were performed for water and the results are
displayed in Figures 6.8 and 6.9. It was observed that the liquid velocity at
the shock front increases with acoustic pressure and goes through a maxi-
mum as a function of the initial radius of the bubble. The trend is similar
to that observed for maximum velocity at the bubble wall, the latter values
being much higher in magnitude (of the order of 1000-6000 m/s depend-
ing on the solution conditions). In the case of effect of surface tension,
the liquid velocity at the shock front decreases with increasing surface
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Figure 6.9 Effect of liquid surface tension and initial bubble radius on liquid velocity at
shock wave front at a source pressure amplitude of 4 bar [37], Reprinted from Ultrasonics
Sonochemistry, 15 (4), V. Minsier and J. Proost, Shock wave emission upon spherical
bubble collapse during cavitation induced megasonic surface cleaning, pp. 598-604,
copyright (2008) with permission from Elsevier.

tension. This was attributed to the fact that the maximum bubble velocity
decreases with an increase in surface tension due to the lower maximum
radius of the bubble attained during expansion in liquid with higher sur-
face tension.

Plesset had indicated that the stresses produced by rebound during col-
lapse of a spherical bubble fall off rapidly with distance and hence may not
have a significant impact on damage to surfaces observed during cleaning
[38]. Kornfeld and Suvorov [39] proposed that liquid jets are formed during
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Figure 6.10 Collapse of a spherical bubble initially in contact with a solid boundary

[40], Reprinted from The Journal of Fluid Mechanics, 47 (2), M. Plesset and R. Chapman,
Collapse of an initially spherical vapor cavity in the neighborhood of a solid boundary, pp.
283-290, copyright (1971) with permission from Cambridge University Press.

bubble collapse close to a solid boundary. These bubbles start their collapse
as spheres followed by elongation in the direction normal to the wall and
then form an inward moving jet on the side of the bubble opposite the wall.

Plesset and Chapman used a numerical method for collapse of vapor-
ous bubbles lacking spherical symmetry and obtained the jet velocities for
two cases: a bubble initially in contact with a solid boundary and a bubble
initially at a distance half its radius from the boundary at the nearest point
[40]. The jet velocities of 130 m/s and 170 m/s were obtained respectively
for the two cases. The shapes of the bubbles and jet formations during the
collapse for the two cases are shown in Figures 6.10 and 6.11.

Keswani et al. used high time resolution cyclic voltammetry and chro-
noamperometry techniques to characterize transient cavitation in megas-
onic (~ 1 MHz) irradiated aqueous solutions containing additives such as
dissolved gases (Ar, N, or CO,) or non-ionic surfactants (Triton X®-100
or NCW®-1002) [41,42]. Their results revealed that dissolved Ar and non-
ionic surfactants increase the intensity of transient cavity collapses while
dissolved CO, significantly reduces it. An example of cyclic voltammetry
(CV) plots for experiments conducted using a 25 pm platinum working
electrode in solutions containing 50 mM potassium ferricyanide and sat-
urated with Ar or CO, is shown in Figure 6.12. The current ‘peaks’ (or
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Figure 6.11 Collapse of a spherical bubble initially at a distance half its radius from a
solid boundary [40], Reprinted from The Journal of Fluid Mechanics, 47 (2), M. Plesset and
R. Chapman, Collapse of an initially spherical vapor cavity in the neighborhood of a solid
boundary, pp. 283-290, copyright (1971) with permission from Cambridge University
Press.

actually inverse peaks) observed in CV plots for Ar saturated solutions
exposed to ~ 1 MHz acoustic energy were attributed to diffusion of ferricy-
anide resulting from its accumulation by advection at the end of a transient
cavity collapse. These peaks were not observed in CV of CO, saturated
solutions suggesting absence of transient cavitation in these solutions. The
authors also developed a diffusion based mathematical model that corre-
lates the size of transient bubbles prior to collapse and intensity of bubble
collapse to the magnitude and the rise and fall time of current peaks.

The effect of acoustic frequency, acoustic pulse width, and degassing of
DI water on pressure threshold amplitude to initiate cavitation as measured
using a hydrophone was illustrated by Gouk et al [43]. The pressure thresh-
old in air saturated DI water was found to decrease significantly (about
4 times) with increase in acoustic pulse width from ~ 0.5 to 12 ms at acous-
tic frequencies of 0.98 and 1.76 MHz. The degassing of the DI water also
had a dramatic effect on increasing the threshold. The threshold increased
slightly with increasing the frequency from 0.78 to 1.76 MHz.
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6.3 Particle Removal Mechanisms During
Megasonic Cleaning

Although several mechanisms have been known to occur in megasonic
cleaning of surfaces, the actual cleaning mechanism has been a topic of
debate for many years. Olim estimated that the acoustic pressure force,
which acts parallel to the surface due to the pressure gradient in the direc-
tion of sound wave propagation, cannot remove particles smaller than 350
nm. It was suggested that removal of these particles in megasonic cleaning
requires additional cleaning mechanisms [44].

Ferrell and Crum highlighted two mechanisms by which wafer clean-
ing can be achieved, one by direct interaction of the sound wave with
the particle adhered to the wafer and the other due to cavitation [45]. It
was suggested that the propagation of the sound wave generates a peri-
odic movement of the fluid element which will cause displacement of the
particle. If the particle is displaced sufficiently away from the surface, it
may get detached. However, simple calculations show that the fluid ele-
ment in water at ~ 1 MHz of sound frequency is displaced only a few ang-
stroms from its equilibrium position at a transducer power density of ~ 1
to 2 W/cm? and is unlikely to cause particle removal [46].
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Shwartzman et al. claimed that the time for cavity formation in megas-
onic cleaning was too short (1.25 ps) and that rocking action due to sound
waves, rather than cavitation, was the primary cleaning mechanism [47].
Deymier et al. showed that the acoustic pressure force due to the scattering
of acoustic wave by a particle adhered to the wafer surface is negligible and
therefore unlikely to generate a significant pressure field to cause removal
of particle from the surface [48]. Kim et al. [49] determined that particle
removal in the presence of a megasonic field was brought about by the
interfacial and pressure gradient forces generated by microbubbles present
in the vicinity of adhered particles. Their studies were performed on both
blanket and patterned Si wafers contaminated with fluorescent polystyrene
latex (PSL) particles of ~ 0.7 and 1 pm in diameter in the presence of 0.95
MHz acoustic field. They showed that acoustic pressure gradient does not
primarily remove particles but acts as a secondary factor. However, after
numerous discrepancies, two major cleaning mechanisms, namely acous-
tic cavitation and streaming, have evolved to become widely accepted
mechanisms for removal of particles during megasonic cleaning.

McQueen considered the usefulness of acoustic streaming in reduc-
ing the boundary layer thickness based on his work on removal of nano-
particles from surfaces [50,51]. Deymier et al. investigated the effect of
second-order sound fields such as Schlichting streaming on removal of
particles in megasonic cleaning [52]. They treated the solid as an isotropic
elastic medium and water as a viscous fluid. It was shown that the nor-
mal component (perpendicular to the wafer surface) of the removal force
resulting from the second-order acoustic field was too small to remove the
sub-micrometer sized particles. However, they predicted that the parallel
component of the streaming force can exert significant drag on the particle
and remove it through a rolling mechanism.

Gale and Busnaina explained the roles of cavitation and acoustic stream-
ing in megasonic cleaning [18]. They suggested that stable cavitation results
in strong microstreaming currents close to the wafer surface that can induce
cleaning. Acoustic microstreaming occurs due to the large stable oscilla-
tions of the gaseous cavities which, in turn, causes the rapid movement of
the surrounding liquid in the same pattern as the bubble wall. These gas-
eous cavities can either nucleate on a solid surface or pre-exist in the liquid
solution. If asymmetry in the bubble oscillations occurs, say due to the
presence of a boundary of a particle or a surface, intense microstreaming
patterns develop causing significant shear stresses along the boundary. In
addition to stable cavitation, shock waves and liquid jet formation occurs
due to cavity collapse, which can cause particle detachment. The detached
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particle is then carried away from the wafer surface by streaming forces,
due to strong currents and boundary layer thinning.

Microjet formation is often observed where inertially controlled oscil-
lating bubbles with large displacement amplitudes become unstable fol-
lowing an asymmetry in the flow field around them. This causes one wall
of the bubble to collapse faster than the other, thereby forming a liquid jet
that can attain supersonic velocity and impact the boundary that caused
asymmetry in the first place. If the boundary happens to be a particle sur-
face, it can get dislodged from the surface as a result of this impact. This
form of cavitation is believed to be the primary mechanism for removal
of particulate contaminants from surfaces during cleaning in a megasonic
field. When the same effect is present in ultrasonic cleaning of surfaces,
damage of the surface can occur in addition to removal of particles due to
higher impact velocities of microjets.

Busnaina et al. considered three different mechanisms that may con-
tribute to particle removal: lifting, sliding, or rolling [11]. Zhang et al. pro-
posed that particles will be removed if the drag force (F)), lift force (F,) and
the adhesion force (F) satisfy the following condition with C, being the
coefhicient of friction [53]:

F,2C,(F,-F,) (6.3)

In a megasonic field, the lift force is normally very small and can be
neglected compared to the adhesion force [54]. The van der Waals force,
which is the dominant adhesion force, is given by

F = A123R
a 6H2

0

(6.4)

where F is the adhesion force (van der Waals) between a solid flat surface
and a spherical particle in a liquid medium, A ,; is the Hamaker constant
for particle 1 and substrate 2 with medium 3 in between, R is the radius of
particle and H| is the distance between particle and solid surface.

The removal of a particle by rolling can occur when the ratio of the
hydrodynamic rolling moment to the adhesion resisting moment, RM
(Eq. 5), is much larger than 1 [55]. The rolling mechanism with different

parameters is shown in Figure 6.13.

ey o 139R=0) 63
P;a
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Figure 6.13 The different forces involved in a rolling removal mechanism [62], where,
M,, M, are the adhesion and rolling moments, respectively and F | is the drag force,
Reprinted from Microelectronic Engineering, 87, P. Karimi, T. Kim, J. Aceros, J. Park and
A.A Busnaina, The removal of nanoparticles from sub-micron trenches using megasonics,
pp- 1665-1668, copyright (2010) with permission from Elsevier.

6.4 Types of Megasonic Systems

There are three most common types of megasonic cleaning systems that
exist in market today, namely, immersion type, single wafer spray type,
and single wafer with radial transducer (MegPie®, Prosys Inc., Campbell,
CA). The immersion cleaning systems can be direct or indirect type. In
direct type of megasonic system, sound energy is directly transmitted into
the cleaning fluid as the transducer resonator surface is in direct contact
with the fluid. In indirect megasonic system, the resonator is in contact
with degassed DI water through which the sound wave is transmitted first
before reaching the cleaning fluid. Figure 6.14 shows schematics of a typi-
cal direct and indirect immersion megasonic cleaning systems.

The advantage with indirect megasonic system is that resonator does
not come in contact with the cleaning chemistry, which improves its dura-
bility and lifetime. However, the main drawback with indirect megasonic
cleaning system is that sound energy losses can occur at the solid boundary
that separates the DI water from the cleaning fluid. Attempts have been
made to understand the effect of angle of incidence of sound waves at the
solid boundary on the transmission characteristics [56].

In single wafer spray megasonic cleaning system, sound wave is propa-
gated through a cleaning liquid that is sprayed from a nozzle onto a rotat-
ing wafer surface (Figure 6.15(a)). The spray nozzle moves from the center
of the wafer to the edge at different speeds to allow for uniform distribu-
tion of sound energy across the radius of the wafer.

The MegPie® is a spin cleaning tool with a radial transducer for wet
cleaning of single wafers (Figure 6.15 (b)) under megasonic conditions.
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[65], Reprinted from ECS Transactions, 41 (5), S. Kumari, M. Keswani, S. Singh, M. Beck,
E. Liebscher, L. Q. Toan and S. Raghavan, Effect of dissolved CO, in de-ionized water in
reducing wafer damage during megasonic cleaning in MegPie, pp. 93-99, copyright (2011)
with permission from ECS-The Electrochemical Society.

The radial transducer (area 32.3 cm?) is designed to apply uniform acous-
tic field to a rotating substrate (typically 0 - 60 rpm) at a frequency of
0.925 MHz. Acoustic power density can be generated in the range of
0.15 to 2.94 W/cm®. The rotating chuck is designed to hold single wafer
at a time. Cleaning solutions are dispensed on top of the rotating wafer
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at an appropriate flow rate such that a continuous liquid film (meniscus)
is formed between the rotating wafer and the transducer. In recent years,
single wafer tools have become the choice of cleaning tools and have slowly
replaced immersion tools.

6.5 Particle Removal and Feature Damage
in Megasonic Cleaning

Considerable work has been done to understand the particle removal
mechanisms in megasonic cleaning using different solution chemistries.
Bakhtari et al. studied the removal of polystyrene latex (PSL) nano-par-
ticles from silicon wafers in SC-1 and DI water solutions at 0.760 MHz
[57]. The proposed cleaning mechanism was based on acoustic streaming
for dislodging the particles and double layer repulsive force for prevent-
ing re-deposition of the particles. Lifting, sliding and rolling of the par-
ticles resulting from a higher ratio of drag force moment to adhesion force
moment has been shown to be useful in megasonic cleaning of substrates
[11]. Gale and Busnaina concluded that the particles get removed from the
wafer surface due to microstreaming but are transferred to the bulk solu-
tion away from the wafer by means of other streaming flows [18].

In another megasonic cleaning study by Busnaina and Gale the removal
of PSL and silica particles of different sizes was investigated at 0.862 MHz
at 150 W in SC-1 (1NH,OH:1H,0,:5DI) solution as a function of time. The
cleaning time for complete removal of particles smaller than 300 nm from
the wafer surface was found to be 20 min or longer [58]. Such long cleaning
times can cause excessive loss of wafer surface due to continuous oxidation
and etching in SC-1 solution. The use of DI water instead of SC-1 elimi-
nates the problem of silicon/oxide loss but requires much higher trans-
ducer intensity to achieve a comparable level of cleaning. Keswani et al.
conducted investigations on the feasibility of removal of positively charged
aminated silica particles (~400 nm) from silicon wafers with chemical
oxide in near neutral (pH ~ 6) KCI solutions of different ionic strengths
(1 uM to 1 M) irradiated with megasonic waves at ~ 1 MHz [59]. As can
be seen from Figure 6.16, the particle removal efficiency (PRE) increases
with KCl concentration (ionic strength) and transducer power density and
much lower power densities were required at higher KCI concentration
for a comparable level of cleaning. In DI water alone at 0.43 W/cm?, the
PRE was lower than 10 %. When KCI solution was used at same power
density, the PRE increased from 20 to 95 % with increase in ionic strength
(or KCI concentration) from 1 pM to 0.5 M. Similar trends were observed
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Figure 6.16 Effect of ionic strength on removal of aminated silica particles from
silicon wafers immersed in KCl solution subjected to megasonic field [59], Reprinted
from Microelectronic Engineering, 86 (2), M. Keswani, S. Raghavan, P. Deymier and

S. Verhaverbeke, Megasonic cleaning of wafers in electrolyte solutions: Possible role of
electro-acoustic and cavitation effects, pp. 132-139, copyright (2009) with permission
from Elsevier.

at lower power density of 0.077 W/cm?. Theoretical computations showed
that removal forces due to electro-acoustic effects generated in acoustically
irradiated electrolyte solutions were comparable to van der Waals adhesion
forces under certain conditions and were likely responsible for significant
enhancement of particle removal efficiencies. The work illustrated that
benign electrolytes at near-neutral pH can be used to achieve enhanced
cleaning of wafers at much lower megasonic power densities where feature
damage may be absent.

The removal of particles from patterned wafers is much more challeng-
ing than that from blanket wafers [60]. In a study comparing removal effi-
ciency of 330 nm silica particles from blanket silicon wafers and wafers
with 1 um wide by 2.2 um deep silicon trenches, it was observed that par-
ticle removal was significantly lower for patterned wafers under megasonic
conditions of 0.85 MHz frequency and 3.7 W/cm?* power density. Other
studies have revealed that removal of particles attached to the trench side-
walls or deposited at the bottom of the trench is far more difficult than
removal from top of the trench [61]. The effect of trench width on particle
removal efficiency as a function of transducer power density and cleaning
times at 0.76 MHz of sound frequency was illustrated by Karimi et al [62].
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Figure 6.17 Particle removal efficiency of polystyrene latex particles as a function of

(a) trench width (100 nm particles, 4 min cleaning time) and (b) cleaning time (100%
power, 2 um trench width [62], Reprinted from Microelectronic Engineering, 87 (9),

P. Karimi, T. Kim, J. Aceros, J. Park, A. A. Busnaina, The removal of nanoparticles from
sub-micron trenches using megasonics, pp. 1665-1668, copyright (2010) with permission
from Elsevier.

It was shown, as illustrated in Figure 6.17(a), that for 4 min of cleaning time
at 7.75 W/cm?, the removal efficiency of 100 nm polystyrene latex fluores-
cent particles reduced from ~ 95 to 25 % as the trench width decreased
from 2 to 0.2 um for aspect ratio of 1 and percent power of 100 %. At lower
percent powers, the PRE reduced for all widths of the trench. The cleaning
studies conducted at higher cleaning time of 8 min at 100 % megasonic
power revealed that particle removal efficiency for 100 nm particles was
more sensitive to power density than to cleaning time. Figure 6.17(b) shows
comparison of particle removal efficiencies of 100 and 200 nm particles
from 2 um wide trenches at 100 % megasonic power as a function of clean-
ing time. Clearly, the removal of smaller 100 nm particles is more difficult
than larger 200 nm particles as larger particles experience higher drag for
the same streaming velocity. It is apparent from these studies that by using
high levels of megasonic power density and long cleaning times, significant
particle removal can be achieved for patterned surfaces. Unfortunately,
higher megasonic power also results in more intense transient cavitation, a
phenomenon known to cause damage to fragile features [63].

The effect of megasonic power density on damage to single crystalline
silicon fins of varying widths (30-80 nm) and lengths (10-100 pm) was
investigated by Muralidharan et al. [64]. It was shown that as the power
density increased from 0.43 to 2.2 W/cm? at ~ 1 MHz of sound frequency,
the defect density increased from 0 to 165 #/mm? in air saturated DI water.
Additionally, thin and long lines were found to be more susceptible to
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Figure 6.18 Effect of concentration of dissolved carbon dioxide in DI water and
megasonic power density on damage to high k-metal gate structures consisting of 2 mm
long and 36 nm wide array of lines separated by 523 nm [65], Reprinted from ECS
Transactions, 41 (5), S. Kumari, M. Keswani, S. Singh, M. Beck, E. Liebscher, L. Q. Toan
and S. Raghavan, Effect of dissolved CO, in de-ionized water in reducing wafer damage
during megasonic cleaning in MegPie, pp. 93-99, copyright (2011) with permission from
ECS-The Electrochemical Society.

damage than thick and short lines. Kumari et al. conducted a detailed and
systematic study on damage to high-k metal gate test structures (consist-
ing of HfO,/AIO, TiN and Si layers) with 2 mm long and 36 nm wide array
of lines in air or CO, containing DI water for a range of transducer power
densities (0-3 W/cm?) at 0.93 MHz of megasonic frequency [65]. The
study revealed that breakage of lines was a strong function of power den-
sity and type of gas dissolved. As demonstrated in Figure 6.18, the number
density of line breakages increases from zero to more than 10000 #/mm?
with increase in power density from 0 to 3 W/cm? in air saturated solu-
tions containing 0.5 ppm of dissolved CO,. The defect density decreased
progressively with increase in the concentration of dissolved CO,. In CO,
saturated solution, the defect density was lower than 500 #/mm? at all
investigated power densities.

Other studies have directed their efforts in optimizing the megasonic
process for maximum cleaning performance and lowest damage by con-
trolling the amount and type of dissolved gas in the cleaning solution
and modulating the power density [66,67]. One such study reports that
DI water containing dissolved H, exhibits significantly improved PRE but
simultaneously creates more defects on patterned substrates [66]. Kumari
et al., identified a novel way of suppressing pattern damage and enhancing
megasonic particle removal efficiency by using chemical systems such as
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NH,HCO,/NH,OH that release dissolved CO, to inhibit damaging tran-
sient cavitation at slightly alkaline pH of the solution required to achieve
effective particle removal [68]. This work was continued by Han et al,
[69], who further developed the process by optimization of solution vari-
ables such as pH and cleaning time at ~ 1 MHz and 1.0 W/cm?* of power
density for cleaning of patterned wafers (consisting of thin high k- metal
lines) contaminated with ~ 200 nm silicon dioxide particles. Figure 6.19(a)
shows particle removal efficiency in two different solutions namely
NH,OH and NH,HCO,(0.5 M)/NH,OH at two different pHs of 8.2 and
8.5 in the presence and absence of megasonic fields. The authors reported
that both NH,OH and NH,HCO,/NH,OH solutions exhibited comparable
and high cleaning efficiencies at both pHs. However, damage studies con-
ducted under similar megasonic conditions as a function of time revealed
that defect density was lower in NH,HCO,/NH,OH solutions compared to
NH,OH solutions as can be seen from Figure 6.19(b). It should be noted
that any increase of pH of NH HCO,(0.5 M)/NH,OH solutions would
have yielded lower concentrations of CO,(aq.) which would have reduced
the damage suppressing capacity of CO,(aq.). One of the disadvantages of
this process is that it requires significant concentration of NH,HCO, to
generate necessary concentration of CO, (aq.) for damage reduction and
relies on etching for particle removal.

Another study by Hagimoto et al. indicated that greater the concentra-
tion of dissolved gases such as N, and O,, higher is the particle removal
under megasonic conditions [70]. Experiments were performed on silicon
substrates with polysilicon gate structures (<90nm thick). The substrates
were contaminated with SiN particles and subjected to megasonic clean-
ing in ammonia-peroxide mixtures (APM). It can be clearly seen from
Figure 6.20 (a) that as the concentrations of N, and O, increase from 2 ppm
and 5 ppm to 16 ppm and 20 ppm, respectively, there is a simultaneous
increase in particle removal. However, in the case of dissolved CO, as the
concentrations of dissolved CO, increased from 50 ppm to 300 ppm, the
PRE remained almost constant. The effect of higher concentrations of dis-
solved N, and O, in improving PRE was attributed to movement of water
molecules due to microbubbling effect of dissolved gases. A contrasting
behavior was observed in the presence of dissolved CO, owing to the fact
that CO, readily reacts with water to form HCO," or CO,* ions, thereby it
does not activate the movement of water molecules. Damage studies at two
different megasonic powers indicated (results shown in Figure 6.21(a)) that
almost no damage (# of pattern collapses) was observed in solutions con-
taining dissolved N, and O, at lower power of 200 W while significant dam-
age was observed with dissolved CO, under similar megasonic conditions.
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conditions of ~ 1 MHz and 1.0 W/cm? [69].
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Increasing the megasonic power to 600 W significantly increased the num-
ber of pattern collapses for all gases.

Another study [66] reported investigations of particle removal from
200mm p-type (100) silicon substrate contaminated with Si,N, particles
(0.1-10 pm) in DI water gasified with different gases (H,, N, O, and Ar).
Pattern collapse studies were conducted on SiO_ /polysilicon/SiO, gate
stacks (60-120 nm) and photoresist lines (150-300 nm). The transducer
frequency was 0.83 MHz and power was maintained at 70% of the peak
value. Figure 6.20 (b) indicates that as the partial pressure of the dissolved
gas (H, O, N, and Ar) increases from a low level to 0.1 MPa, the PRE also
increases. Highest PRE was observed for dissolved H, gas at a partial pres-
sure of 0.1 MPa, which was attributed to the greater diffusivity of H,. On
the other hand, although Ar has the highest solubility amongst these gases,
it yields the lowest PRE owing to its cushioning effect.

Damage studies (Figure 6.21 (b)) revealed that dissolved H, gas caused
the maximum damage even at low levels, while, the opposite was observed
with Ar dissolved DI water. Again, high damage in H, dissolved DI water
was attributed to the higher intensity of transient cavitation of H, bubbles
due to greater diffusivity of hydrogen.

Transducer variables such as power, frequency, duty cycle and pulse
duration have been of great interest in determining efficient conditions
for particle removal. Detailed cavitation studies have been conducted by
Hauptmann and coworkers [71,72,73] to improve understanding of bubble
behavior which affects particle removal. They noted that at ~ 1 MHz, for
a given duty cycle of 25%, by varying the pulse duration (PD) from 10 ms
to 1 s, there is an optimal value of PD (~ 300 ms) for which a maximum
in cleaning efficiency occurs [71]. It was suggested that for a fixed pulse
duration and duty cycle, there exists a bubble size (probably largest) that
generates a maximum particle removal force (upon collapse). The authors
conducted cleaning studies using 300mm silicon wafers in O, saturated
ultrapure water (UPW). The transducer frequency, power density and
duty cycle were maintained at 980 kHz, 0.5 W/cm?* and 25%, respectively.
It can be seen from Figure 6.22 that as the pulse duration increases, the
PRE initially increases and reaches a maximum at about 250-300 ms and
decreases with further increase in PD. The variability in PRE with respect
to pulse duration was attributed to different size distributions in bubbles.

Shende et al. [74] performed a study on the effect of transducer frequency
and type of chemistry on the acoustic energy and damage. Substrates used
for the study were photomasks with aspect ratio of 1:1 to 1.8:1. Four different
transducer frequencies (1, 2, 3 and 4 MHz) were employed. The chemistries
used were CO, containing DI water, H, containing DI water, NH,OH-DI
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Figure 6.22 Particle removal efficiency and sound (harmonic) signal as a function

of pulse duration (PD), duty cycle = 25%, power density = 0.5 W/cm? and acoustic
frequency = 980 kHz [71], Reprinted from AIP Conference Proceedings, 1433 (1),

M. Hauptmann, H. Struyf, P. Mertens, M. Heyns, S. De Gendt, C. Glorieux and S. Brems
, The importance of control over bubble size distribution in pulsed megasonic cleaning,
pp. 299-303, copyright (2012) with permission from AIP Publishing LLC.

water and SC-1 solution. It can be seen, from Figure 6.23 (a), that for sam-
ples treated with CO, containing DI water, the acoustic energy increases
with decreasing frequency. A similar trend was seen for other chemistries.
This increase in cavitation with decreasing frequency could possibly mean
that cavitation is more intense at lower frequencies. Figure 6.23 (b) indi-
cates that at a particular transducer frequency of 3 MHz, the acoustic ener-
gies for NH ,OH-DI water, SC-1- DI water and CO,-DI water were almost
similar while that for H,-DI water was lower than the others.

Figure 6.23 (c) and (d) show that at transducer frequencies of 3 and
4 MHz, the damage counts are highest for a medium concentration of
dissolved H,. This observation is in contrast to the results obtained from
acoustic energy experiments. The acoustic energy plots show a moderate
acoustic energy for medium dissolved concentration of H,. It is to be noted
that the damage counts observed for other concentrations of H, were lower
in the case of 4 MHz in comparison to that at 3 MHz. Also, in the study it
was concluded that the sonoluminescence signal was higher at lower fre-
quencies which was in agreement with the acoustic energy studies.

Considerable amount of research has been done on the effect of megas-
onic field in cleaning of EUV masks [75,76,77,78]. These studies have inves-
tigated the effects of various factors such as type and flow rate of cleaning
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P. Dress, Megasonic cleaning: Possible solutions for 22nm node and beyond, Photomask
Technology 2011, W. Maurer and E E. Abboud, Editors, Proc. SPIE 8166, 816614 (2011),
Copyright 2011 Society of Photo-Optical Instrumentation Engineers.

solution, concentration and nature of dissolved gases, acoustic frequency,
proximity of transducer to cleaning surface, substrate rotation speed, and
type of sound source (MegPie® and horn type) on particle removal and
damage. Particle removal efficiencies have been reported to increase with
substrate rotation speed (100-500 rpm) and decrease with increase in
megasonic frequency (3 and 4 MHz) [78]. Interestingly, transducer geome-
try plays an important role in generation of defects (pits), which have been
reported to be lower in number when MegPie® tool is used due to the uni-
formity in the sound field. As for dissolved gases, increasing the concentra-
tions of dissolved gases such as O,, N, and CO,, has shown to increase the
number of pits suggesting that there is an optimal concentration of gases
that results in lower number of defects [77]. Single and multiple/batch
wafer cleaning processes have also been pursued by researchers, primar-
ily to determine a more efficient method for particle removal [79]. For a
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fixed power density (0.35 or 0.7 W/cm?) and cleaning time (30, 60, 120 or
300 s), it has been observed that for Si,N, or SiO, particles (greater than 60
nm in size), single wafer cleaning processes provide higher PRE compared
to batch/multiple wafer cleaning processes [79]. Overall, the studies have
highlighted the importance of optimizing the sound field, and solution and
tool variables in development of a megasonic cleaning process that can
offer good cleaning performance with no damage.

6.6 Summary

A comprehensive understanding of the acoustic field effects such as
streaming and cavitation is essential for identifying particle removal
mechanisms that play an important role in megasonic cleaning. The suc-
cessful development of a damage-free and effective megasonic cleaning
process requires a careful optimization of various sound field and solu-
tion parameters including acoustic frequency, power density, pulse time
and duty cycle, solution chemistry, and dissolved gases, which directly
affect the cavitation and streaming phenomena. This book chapter covers
in detail both fundamental and practical aspects of megasonic cleaning
technology with the intention that the readers will be able to advance their
knowledge in acoustic field and apply it for solving megasonic cleaning
problems in industry.
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Abstract

The method for removal of solid particulate contaminants using high speed
impinging air jet is discussed with particular attention to the effects of operating
conditions on the removal efficiency. The operating conditions described here are
air pressure in the jet nozzle, distance between nozzle tip and the surface on which
particles are adhered, jet impinging angle, humidity of