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Foreword
Nanomaterials are being incorporated into products all around us and are having an 
incredible impact on durability, strength, functionality, and other material proper-
ties. There are a vast number of nanomaterials presently available, and new formula-
tions and chemistries are being announced daily. The range of options and available 
materials creates a difficulty for the researcher who wishes to improve his product 
and doesn’t understand the properties and potentialities of the various nanomaterials.

This book was compiled with a view to helping product developers and material 
scientists to understand the various types of nanomaterials and their applications.

In Chapter 1, Kushagra et al. provide an overview and discussion of the scale 
of nanomaterials and nanomachines, relating specifically to integrated circuits and 
microelectromechanical systems.

Nanomaterials can offer extremely high ratios of surface area to volume, and this 
has an impact on both the physics and the chemistry of reactions. Chapters 2 through  
4 offer insight into the interactions of different nanomaterials with chemical reac-
tions, with biological processes, and the effects on the environment.

The strength of nanotubes, 2D materials such as graphene, and nanocoatings is 
transforming material science. Chapters 5  and 6  relate to the mechanical proper-
ties of nanomaterials and the potential treatments that can be used to improve their 
performance.

Although electronic devices have followed Moore’s law for decades, basic physi-
cal limitations may be bringing predictable performance improvements to an end. 
Chapters 7 and 8 describe some of the most recent accomplishments in the use of 
nanomaterials to create new forms of electronic devices. Some of these techniques 
may usher in a new era of high-speed computation or storage.

Chapters 9 and 10 discuss the optical properties of certain nanomaterials and 
their real-world applications in improving lasers and optical absorbers.

Finally, Chapter 11 describes an application in the area of energy storage and ways 
in which nanomaterials from waste products may be used to improve capacitors.

We hope that the readers find this book informative and exciting and that it serves 
to lead them to the discovery of new applications of nanomaterials.

Gordon Harling
Glen Hart Inc.
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1

1 Top Down Meets Bottom 
Up for Nanoscale 
CMOS and MEMS

Arindam Kushagra, Sampath Satti, 
and V. Ramgopal Rao

The drive toward smaller feature sizes in complementary metal-oxide semicon-
ductor technology enables increased processing power and transistor density, 
while reducing the cost per transistor. Considerable effort has been devoted to the 
top-down  creation of nanoscale devices, but feature sizes are ultimately limited 
by the capability of lithography and processing complexity. This is especially 
true as the dimensions of the channel are in the atomic scale. True integration 
of top-down and bottom-up processes provides an opportunity to leverage the 
paradigm of bottom-up fabrication which is complementary to positional align-
ment and system complexity afforded by top-down fabrication and assembly. This 
chapter is broadly divided into two separate sections discussing about the role 
of self-assembled monolayers (SAMs) in fabricating electronic devices and the 
role of nanowires grown on microelectromechanical system devices, especially 
zinc oxide (ZnO) nanowires on cantilevers, and using them for various sensing 
purposes.
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2 Nanomaterials

1.1 SAMs OF PORPHYRINS

SAMs provide a convenient, flexible, and simple  system with which one can tailor 
the interfacial properties of metals, metal oxides, and semiconductors. They are 
assemblies of organic surfactant molecules formed by the adsorption of molecular 
constituents from solution or the gas phase onto the surface of solids or liquids. 
The adsorbate molecules organize into crystalline or semicrystalline structures on 
the substrate. The molecules or ligands that form SAMs consist of three parts: 
a headgroup that possesses a high affinity for the substrate; a tail group whose 
chemical nature now affects interfacial surface properties of the material such as 
hydrophobicity, surface potential, and roughness; and a structural group between 
the head and tail groups. There are a number of headgroups that bind to specific 
metals, metal oxides, and semiconductors. The most extensively studied class 
of SAMs is derived from the adsorption of alkanethiols on gold, silver,  copper, 
 palladium,  platinum, and mercury. The high affinity of thiols for the surfaces of 
noble and  coinage metals makes it possible to generate well-defined organic sur-
faces with  useful and highly alterable chemical functionalities displayed at the 
exposed interface.

Porphyrins are nitrogen-containing compounds derived from the tetrapyrrole 
porphin molecule. The basic structure of the porphyrin macrocycle consists of four 
pyrrolic subunits linked by four methine bridges (Figure 1.1).

Porphyrins bind metals to form complexes, usually with a charge of 2+ or 
3+, which reside in the central cavity formed by the loss of two protons. These 
metalloporphyrins play an important role in biology. Fe(II) porphyrin complex is the 
functional part of hemoglobin protein, responsible for oxygen transport and storage 
in living tissues. The Mg-complexed porphyrin present in chlorophyll plays a major 
role in the photosynthesis process in plants.

In this chapter, we aim to illustrate the synergistic effect of combining the top-
down and bottom-up approaches to keep up with scaling demands as well as open 

N

NNH

HN

FIGURE 1.1 Simplest member of the porphyrin family, porphin.
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3Top down Meets Bottom up for Nanoscale CMOS and MEMS

up new possibilities for emerging nanoelectronic device platforms. We utilize SAMs 
of porphyrins as a means unto the end goal of keeping up with scaling laws, which 
are dictated by top-down processes. This has been illustrated through the following 
application cases:

 1. Porphyrin SAM as a copper diffusion barrier for advanced CMOS technologies
 2. Variable interface dipoles of metallated porphyrin SAMs for metal gate work 

function tuning in advanced CMOS technologies
 3. Fabrication of unipolar graphene field-effect transistors (FETs) by modify-

ing source and drain electrode interfaces with zinc Porphyrin

1.2 COPPER INTERCONNECT AND LOW-k DIELECTRICS

Interconnects distribute important global signals across an integrated circuit, as well 
as locally connect different transistors. With CMOS process technologies scaling to 
smaller dimensions, copper is the material of choice for interconnect metallization. 
Copper possesses one of the highest electrical conductivities among metals as well as 
high electromigration resistance. These properties enable a higher processing speed by 
virtue of a lower interconnect resistive-capacitive delay (Figure 1.2) [1,2].

The dielectric constant of the interlayer dielectrics (ILDs) is equally important to 
reduce signal delay and cross talk. Low-k dielectric materials such as silsesquioxane 
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Intermediate

Metal 1

Metal 1 pitch

Pre-metal dielectric
Contact plug

Dielectric

Dielectric capping layer

Copper conductor with
barrier/nucleation layer

Etch stop layer

FIGURE 1.2 Schematic of a typical interconnect–dielectric setup. (Data from The Semicon-
ductor Industry Association, International Technology Roadmap for Semiconductors. Austin, 
TX: International SEMATECH, 2009.)
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4 Nanomaterials

and silane-based compounds have been developed with k values as low as 1.5 [4,5]. 
With ongoing scaling in CMOS technology node, however, major reliability concerns 
arise due to copper diffusion through ultrathin ILDs as well as thermal stability. 
Diffusion of the metal into the dielectric can lead to high leakage currents, lower-
ing performance [6]. In such a scenario, it is desirable to have a diffusion  barrier to 
prevent copper diffusion. 

1.2.1 Challenges to traditional top-down approaChes

Traditionally, sputtered ternary nitride alloys such as Ta–Si–N, W–Si–N, and 
W–B–N have been used as barrier materials. CMOS nodes below 45 nm, how-
ever, require a diffusion barrier of 1–3 nm thick colloquially called an ultrathin 
barrier [7]. Barrier layers up to 10  nm have been realized by chemical vapor 
deposition (CVD) processes as in the case of TiSiN and WN [8]. Atomic layer 
deposition (ALD) processes can achieve film thicknesses of below 5 nm but are 
plagued by issues such as high defect densities and the presence of fast diffusion 
paths [9].

1.2.2 saMs as diffusion Barrier—a BottoM-up solution

Mrunal et  al. [9] have reported the use of a SAM of a zinc tetraphenylporphyrin  
(Zn-TPP-OH) molecule [10] to function as a diffusion barrier against copper diffu-
sion. By their very definition, SAMs satisfy the thickness requirements of the CMOS 
node. Additionally, they can withstand back end of line (BEOL) processes, deposit 
in a conformal fashion, and are extremely cost effective. Krishnamurthy et al. have 
shown that the organosilane monolayers can inhibit Cu diffusion into SiO2. The size 
and functional groups present in the molecule forming the monolayer have a role 
in the barrier properties of SAMs. SAMs with long-chain lengths screen Cu atoms 
from the influence of the substrate and the aromatic rings sterically hinder Cu diffu-
sion between the molecules through the SAM layer [11]. Mikami et al. demonstrated 
the use of 2-(diphenylphosphino)ethyltriethoxysilane as a SAM barrier, wherein the 
Cu–P bond is understood to prevent copper diffusion [12]. SAMs can serve as seal-
ants for porous low-k ILDs. Caro et al. observed an improvement in the adhesion and 
inhibition of Cu silicide formation with NH2 SAM derived from 3-aminopropyltri-
methoxysilane [13].

The choice of Zn-TPP(OH) as the SAM molecule is due to the presence of 
 several of the chemical moieties that contribute toward acting as a barrier for copper 
 diffusion. Phenyl aromatic rings present in the molecule have been known to steri-
cally hinder copper diffusion. The presence of zinc ion in the core of the porphyrin 
molecule can also prevent diffusion due to electronegativity. The pyrrole units in the 
molecule supplement these effects by virtue of formation of Cu–N bonds that hinder 
copper diffusion as well (Figure 1.3).

X-ray photoelectron spectroscopic (XPS) studies were performed on the sam-
ples with the SAM on the dielectric in a metal-insulator-semiconductor capacitor 
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5Top down Meets Bottom up for Nanoscale CMOS and MEMS

(MISCAP) structure to extract information about the exposed surface of the sample, 
that is, the monolayer. XPS enabled an etching of the sample using a 3 keV Ar+ ion 
beam. The results of the chemical species before and after the etch were compared. 
Similar results of decrease in binding energy after etching have been described ear-
lier in literature [15].

Bias temperature stress (BTS) conditions, which are a combination of an anneal-
ing step and electrical stress, were performed on metal-oxide- semiconductor 
capacitor (MOSCAP) and MISCAP structures to evaluate the diffusion of cop-
per species into the dielectric. This diffusion was measured through electrical 
measurements as well as physical secondary ion mass spectrometry (SIMS) 
experiments.

In the case of the electrical measurements, the mobile charge created as a result of 
the BTS conditions was determined from the lateral shift of the capacitance–voltage 
curves (Figure 1.4).

 Q q VCm oxCu=   = −∆
+

where:
Qm is the mobile charge
∆V is the voltage shift
Cox is the oxide capacitance

Figure  1.2 demonstrates the effect of a SAM on the C–V characteristics of a 
MISCAP structure. For MISCAPs without the SAM layer, the C–V curve 
shifts leftward on stressing for longer time intervals. This can be explained by 
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FIGURE 1.3 Zn2P3/2, O, and C1s peaks of the ZnTPP(OH) monolayer on SiO2 before and 
after etching. The peaks obtained due to the monolayer disappear or decrease in intensity 
as the sample is etched. (Data from Khaderbad, M.A. et al., IEEE Trans. Electron Dev., 59, 
1963–1969, 2012.)
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6 Nanomaterials

formation of mobile charges in the dielectric layer, which occur due to the dif-
fusion of copper. In the presence of the barrier layer of SAM, the copper diffu-
sion, and therefore the shift in C–V, is reduced. Additionally, the presence of the 
SAM does not affect the C–V characteristics at 0 min (prior to BTS conditions), 
as evinced by the coincidence of the Cu/BD/Si (Figure 1.5) and Cu/SAM/SiO2/
Si (Figure 1.6).

SIMS was performed on the following MISCAP structures: Cu (50  nm)/SiO2 
(150 nm)/Si and Cu (50 nm)/SAM/SiO2 (150 nm)/Si samples annealed at 400°C in 
a nitrogen atmosphere for 1 h. A 30 keV gold ion source was used for high mass-
resolution spectroscopy. A 3 keV Cs gun was used for sputter removal of the differ-
ent layers on the sample. The type as well as the number of sputtered species was 
measured by a time-of-flight instrument. This characterization technique enables us 
to extract the density of diffused copper species at different depths by alternating 
between sputtering the surface and sampling the species so formed. The copper/
ILD interface is deduced from the copper and silicon depth profiles. A kink in the 
Cu profile indicates piling up of copper atoms that diffuse into ILD [37]. An abrupt 
gradient in the depth profile was observed in samples with SAM, which shows the 
effectiveness of ZnTPP(OH) monolayer as a good barrier layer to copper diffusion 
into ILD. Similar results were obtained for MISCAP structures with black diamond 
as a dielectric material.
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Cu/Zn-P SAM/SiO2/Si

BTS 4.5 MV/cm, 100°C

Back contact

0 min
Stress time

30 min
60 min

0 min
Stress time

30 min
60 min

0.8

0.9

1.0

Voltage (V)

C
/C

 m
ax

2−2−4−6 4

FIGURE 1.4 Capacitance–voltage characteristics for MISCAP structures shown in inset 
with (solid legends) and without (hollow legends) SAM. The temperature applied was 100°C 
and the field strength of 2.5  MV/cm was applied for different time intervals. (Data from 
Khaderbad, M.A. et al., IEEE Trans. Electron Dev., 59, 1963–1969, 2012.)

© 2016 by Taylor & Francis Group, LLC

  



7Top down Meets Bottom up for Nanoscale CMOS and MEMS

1.3  METAL GATE TECHNOLOGIES—WORK 
FUNCTION TUNING REQUIREMENTS

Top-down technologies have enabled aggressive scaling resulting in nanometer-
level feature sizes. Traditional poly-Si gate electrodes are desired due to their ability 
to make a Fermi-level adjustment to the gate work function by donor or acceptor 
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FIGURE 1.5 SIMS depth profile of MOSCAP devices. The number of counts of copper 
observed after sputtering for t seconds is shown with SAM (solid legends) and without SAM 
(hollow legends). The drop in the number of copper counts is steeper for SAM-modified 
dielectric indicating its utility as a diffusion barrier. (Data from Khaderbad, M.A. et al., IEEE 
Trans. Electron Dev., 59, 1963–1969, 2012.)
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FIGURE 1.6 SIMS depth profile of copper obtained with and without SAM on SiO2 dielec-
tric after annealing in a nitrogen environment for 1 h. The interface between the copper and 
SiO2 can be deduced by the increase in the count of silicon species. (Data from Khaderbad, 
M.A. et al., IEEE Trans. Electron Dev., 59, 1963–1969, 2012.)
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8 Nanomaterials

implantation. With aggressive scaling, the traditional polysilicon–SiO2 gate dielec-
tric structure shows degraded performance due to short-channel effects. Leakage 
current due to tunneling through the gate, Boron penetration causing threshold 
voltage fluctuations, polysilicon depletion, and high gate sheet resistance are some 
examples of these undesirable effects [16,17]. As a result, metal gates have been used 
below the 45 nm node to overcome these challenges.

The first commercial use of metal gate electrodes and high-k dielectrics has been 
demonstrated by Intel in its 45  nm node technology [18]. The challenge was to 
develop metal gates that not only eliminate gate depletion and boron penetration 
problems, but also reduce the gate sheet resistance. Suitable metal gates are required 
to possess good interfacial properties with respect to the chosen high-k dielectric 
as well as an appropriate work function, which is around 4 eV in the case of n-type 
metal-oxide semiconductor (NMOS) and 5 eV for p-type metal-oxide semiconduc-
tor (PMOS). The requirement of different work functions for PMOS and NMOS 
forms the cornerstone of the rationale behind work function tuning of metals. Use 
of a single midgap metal for both PMOS and NMOS would result in large threshold 
voltages, whereas use of unique metals for PMOS and NMOS would lead to addi-
tional processing complexity and increased cost. Hence, an analog of donor/acceptor 
 doping of polysilicon has to be developed for metal gates.

1.3.1  work funCtion engineering using 
saMs—a BottoM-up faCilitation

Dipolar SAMs on various interfaces have an enormous potential to tailor the behav-
ior of nanoelectronic devices. In a previous work done by Gu et al., dipolar amino-
propyl triethoxy silane (APTES) SAM was used to tailor the work function of Ti 
on SiO2/Si and the change was attributed to the change in the electrical potential at 
the Ti/SAM interface [19]. De Boer et al. demonstrated that the derivatives of alka-
nethiols can be used for the formation of chemisorbed SAMs of thiol molecules on 
coinage metals, which increases the work function of Ag (ΦAg ~ 4.4 eV) to 5.5 eV 
(ΔΦ ~ 1.1 eV). The ordering of molecules in SAMs creates an effective dipole at 
the metal/SAM interface, which causes the change in metal work function [20,21]. 
Heimel et al. demonstrated that the work function modification is determined by the 
local ionization potential and electron affinity at the docking group side of the SAM, 
the interface dipole resulting from the bond formation, and the step in the vacuum 
potential across the SAM (resulting from the aligned molecular dipole moments) [22]. 
Venkataraman et al. demonstrated a spatial tuning of metal work function by utilizing 
surface chemical gradients of two different molecules and a controlled deposition 
process [23].

In Mrunal et al.’s work, tetraphenyl(OH) molecules have been used to form 
SAMs on SiO2 and engineer the work function [24]. They have demonstrated 
that the dipolar properties can be tuned by incorporating various metal species 
in them. SAMs provide excellent thickness control, as well as the wide range 
of their derivatives. The dipole moment can be tuned not only by changing the 
central metal ion, but also by changing the groups attached to the porphyrin ring 
(Figure 1.7).
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9Top down Meets Bottom up for Nanoscale CMOS and MEMS

The SiO2 substrate with activated hydroxyl groups was dipped in a 10–4 M  solution of 
TPP(OH) in toluene for 5 min. For electrical characterization, Al/SiO2/Si and Al/SAM/
SiO2/Si MOSCAP test structures were fabricated. Al gate/back contact was deposited. 
The hydrogen fuel cell vehicle (HFCV) technique was used for extracting the flat-band 
voltage (Vfb), the work function difference (Φms), and other important electrical param-
eters for the test capacitors (Figures 1.8 and 1.9).

The normalized C–V curves for MOSCAP structures with and without SAM are 
compared. As seen in Figure 1.6a, the presence of SAM results in an increase in the 
effective oxide thickness, decreasing the value of Cmax.

The potential (ΦSAM) across SAM modifies the surface potential at the metal/
SAM interface, thereby increasing or decreasing the Φmetal. Therefore, the measured 
metal workfunction is given by

HO
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FIGURE 1.7 (a) TPP(OH) with different central metal ions. (b) Representation of SAM 
formed on SiO2. (Data from Zhu, Y. et al., Adv. Mater., 22, 3906–3924, 2010.)

Si

SAM

7.0 μm

11
0

120

140

0.00

0.50

1.00

0.75

12 13 24 25
Atomic number(b)(a)

Mg Fe

Co

Zn

A
tm

. r
ad

iu
s (

pm
)

ΔV

26 27 28 29 30 31

FIGURE 1.8 (a) Surface potential plot of patterned Fe porphyrin SAM on Si obtained by 
Kelvin probe force microscopy. The intensity observed is directly proportional to the surface 
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 Φ Φ Φmetal, mod metal SAM= +

where:
Φmetal,mod is the modified metal work function due to SAM
Φmetal is the metal work function
ΦSAM is the potential due to dipolar SAM

Due to the presence of π-conjugation in porphyrins, and the direction of dipole 
moment toward the Al back gate, a Vfb shift occurs toward the left in the C–V curves 
of the fabricated MOSCAP. The magnitude of the shift is higher for porphyrins 
with Zn and Cu metal ions, which decreases onward to Ni and Co. This trend 
matches in Vfb matches with that of the calculated dipole moment for each metal-
lated porphyrin.

1.4 UNIPOLAR GRAPHENE OXIDE FETs

Graphene, a two-dimensional network of carbon atoms, possesses unique electri-
cal and mechanical properties. It has a large specific surface area, high intrinsic 
mobility, high Young’s modulus, and high thermal conductivity [25,26]. Reduced 
graphene oxide (RGO), a solution-processed form of graphene, is being consid-
ered in various sensor applications, albeit slightly defective compared to graphene 
[27–29]. Solution processability of RGO enables spin-coating and drop-casting 
deposition methods to pave the way for efficient, low-cost, and large-scale device 
fabrication [30–32].

The ambipolar conductance in RGO (and graphene) is undesirable, because the 
power consumption is higher in such logic circuits compared to unipolar logic. Wang 
et al. have achieved unipolar transport in graphene using nitrogen doping, whereas 
Nouchi et  al. used cobalt electrodes in graphene FETs, resulting in asymmetric 
electron–hole currents in the devices [33,34]. The mechanism critical to achieving 
 unipolar devices is asymmetry between electron and hole injection.
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1.4.1  ModifiCation of eleCtriCal transport 
properties—a BottoM-up approaCh

SAMs of organic surfactants enable a flexible, versatile, and powerful method to 
engineer interfaces to tune the properties of electronic devices. Abe et  al. have 
tuned the threshold voltage of pentacene organic FETs (OFETs) by carrier dop-
ing at the charge–transfer interface [20]. Asadi et  al. have shown that SAMs of 
alkanethiols can manipulate the charge injection in OFETs [35]. Calhoun et  al. 
have functionalized the surface of organic semiconductors with SAMs to enable 
their usage as sensors [36]. Fluoroalkyltrichlorosilane (FOTS) SAM was used by 
Lee et al. to modify graphene resulting in high-surface doping levels and increased 
carrier density [37]. Barrier heights in OFETs are determined by the difference 
between the metal electrode work function (φ) and the highest occupied molecular 
orbital/lowest unoccupied molecular orbital (HOMO/LUMO) level of the semi-
conductor, assuming a Mott–Schottky model. However, through the integration 
of dipoles (naturally occurring and artificial) at the metal/semiconductor inter-
faces, barrier heights can be modulated, significantly affecting the charge injection 
[38,39]. When appropriate SAMs with functional groups are grafted onto metal 
surfaces, an effective dipole at the metal/SAM interface is created which tunes the 
metal work function.

Dipolar monolayers of metalloporphyrins are excellent materials for this appli-
cation, due to their diverse structural motifs and associated electrical, magnetic, 
optical, and chemical properties. The integration of 5-(4-hydroxyphenyl)-10,15,20-
tri(p-tolyl) zinc(II) porphyrin (Zn(II)TTPOH) SAMs at the electrode interfaces of 
reduced graphene oxide (RGO) transistors and study their influence on the electri-
cal properties of the transistors is reported by Mrunal et al. [39]. A higher injection 
 barrier for electrons has been proposed as a reason for the observed unipolar current 
characteristics. The injection barriers for electrons and holes have been computed 
through  density functional theory (DFT) calculations of the ZnTPP(OH) molecule 
and  correlate well with the work function of the porphyrin-modified electrodes 
obtained through Kelvin probe measurements.

Barrier heights for charge injection into the semiconductor can be expressed as 
(Figure 1.10)

 ϕ ϕ ϕ ϑe M dipole= + ∆ −

 ϕ ϕ ϕ ϑh g M dipole= − + ∆ −E ( )

where:
ϕM is the metal work function
ϑ is the electron affinity
Eg is the energy band gap
∆ϕdipole is the barrier change due to interface dipole

Different peaks in cyclic voltammograms correspond to different oxidation/ reduction 
states of the material (Figures 1.11 and 1.12). The onset of oxidation is related to the 
HOMO/LUMO energy corresponding to the removal/addition of electrons.
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Combining the values of HOMO and LUMO extracted through cyclic voltam-
metry and the dipole moment extracted through Kelvin probe force microscopy, the 
barriers for electron and hole injection into RGO are calculated to be 2.2 and 0.11 eV, 
respectively. Unequal injection barriers result in unipolar behavior.

1.5  INCORPORATION OF NANOWIRES IN 
MICROELECTROMECHANICAL SYSTEM 
DEVICES FOR SENSING APPLICATIONS

In this section, we discuss about the integration of bottom-up approaches with the 
microelectromechanical system (MEMS) platforms, especially microcantilevers. 
In the first case study, we explore the use of ZnO. ZnO nanowires have sparked 
great interest among researchers for various applications owing to their piezoelec-
tric property. ZnO has been used as pre-concentrator material in sensing volatile 
organic compounds upon integration with strain-sensitive microcantilevers [41]. 
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FIGURE 1.12 Kelvin probe force microscopy was used to calculate the surface potential 
measurements of the ZnTPP(OH) SAM on RGO to compute the dipole effect due to the 
monolayer. The surface potential measurements of RGO are shown with respect to SiO2  
(a) with and (b) without the SAM modification, respectively. As opposed to bare RGO, 
ZnTPP(OH)-modified RGO showed higher surface potential. (Data from Khaderbad, M.A. 
et al., Nanotechnology, 23, 025501.)
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Its piezoelectric property has been studied showing the electrical actuation of a sus-
pended ZnO nanowire [42]. In the second case study, we report the use of porphyrin 
SAMs on microcantilevers for sensing applications, with a particular example of 
carbon monoxide sensing using piezoresistive platform [43].

MEMS-based devices have been widely used for sensing applications. As an 
addition to increase selectivity and sensitivity of the devices, various modifications 
have been done on the sensor surface. ZnO nanowires have been encapsulated in 
SU-8 polymer cantilevers as shown in the adjoining schematic (Figure 1.13).

When the device thus fabricated was subjected to different deflections using an 
indenter, corresponding different currents were observed owing to the piezoelectric 
behavior of ZnO. These characteristics have been shown in Figure 1.14.

(a) (b) (c) (d)

(e) (f ) (g) (h)

FIGURE 1.13 Process flow. (a) Silicon dioxide grown on a silicon wafer. (b) First encap-
sulation layer of SU-8. (c) Patterned Cr/Au layer for contact. (d) Pattering of ZnO seed layer. 
(e) Vertical growth of ZnO nanowire. (f) Bottom encapsulation layer of SU-8. (g) Pattering of 
SU-8 anchor layer. (h) Released device after sacrificial layer etching. (Data from Nathawat, R. 
et al., ZnO nanorods based ultra sensitive and selective explosive sensor, In Proceedings of 
the IEEE 5th International Nanoelectronics Conference, IEEE, pp. 40–42, 2013.)
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FIGURE 1.14 (a) Current–voltage characteristics through ZnO seed layer without  nanowires.
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These ZnO nanowires embedded in the polymer microcantilevers have been 
shown to detect volatile organic compounds, for example, explosives [44], shown in 
Figure 1.15.

ZnO nanowires have been demonstrated to generate electric potential upon deflec-
tion using conventional atomic force microscopy tip [44]. Using this work as a basis, 
AC electrical actuation was used to determine the resonant frequency of a doubly 
clamped ZnO nanowire [42].
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FIGURE 1.14 (Continued) (b) Current–voltage plot for different values of deflection for 
cantilever beam with ZnO nanowires. (c) ΔR/R as a function of deflection for SU-8 canti-
lever with embedded ZnO nanowires. (Data from Nathawat, R. et al., ZnO nanorods based 
ultra sensitive and selective explosive sensor, In Proceedings of the IEEE 5th International 
Nanoelectronics Conference, IEEE, pp. 40–42, 2013.)
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Another instance of the amalgamation of bottom-up approach with the microcan-
tilevers that we will address is porphyrin-based SAM that is used for sensing carbon 
monoxide (CO). Iron(III) porphyrin (5,10,15,20-tetra(4,5-dimethoxyphenyl)-21H,23H-
porphyrin iron(III) chloride) coated on piezoresistive SU-8/carbon black (CB) cantile-
vers was exposed to CO and the response in volts recorded, as shown in Figure 1.16.

Figure 1.16a shows that there is no specific signal generated when the piezoresistive 
microcantilever was subjected to gases when it was not coated with Fe(III) porphyrin. 
When the device was exposed to CO after it was coated with Fe(III) porphyrin, a 
distinct pattern emerges indicating the sensing of the gas (Figure 1.16b). This suggests 
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FIGURE 1.16 (a) Response of a bare SU-8/CB polymer composite microcantilever for con-
secutive cycles of CO and N2. (Continued)
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FIGURE 1.15 (Continued) Phase versus time graphs for microcantilever devices exposed to 
different diethanolamine (DEA) concentrations. ZnO nanotube-coated microcantilever (b). (Data 
from Wang, Z.L. and Jinhui, S., Science, 312, 242–246, 2006.)
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that the pattern has been generated because of the iron porphyrin layer. Sensitivity and 
selectivity of the porphyrin SAM to CO have also been checked by exposing it to dif-
ferent concentrations of CO and also with different gases/a mixture of gases and CO 
showing the desired responses of the porphyrin molecule toward CO (Figure 1.17).

Zinc oxide nanorods have also been demonstrated to sense explosive vapors such 
as dinitrobenzene (DNB), trinitrotoluene (TNT), and research development explosive 
(RDX; IUPAC name: 1,3,5-trinitroperhydro-1,3,5-triazine) on a microcantilever 
platform, thus corroborating the observations as discussed earlier. In this work, the 
change in the resistance was observed when the microcantilever setup was exposed 
to periodic heating and cooling processes, as shown in Figure 1.18. Figure1.18a shows 
the control behavior of the setup demonstrating the baseline stability when it was not 
exposed to explosive chemical compounds. The graph shows a stable behavior of the 
setup. When the microcantilever coated with ZnO nanorods was exposed with TNT 
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FIGURE 1.16 (Continued) (b) Response of a Fe(III) porphyrin-coated microcantilever for 
consecutive cycles of CO and N2. (Data from Kilinc, N. et al., Sensors Actuat. B Chem., 202, 
357–364, 2014.)
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and the subsequent temperature variations as in the aforementioned cycles, it showed 
a resistance change accompanied with degrading sensor response with every cycle, 
depicted in Figure 1.18b.

This kind of response hints at the temperature-dependent sensing behavior of ZnO 
nanorods, that is, with every cycle of temperature rise and fall, the sensor response 
followed the same trend. This module shows a selective response only for TNT giving 
a positive change in resistance from the base value, whereas a negative quantum for 
other volatile compounds such as RDX, DNB, ethanol, and water vapor, respectively 
(as shown in Figure 1.19).
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ZnO nanowires/nanorods have proven as excellent amalgamation tools where we 
seek to unite top-down approach of fabricating devices with the bottom-up approaches, 
especially in volatile organic compound sensing applications. Piezoelectric prop-
erties of ZnO nanowires have been demonstrated earlier [44], showing a promise 
of using ZnO as a material for generating electrical energy harnessing day-to-day 
mechanical movements.
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2 Synthesis and Assembly 
of Inorganic and 
Inorganic–Organic 
Hybrid Nanomaterials 
by Microreactor-Assisted 
Chemical Processes

Ki-Joong Kim, Chang-Ho Choi, 
Seung- Yeol Han, and Chih-Hung Chang

ABSTRACT Microreactors have recently gained significant interests as novel 
tools for producing different types of nanomaterials for a variety of applications 
in chemical industries, pharmaceuticals, and biotechnology. In this chapter, we 
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describe the current development of microreactor-assisted chemical processes 
for controlled synthesis and assembly of inorganic and inorganic–organic hybrid 
nanomaterials, including  single-phase nanoparticles of unary, binary, and ternary 
materials; core–shell nanoparticles; assembly of nanoparticles; and the deposi-
tion of nano- and microstructured thin films. Some of the advantages (or issues) 
comparing to batch chemical reactors are also discussed, along with opportuni-
ties for large-scale applications.

2.1 INTRODUCTION

Nanoparticles (NPs), or nanocrystals (NCs), defined as chemical substances or materi-
als with 1–100 nm dimensions, have been intensively investigated over the past several 
decades due to their novel characteristics that are not observed from  corresponding 
bulk materials.1 As the size of materials becomes small enough to be comparable 
to the wavelength of the electron, the quantum confinement effect is observed. This 
effect gives rise to interesting physicochemical and optical properties, which are gain-
ing much attention from researchers.2–7 The synthetic methods of NPs are very impor-
tant due to their high relevance to the novel properties of nanomaterials.8–14 A variety 
of synthetic routes for NPs have been suggested with the aim of controlling shape and 
size of the synthesized NPs. Conventional solution-based processes include a precipi-
tation method, sol–gel processing, microemulsion, and solvothermal processing.15–20 
These conventional processes are based on a batch process, where all of the reactants 
are fed into the reactor and the products are removed after processing is finished. The 
high-volume batch process has several challenges in obtaining monodispersed NPs. 
Large gradients associated with the reaction temperature, precursor concentration, and 
solution pH are of concern in the batch process, which result in heterogeneous NP size 
and thus broad size distribution. Significant efforts have been made on developing the 
synthesis methodology for producing controlled NPs in order to overcome these inher-
ent problems of the batch process. Continuous flow reactors, assisted with a microre-
actor, can be a promising approach to efficiently control the growth stage of NPs and 
make it more feasible to tailor the morphology of NPs. The advantages of utilizing a 
continuous flow microreactor-assisted NP synthesis are well established.21–27 The large 
surface-area-to-volume ratios in microreactors allow for rapid mixing of reactants and 
minimize the gradients of precursor concentration and reaction temperature due to 
the enhanced heat and mass transfer, which facilitate the homogenous nucleation and 
growth of the NPs. Reducing reaction volume to the microscale can improve production 
yield and reduce the reactant consumption. Moreover, decoupling the nuclei formation 
stage from the growth stage makes it more feasible to study the growth mechanism of 
NPs. The development of microreactor systems has been accompanied by the advance 
of microreactor fabrication technology. Given the recent development of microfabrica-
tion, different types of microreactors have been made more accessible for the synthesis 
of various functional NPs.28–33 Furthermore, the continuous flow microreactor opens up 
the opportunity to conveniently assemble unique functional nanostructures. There are a 
large number of microreactor-assisted syntheses of nanomaterials, as the microreactor 
can produce not only reactive fluxes of short-life, intermediate molecules for hetero-
geneous growth but also NPs and their assemblies for nanostructured surfaces.26,27,34,35 
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In this chapter, we present an overview of the progress in the synthesis of NPs and the 
assembly of nanostructures using continuous microreactor-assisted chemical processes.

2.2 SYNTHESIS OF COLLOIDAL NPs

NPs have attracted a great deal of research interest because their properties can be 
controlled by varying the particle size and shape. These size- and shape-dependent 
properties have found applications in many technically important areas such as 
catalysis, light-emitting diodes,36,37 lasers,38,39 and solar cells.40–44 Each of these 
applications depends critically on the ability to synthesize high-quality NPs as 
judged by their uniformity in size and shape.12,44

High-quality NPs with low defect densities and narrow size distributions can be 
prepared via the state-of-the-art batch synthesis techniques. These highly successful 
batch methods suffer from a number of fundamental limitations in control over NP 
synthesis. In particular, the nature of this batch method leads to local fluctuations in 
temperature and concentration, and inhomogeneity in mixing, which make precise 
control of reaction conditions nearly impossible. These problems are magnified as 
the reaction vessel size is increased, and thus, the technique has a fundamental limi-
tation in scalability.45 Microreaction technology that allows rapid mixing of reactants 
and minimizes the gradients of precursor concentration and reaction temperature is 
desirable for synthesis of high-quality NPs for commercial applications.

In this context, microreactor-assisted chemical processes offer an ideal platform for 
the synthesis of high-quality NPs because they allow for rapid mixing of reagents and 
controlled heat and mass transfer. Microreaction technologies offer a much improved 
control of reaction parameters, and thus allow for higher yields, smaller amounts of 
 by-products, and greater selectivities. By using continuous flow microreactors instead 
of batch reactors, one could produce high-quality NPs at a high throughput, particu-
larly in parallelized arrays. Two main approaches that have been employed for the syn-
thesis of colloidal NPs including continuous single-phase laminar flow and segmented 
flow (including slug- and droplet-based processes) are discussed in this section.

2.2.1 single-Phase Flow

A wide range of NPs have been synthesized using continuous flow microreactors, 
including unary (Au,46–51 Ag,48,52,55 Cu,56 Co,57,58 Pd59,60), binary (InP,61,62 SnTe,63 
CdS,64,65 CdSe23,33,55,66–72), and ternary (CuInSe2)73 structures in addition to more 
complicated core–shell structures such as CdSe/ZnS74–76 and ZnSe/ZnS.77 Some of 
the reported NPs synthesized using microreactors are listed in Table 2.1.

Metal NPs have been synthesized successfully using a number of different micro-
reactors. One simple example of a continuous flow reactor consisting of a helical 
coil in a heated oil bath is shown in Figure 2.1a.53 The metal precursor is mixed 
with growth solutions, and the mixture is then directed into temperature-controlled 
tubing. The capillary tubing, having microscale internal dimensions, improves size 
and composition control in the NP synthesis, which is due in large part to more pre-
cise temperature control. Microreactors used in all cases have been shown to offer 
significant advantages over similar batch reactors as a result of increased reaction 
control and the ability to fine-tune the final product.
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TABLE 2.1
Overview of the Chemicals for Colloidal NPs Synthesized in a Continuous 
Flow Microreactors 

Nanometerials Precursors, Stabilizers, and Solvents
Diameter 

(nm) Reference

Unary Au HAuCl4, AA, NaBH4, CTAB 20–40 46
HAuCl4, TSC 35 47
HAuCl4, NaBH4, CTAB 40–45 48
HAuCl4, AA, PVP, KOH 24–35 49
HAuCl4, NaBH4, DDT 2.9–4.9 50
Au(PPh3)Cl, NaBH4 0.8 51

Ag AgNO3, NaBH4, CTAB 85–274 48
AgNO3, NaBH4, TSC, DMF, FDTS, PDMS 18–46 52
AgC2F5CO2, TOA 7.4–8.7 53
AgNO3, PVP 29–47 54
AgNO3, NaBH4, PVP 12 55

Cu CuCl2, SB-12, LiBEt3H 8.9 56
Co CoCl2, SB-12, LiBEt3H 3.5–4.7 57

CoCl2, SB-12, LiBEt3H 3.8–8.2 58
Pd PdCl2, SB-12, LiBEt3H 3.0–5.2 59

Pd(OAc)2, PBED 2.7–4.8 60
Binary InP InCl3, (TMS)3P, OA, OLA, ODE 6.4 61

In(MA)3, (TMS)3P, TOP, OTE 2.0–3.2 62
SnTe SnCl2, Te, TOP, OA 3–60 63
CdS Cd(NO3)2, Na2S, sodium polyphosphate 3.2–12 64

Cd(NO3)2, Na2S, sodium polyphosphate 5.3 65
CdSe Cd(OH)2, Se, OA, OLA, TOP, squalane 1.5–2.7 66

Cd(Ac)2, Se, SA, TOP, TOPO 2.0–4.5 23
Cd(Ac)2, Se, OA, TOP, OLA, ODE 2.5–7.5 33
Cd(Ac)2, Se, SA, TOP, TOPO 1.2–8.3 67
Cd(Ac)2, Se, TOP, TOPO 0.9–1.5 68
CdO, Se, OA, TOP, OLA, TOPO, ODE 2.2–4.0 69
CdO, Se, OA, TOP, ODE, fomblin 3.4–3.8 70
Cd(Acac)2, Se, OA, TOP, OLA, squalane 2.0–10 71
Cd(CH3)2, Se, TBP, DDA, TOPO, ODE 2.4–2.7 72
CdO, Se, TOP, OA, ODE 4.0 55

Ternary CuInSe2 CuCl, InCl3, Se, OA, TOP 2.6–4.1 73
Core–
Shell

CdSe/ZnS CdO, Se, ZDC, OA, TOP, OLA, ODE 2.5–3.6 74
Cd(Ac)2, Se, ZDC, SA, TOP, TOPO, ODE 2.8–4.9 75
Cd(Ac)2, Se, Zn(C2H5)2, (TMS)2S, TOP, TOPO – 76

ZnSe/ZnS Zn(Ac)2, Se, S, TOP, OLA, ODE, TBP, PMMA 3.2–3.9 77

 AA, ascorbic acid; CTAB, trimethylammonium; DDA, dodecylamine; DDT, dodecanethiol; DMF, 
dimethylformamide; FDTS, trichloro(1H,1H,2H,2H-perfluorooctyl)silane; OA, oleic acid; ODE, 
1-octadecene; PBED, poly(benzyl ether) dendron; OLA, oleylamine; OTE, octane; PDMS, polydimethyl-
siloxane; PMMA, poly(methyl methacrylate); PVP, polyvinylpyrrolidone; SA, stearic acid; SB-12, 
3-(N,N-dimethyldodecylammonia)propanesulfonate; TBP, tributylphosphine; (TMS)3P, tris(trimethylsilyl)
phosphine; (TMS)2S, bis(trimethylsilyl)sulfide; TOA, trioctylamine; TOP, trioctylphosphine; TOPO, 
trioctylphosphine oxide; TSC, trisodium citrate; ZDC, zinc diethyl dithiocarbamate.
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The syntheses of semiconductor NPs (or quantum dots) in microreactor systems 
have also been widely studied because of the potential advantages over conventional 
batch reactors. Table 2.1 summarizes the examples of semiconductor NP synthesis 
by microreactors. Semiconducting NP research to date has primarily focused on II–
IV systems such as CdSe due to the relative simplicity of the synthetic routes. Initial 
studies realized continuous synthesis of CdSe NPs at atmospheric pressure using 
single-phase laminar flow capillary reactors as shown in Figure 2.2a.69 These devices 
have the advantage of not requiring any microfabrication procedure. For example, 
commercially available silica tubing can easily be immersed in an oil bath for good 
temperature control, which resulted in CdSe NPs with a narrow size distribution 
and fairly spherical morphology (Figure 2.2b). Figure 2.2c shows the absorption and 
emission characteristics and how a variety of residence times influenced the particle 
size of CdSe NPs: longer reaction times led to larger NPs with red-shifted optical 
spectra and emission spectra that are narrow indicating excellent monodispersity and 
high-quality crystal.

Nightingale and de Mello successfully synthesized InP NPs using a chip-based 
microreactor.61 The authors used a simple two-in/one-out Y-shaped reactor fabricated 
from glass suitable for temperatures up to ~300°C. They found that the Y-shaped 

Oil bath

Heater

(a)

(b) (c)

(d) (e)

(f ) (g) (h) (i) ( j) (k)

Syringe pump

100 nm

2 nm

20 nm 20 nm

20 nm

20 nm10 nm

10 nm

FIGURE 2.1 Single-phase-based synthesis of unary NPs. (a) Simple continuous flow setup. 
(Reproduced from Lin, X.Z. et al., Nano Lett., 4, 2227–2232, 2004.) The flow is directed 
through temperature-controlled tubing, allowing the crystals to grow at a fixed temperature. 
The extinction of the final product is measured by a flow through spectrometer. Transmission 
electron microscopic images of (b–e) Au (Reproduced from Weng, C.-H. et al., J. Micromech. 
Microeng., 18, 035019, 2008, Wagner, J. and Kohler, J.M., Nano Lett., 5, 685–691, 2005, 
Shalom, D. et al., Mater. Lett., 61, 1146–1150, 2007, Jin, H.D. et al., Nanotechnology, 21, 
445604, 2010.), (f, g) Ag (Reproduced from Lin, X.Z. et al., Nano Lett., 4, 2227–2232, 2004, 
Wu, C. and Zeng, T., Chem. Mater., 19, 123–125, 2007.), (h, i) Co (Reproduced from Song, Y. 
et al., Chem. Mater., 18, 2817–2827, 2006, Song, Y. et al., Langmuir, 25, 10209–10217, 2009.), 
(j) Cu (Reproduced from Song, Y. et al., J. Phys. Chem. B, 109, 9330–9338, 2005.), and (k) Pd 
(Reproduced from Torigoe, K. et al., J. Nanopart. Res., 12, 951–960, 2010.) NPs.
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microreactor could readily provide precise control over the reaction temperature, 
the mean reaction time, and the precursor ratios, yielding particles that are of com-
parable quality to those obtained using macroscale batch chemistry. A more recent 
study reported a continuous three-stage microreactor system that separates the mix-
ing, aging, and subsequent injection stages of InP NP synthesis. The microreactor 
system operates at high temperature (320°C) and high pressure (65 bar) enabling the 
use of solvents operating in the supercritical regime for high diffusivity resulting in 
the production of high-quality InP NPs.62

Very recently, Jin and Chang73 have reported the first synthesis of ternary I–III–
VI2 (CuInSe2) chalcopyrite semiconductor NPs using a continuous hot injection 
microreactor (Figure 2.3). Using a simple micro T-mixer, they verified that micro-
reactors can be applied to ternary semiconducting materials and achieved CuInSe2 
NPs with different sizes, which could be controlled by simply changing the ratios of 
coordinating solvents. They also reported continuous synthesis of SnTe as both rod-
shaped and spherical NPs with uniform size distributions.63
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FIGURE 2.2  (a) A schematic of the capillary microreactor. Two precursor solutions were 
pumped into a Y-shaped junction and then into a convective mixer, before entering a heated 
section of capillary where particle nucleation and growth occurred. (b) A typical TEM image 
of the resultant CdSe NPs obtained at 280°C with a residence time of 160 s. (c) TEM images of 
(b) 2.2 nm and (c) absorption and emission characteristics of CdSe NP spectra synthesized 
using different residence times. (Reproduced from Yang, H. et al., Cryst. Growth Des., 9, 
1569–1574, 2009.)
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2.2.2 segmented Flow

Microreactors are a fascinating technology for the highly controlled synthesis of 
semiconductor NPs. The main limitation of the single-phase reaction mixtures is 
the wider residence time distributions through axial dispersion, leading to broader 
particle size distributions than desired. In addition, synthesized NP deposition on 
the walls of the channel during the synthesis could lead to clogging of the device.78 
Use of segmented flow offers important advantages over single-phase reaction flow, 
including enhanced reaction control and more reliable operation due to the reduction 
of deposition and fouling. Segmented flow is generated by introducing an additional 
immiscible fluid (gas or liquid) into the channel, causing the reaction phase to spon-
taneously divide into a succession of discrete slugs or droplets. Application of seg-
mented flows for continuous synthesis of narrowly distributed CdSe NPs has been 
demonstrated for liquid–gas79 and liquid–liquid70 segmented flows.

Yen et al.79 have used a gas–liquid segmented flow microreactor fabricated in silicon–
Pyrex incorporating distinct temperature zones for the synthesis of high-quality CdSe 
NPs (Figure 2.4). Each precursor was introduced separately into a heated microreactor, 
mixed and then segmented with argon gas, generating well mixed nanoliter-sized reactors 
in series. They could control the size of CdSe NPs by changing the precursor flow rates. 
Compared with a single-phase flow, slug flow consistently yielded particles with sharper 
absorption spectra (Figure 2.4d) and much narrower emission spectra (Figure 2.4e).

Particle deposition due to physical contact of the synthesized NPs with the walls 
is a common issue for single-phase microreactors. Droplet flow has one very impor-
tant advantage over slug flow: as the reaction mixture is isolated from the channel 
walls, the risk of fouling is minimized. This was demonstrated by Chan et al.,70 
with high-temperature synthesis of CdSe NPs in a glass-based microfluidic droplet 
reactor with a jet injector (Figure 2.5). They were able to controllably synthesize 
high-quality CdSe NPs at temperatures up to 300°C, and were able to avoid particle 
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CuInSe2 nanoparticles
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FIGURE 2.3 Schematic illustration of (a) the continuous flow microreactor system and 
(b) the continuous hot injection microreactor. (c) TEM images of CuInSe2 NPs with an average 
diameter of 3.5 nm. Inset shows the high-resolution image of a 3.7 nm-diameter CuInSe2 NPs. 
(Reproduced from Jin, H.D. and Chang, C.-H., J. Nanopart. Res., 14, 1180, 2012.)
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deposition over the 5 h active lifetime of their reactors, whereas analogous condi-
tions in a single-phase continuous flow reactor showed clear layers of particle deposi-
tion after just 20 min. The avoidance of particle deposition in droplet flow reactors, 
which ensures stable flow conditions and consistency of product, is highly beneficial 
for the practical application of flow reactors.80 A key issue using microwave in the 
synthesis of NCs is deposition of the synthesized NCs on the reactor tube wall result-
ing in sparking. A gas–liquid segmented flow is also used to avoid this problem and 
has been demonstrated to provide better control of the sizes and shapes of ternary 
CuInSe2 NCs in comparison with more conventional synthetic methods.81 The use of 
this system allows for finely tuned parameters to achieve a high level of control over 
the reaction by separating the nucleation and growth stages.
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FIGURE  2.4 Silicon–Pyrex microreactor with gas–liquid segmented flowing for the 
 synthesis of CdSe NPs. (a) Heated inlet region (mixing), (b) main channel region (aging), and 
(c) cooled outlet region (quenching). (d) Absorbance and emission spectra of the CdSe NPs 
synthesized using either continuous or slug flow. (e) Photoluminescence full width at half 
maximum (fwhm) of CdSe NPs synthesized in gas–liquid segmented (●) and single-phase (△) 
flow. (Reproduced from Yen, B.K.H. et al., Angew. Chem. Int. Edit., 44, 5447–5451, 2005.)
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Another good example of the use of droplet-based microreactor is tunable 
growth of Au NPs reported by Duraiswamy and coworkers in 2009 as shown in 
Figure 2.6.46 They controlled the size and shape of the NPs at different tempera-
tures using a droplet flow within a microchannel and showed that it is possible to 
modify the surface plasmons and hence tune the optical absorption spectra. The 
dimensions of the Au rods could be controlled by varying the chemical composi-
tion of the reaction mixture, with aspect ratios as high as 4 being obtained. The 
segmentation flow studies above provide the driving force for improvements in 
reaction yield and size  distribution by enhanced mixing and reduced residence time 
distributions. The droplet-based microreactor particularly can be used to manipu-
late droplets over a wide range of flow rates with the ability to form droplets at a 
low viscosity ratio of the two immiscible liquids at high capillary numbers and 
temperatures.

2.2.3 multisteP synthesis oF Fluorescent core–shell nPs

Significant research has been done to study the size-dependent optical  properties of 
NPs over the past two decades. A significant fraction of these organically  passivated 
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FIGURE 2.5 Droplet-based liquid–liquid  microreactor with droplet jet injector for the 
 synthesis of CdSe NPs. (a) Channel schematic showing dimensions and boundaries of Kapton 
heater (square brackets). (b) Optical micrograph of droplet injection crosses. The narrowest 
point is 160 µm wide. (c) Lateral D-shaped cross section of channel etched on the bottom 
wafer only. (d) Cross section of ellipsoidal channel etched on both top and bottom wafers. 
(e) Axial cross section showing the 45 µm steps up in channel height. (f) Droplet images 
in main channel. (g) TEM image of CdSe NPs synthesized at 290°C. Inset shows the high-
resolution TEM image of a 3.4 nm-diameter NPs. (h) Online photoluminescence spectrum 
and off-line absorption spectrum of CdSe NPs. (Reproduced from Chan, E.M., et al., J. Am. 
Chem. Soc., 127, 13854–13861, 2005.)
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core NPs exhibits surface-related trap states acting as fast recombination of photo-
generated charge carriers, thereby reducing the fluorescence quantum yield. The flu-
orescence efficiency and stability of various types of NPs could be improved by the 
appropriate choice of a shell of a second semiconductor material; it is also possible 
to tune the emission wavelength in a larger spectral window than with each material 
alone.82 The most studied core–shell structure to date is CdSe/ZnS NPs, since first 
described by Hines and Guyot-Sionnest, who overcoated 3 nm CdSe NPs with one 
to two monolayers of ZnS using a batch process.83

Microreaction technologies had proven to be beneficial for producing core–shell 
NPs with well-controlled shell thickness. Several multistep continuous synthetic 
methods of core–shell CdSe/ZnS (or ZnSe/ZnS) for the synthesis of highly lumi-
nescent ZnS-capped CdSe (or ZnSe) with a narrow size distribution (Table 2.1) have 
been reported. Luan et al.74 demonstrated a facile method for the synthesis of CdSe/
ZnS core/shell structures showing clean green luminescence spectra via a process in 
a microreactor with a short residence time and low reaction temperature. CdSe NPs 
and Zn sources were mixed by a convective mixer before entering a heated polytetra-
fluoroethylene capillary for the coating process. They achieved homogeneous coat-
ings of the ZnS shell with fairly wide operation parameters, such as residence times 
and temperatures. All of these CdSe NPs with different ZnS shell thicknesses could 
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FIGURE  2.6 (a) Droplet-based synthesis of Au NPs synthesized in microreactor. TEM 
images of (b) Au nanospheres and (c) Au nanorods. (Reproduced from Duraiswamy, S. and 
Khan, S.A., Small, 5, 2828–2834, 2009.)
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be generated by simply varying the flow rate and capillary length. Specifically, Wang 
et al.75 used a chip-based microreactor and two separate oil baths to maintain defined 
temperatures for the nucleation and growth of CdSe core and ZnS shell, respectively. 
Subsequently, the same group demonstrated that highly luminescent ZnS-capped 
CdSe with a quantum yield of over 50% and narrow size distribution can be pro-
duced using the commercial single-molecular precursor of ZnS in a microreactor 
(Figure 2.7).76

2.2.4 SyntheSiS of Metal oxide nPS

Nanostructured metal oxides are one of the most important materials in many appli-
cations such as energy generation and storage, and environmental, electronic, chemi-
cal, and biological systems. Abou-Hassan et al.84 reported the synthesis of Fe2O3 NPs 
using a hydrodynamic focusing flow that enables the formation of a stable central jet 
in which the nuclei formation of ferrihydrite occurs (Figure 2.8). The separation of 
nucleation and growth controls the particle growth more effectively. Ferrihydrite-
Fe2O3 nucleated in microreactor R1, and these seeds were delivered to the aging 
microreactor for the growth of goethite NPs. An aging time over 15 min is neces-
sary to obtain goethite Fe2O3 platelike nanostructures. The anisotropic structure is a 
result of aggregation of nanodots.

Cottam et al.85 synthesized one-dimensional anatase TiO2 nanostructures using 
microfluid chips. The nanostructures possess broom-like aggregates of anatase TiO2 
nanorods. Compared to TiO2 nanorods prepared by a batch reaction, the reaction 
rate is significantly higher in microfluidic chips. The rapid mixing conditions in the 
microchannels give rise to significantly higher heat transfer and uniform reactant 
concentration, increasing the reaction rate. Synthesis of p-type ZnO NPs is known 
to be a challenging task because of the self-compensation and low solubility of 
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FIGURE 2.7 An example schematic illustration of CdSe/ZnS core–shell NP  synthetic  process 
using a continuous-flow thermoplastic-based microfluidic reaction system. (Reproduced from 
Wang, H. et al., Chem. Commun., 48–49, 2004.)
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dopants.86,87 Kim et al.88 successfully prepared flowerlike assemblies of p-type ZnO 
NPs using a continuous flow microreactor. The p-type ZnO NPs were synthesized 
by incorporation of Na into the ZnO lattice by adding NaOH as the precipitating 
agent. X-ray photoelectron spectroscopic and high-resolution transmission electron 
microscopic analysis confirmed the intercalation of Na ions into the ZnO structure. 
Photocatalytic activities of p-type Na-doped ZnO are significantly improved over 
undoped ZnO, which is attributed to the increased surface defect sites that constitute 
the oxygen vacancy and the substitution of Na for Zn site.

Frenz et al.89 synthesized Fe2O3 NPs using droplet-based microreactors (Figure 2.9a). 
Individual droplets contain equal quantities of reactants and hence offer better control 
of NP growth conditions. The nucleation and growth of NPs take place after individual 
droplets containing different reactants combine together. The segmented flow facilitates 
the production of monodispersed Fe2O3 NPs (Figure 2.9b).

Khan et al.28 used the segmented flow for the synthesis of colloidal SiO2 NPs 
(Figure 2.10). Four different reactant solutions pump into the four inlets and mix well 
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FIGURE 2.8 (a) Scheme of the microreactor, (b) transmission electron microscopic (TEM) 
image of platelike Fe2O3 nanostructures, and (c) high-resolution TEM image of a typical 
platelike Fe2O3 nanostructure. (Reproduced from Abou-Hassan, A. et al., Angew. Chem. Int. 
Edit., 48, 2342–2345, 2009.)
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FIGURE 2.9 (a) Formation of Fe2O3 precipitates after coalescence of reactants in droplet-
based microreactor and (b) TEM image of Fe2O3 NPs. (Reproduced from Frenz, L. et al., 
Angew. Chem. Int. Edit., 47, 6817–6820, 2008.).
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in the microreactor. Gas, injected into the microreactor, generates the gas–liquid 
segmented flow. Colloidal SiO2 NPs with a narrow particle size distribution compa-
rable to the state-of-the-art batch results were obtained as shown in Figure 2.10b–d.

2.3 SELF-ASSEMBLY OF NANOSTRUCTURES

Fabrication of an NC superlattice via self-assembly is important for the develop-
ment of NC-based electronic and optoelectronic devices such as displays, solar cells, 
and light-emitting diodes. In a self-assembly process, the building blocks organize 
themselves into a superstructure as driven by the energetics of the system. The 
major driving force for self-assembly is the interaction between the building blocks. 
Microfluidics provides a number of unique advantages, such as ultrasmall material 
consumption and precise control over molecular diffusion and crystal nucleation. 
Abou-Hassan’s group90 has successfully assembled the multifunctional fluorescent, 
plasmonic, and magnetic nanostructures Au and γ-Fe3O4 NPs onto SiO2 NPs using 
multistep microfluidic device. A colloidal dispersion of SiO2 NPs and a solution of 
citrate-coated Au NPs were injected into the first microreactor (µR1), and then a 
stable suspension of the obtained SiO2-Au nanostructures was continuously injected 
in one inlet of the second microreactor (µR2). At the same time, stable citrate-coated 
γ-Fe3O4 NPs were injected in the second inlet of µR2 (Figure 2.11). By varying the 
flow rate of the Au (or γ-Fe3O4) and SiO2 NPs, they could control the Au (or γ-Fe3O4) 
coverage on the SiO2 surfaces. By contrast, γ-Fe3O4 on SiO2-Au nanostructures was 
found to depend on the residence time where short residence times showed a very 
poor number of Au NPs covering the surface of SiO2, and the SiO2 surface was 
completely covered with the γ-Fe3O4 in case of γ-Fe3O4-SiO2 and γ-Fe3O4-Au-SiO2 
assemblies.
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FIGURE 2.10 (a) Segmented flow in microreactor: uniform, noncoalescing gas–liquid flow. 
Sequence of Scanning electron microscope (SEM) images corresponding to various resident 
times: (b) τ = 9 min, (c) τ = 14 min, (d) low-magnification SEM of sample, (e) plot of standard 
deviation (σ) of mean diameter as a function of residence time. SFR, segmented flow reactor. 
Scale bar: 1 µm. (Reproduced from Khan, S.A. et al., Langmuir, 20, 8604–8611, 2004.)
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The Talapin group91 successfully grew large superlattices from metallic, semicon-
ducting, and magnetic NCs in the microfluidic plugs using both evaporation-driven 
and destabilization-driven approaches (Figure 2.12). In this module, they assembled 
long-range ordered three-dimensional colloidal NC superlattices within nanoliter 
microfluidic droplets via the destabilization-driven approach, which uses slow desta-
bilization of a colloidal solution by contacting the NC solution with a precipitant that 
slowly diffuses into the NCs. By properly tuning of the precipitant/solvent ratio, they 
demonstrated impressive plug-to-plug reproducibility of the crystallization condi-
tions and found the conditions leading to large NC superlattices with well-developed 
facets of the selected NCs.

Self-assembled noble metal-decorated core–shell particles (Pt/Fe3O4/SiO2) using 
a continuous flow microreactor were explored by the Jensen group.92 Highly dis-
persed Pt NPs with a narrow size distribution were coated on Fe3O4/SiO2 particles 
when ethylene glycol was used as a reducing agent. Precise control of the inner-to-
outer flow rate ratio in the microfludic device led to controlled emulsion sizes with 
a very uniform distribution and the particles are converted into spherical assemblies 
with micron sizes. The catalytic activity for the oxidation of 4-isopropyl benzalde-
hyde showed an excellent activity and selectivity compared with commercial noble 
metal catalysts.

Choi et al.93 synthesized stable monodispersed colloidal ZnO NPs and their assem-
blies in an aqueous medium using a continuous flow microreactor (Figure  2.13). 
Assembly of ZnO NPs were obtained via a competition between the Dean vortices 
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and the electrostatic forces. Because the magnitude of Dean vortices is determined 
by the solution flow rates, assemblies of ZnO NPs with different structures could be 
generated at different flow rates. Most of the NPs are dispersed stably without show-
ing aggregation at a slow flow rate, whereas high flow rates create the assemblies 
(Figure 2.13d–f).
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FIGURE 2.12 (a) Microfluidic device used for NC self-assembly. The nanoliter plugs were 
formed by mixing the NC colloidal solution with the precipitant. The inset shows an optical 
photograph of a typical polydimethylsiloxane device during an experiment. (b) Optical image 
of an array of plugs containing PbS NC superlattices. (c) Optical images of plugs containing 
superlattices formed from various NCs: 11 nm CoFe2O4, 10 nm PbS, 3.5 nm CdSe, and 7 nm 
Au (left to right). (d) SEM image of a faceted superlattice of 11 nm CoFe2O4 NCs grown by 
incubation of plugs containing NCs in the ethanol/toluene solution. The inset shows an optical 
image of the plug containing exactly the same superlattice. (e) High-resolution SEM image 
of a superlattice self-assembled from 20 nm CoFe2O4 NCs. PDMS, polydimethyl siloxane. 
(Reproduced from Bodnarchuk, M.I. et al., J. Am. Chem. Soc., 133, 8956–8960, 2011.)
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2.4  METAL–ORGANIC FRAMEWORKS BY 
CONTINUOUS FLOW MICROREACTORS

Metal–organic framework (MOF) materials composed of metal ions, or clusters, as a 
center and organic molecule ligands as linkers have recently garnered much attention 
due to their excellent properties for gas purification, separation, and gas storage.94–96 
Several hundred different types of MOF materials have been synthesized using a 
concept known as reticular design.97 MOF materials are typically synthesized utiliz-
ing solvothermal batch methods.98 The major drawback is that the reaction under 
batch solvothermal conditions typically requires long reaction times, sometimes up 
to several days. In order to reduce the reaction time from days to minutes, a few syn-
thesis methods have been developed recently.

Continuous flow droplet-based microfluidic devices offer a high level of mix-
ing operations, and hence are promising for the development of a wide range of 
porous MOF assemblies. Ameloot et al.99 synthesized uniform hollow Cu-BTC 
microspheres via interfacial reaction conditions using a continuous droplet microre-
actor (Figure 2.14a). They demonstrated how the intrinsically hybrid nature of MOFs 
enables self-completing growth, which is directly related to the micropore size of the 
MOF crystallites forming the capsule wall. Microdroplets can also produce novel 
heterostructures, such as core–shell particles, by confining the MOF precursor solu-
tions within individual droplets that are suspended in an immiscible fluid. Faustini 
et al.100 have used this technique for preparation of Fe3O4 NPs encapsulated by zeolitic 
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FIGURE  2.13 (a) Scheme of microreactor-assisted nanoparticles deposition process, (b) 
monodispersed ZnO NPs, (c) HRTEM image of ZnO NPs, (d) dispersed ZnO NPs, (e) tac-
toid assembly, and (f) spherical assembly. (Reproduced from Choi, C.-H. et al., Cryst. Eng. 
Commun., 15, 3326–3333, 2013.)
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imidazolate framework (ZIF-8) using polystyrene sulfonate (Figure 2.14b). The 
Fe3O4@ZIF-8 particles were proven to be an efficient catalyst for a model 
Knoevenagel condensation reaction of benzaldehyde and ethyl cyanoacetate to yield 
ethyl (E)-α-cyanocinnamate. Kim et al.101 have demonstrated the utility of a continu-
ous flow microreactor consisting of a micro T-mixer for instantaneous mixing of 
reactants at high pressure (Figure 2.14c) and its ability to control the physical prop-
erties of Cu-BTC MOF materials. The particle size and the crystal phase of these 
materials could be tuned by changing the relative ratios of solvents. Carné-Sánchez 
et al.102 used a specialized nozzle to spray precursor solutions to create atomized 
droplets which instantly react to form hollow nanocrystalline MOF in a continu-
ous process (Figure 2.14d). They suggest that this spray-drying process enables the 
construction of multicomponent nanoMOF superstructures and the encapsulation of 
guest species within these superstructures.
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FIGURE 2.14 Schematic representation of the continuous synthesis systems used for the 
production of MOFs. (a1) Droplet technique for the formation of hollow MOF capsules. 
(a2) Detailed emulsification step in T-junction and SEM images with different scales: 
(a3) 500 nm, (a4) 25 nm, (a5) 2 nm, and (a6) 2 nm. (b1) Schematic representation of the con-
tinuous droplet microfluidic synthesis of Fe3O4@ZIF-8 catalyst. SEM images of (b2) mag-
netic Fe3O4 particles and (b3) core–shell Fe3O4@ZIF-8 catalyst.  (Continued )
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2.5  DEPOSITION OF NANOSTRUCTURED THIN FILMS 
BY CONTINUOUS FLOW MICROREACTORS

In this section, the deposition of nanostructured films using a microreactor-assisted 
chemical process, referred to herein as microreactor-assisted solution deposition 
(MASD), is introduced and compared to the static batch process.
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FIGURE 2.14 (Continued) Schematic representation of the continuous synthesis systems 
used for the production of MOFs. (c1) Microreactor-assisted system and (c2) SEM image 
of nanoscale Cu-BTC. (Reproduced from Ameloot, R. et al., Nat. Chem., 3, 382–387, 2011; 
Faustini, M. et al., J. Am. Chem. Soc., 135, 14619–14626, 2013; Kim, K.-J., Chem. Commun., 
49, 11518–11520, 2013.) (d1) Photograph of the spray dryer. (d2) Proposed spherical super-
structure formation process. (d3) Schematic diagrams of the spray-drying processes. (d4) Series 
of MOF superstructures. SEM (d5, d6) and TEM (d7) images of the synthesized MOF super-
structures and discrete nanoMOF crystals. Scale bars: 10 µm (d5), 500 nm (d6), and 50 nm (d7). 
(Reproduced from Carné-Sánchez, A. et al., Nat. Chem., 5, 203–211, 2013.)
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It is necessary to optimize the chemical bath deposition (CBD) process by control-
ling the homogeneous particle formation and the heterogeneous molecular surface 
reaction with high growth rate and conversion efficiencies in addition to eco-friendly 
processing. MASD (also referred to as continuous flow microreactor deposition) 
was developed to meet those demands by many research groups led by Chang, Ryu, 
Baxter, and Paul.27,35,103–110,116–118 The various names of microreactor-assisted pro-
cesses are represented as MASD in this section. To control the film growth mecha-
nism, either homogeneous or heterogeneous reactions have to be well controlled by 
providing precursors continuously and reducing thermal/chemical diffusion times 
in a micro-channel. Moreover, a novel deposition technique is demanded for creat-
ing high-quality and uniform films through a microreactor system. Consequently, 
the MASD is able to minimize the drawbacks of conventional chemical solution 
deposition by controlling the operating variables of linear velocity, mean residence 
time, thermal/chemical distributions, concentration gradients, and reagent mixing 
conditions. Diverse novel deposition techniques, such as fixed-tilt, rotating, flow cell, 
and rod coating, have been combined with microreactor systems for investigating, 
developing, and improving the mechanism of film deposition and scale-up, shown 
in Figure 2.15. Excellent results have been achieved by using these novel deposi-
tion techniques so far. However, more advanced techniques could be adopted for 
 improving film deposition.

2.5.1  eFFect oF masd over cBd Process on surFace 
morPhology and Film Quality

Dense and smooth nanocrystalline thin films using NPs as building blocks are able to 
be produced via the MASD process because the reactants are continuously refreshed 
and the effect of homogeneously nucleated particles agglomerating on the surface 
of the growing film is minimized. By contrast, a conventional static batch reactor 
process would produce films from large aggregates that exhibit coarse morpholo-
gies, which could then form a mixture of heterogeneously grown particles along with 
homogeneously grown, largely aggregated particles.

Prior works for CdS thin-film deposition from CBD and MASD processes done 
by Chang’s group have clearly demonstrated the advantages of MASD.26,35,103,105 
A  comparison between CdS thin-film depositions by a conventional static batch 
reactor (CBD) and an MASD process has been reported and the selected results are 
shown in Figure 2.16. The CdS film deposited by the MASD process is smooth and 
dense, and demonstrates continuous morphology, although the static batch reactor 
process resulted in discrete CdS islands on the order of hundreds of nanometers 
(Figure 2.16a and b).106 Transmission electron microscopic images suggest that the 
batch reactor process generates particles through the homogeneous reaction and the 
MASD process results in dense films via molecule-by-molecule heterogeneous sur-
face reaction. The X-ray diffraction (XRD) patterns show that the MASD process 
creates more uniform, highly oriented CdS films and that the batch process creates 
films that are of a more polycrystalline nature as shown in Figure 2.16c. Outstanding 
film morphology of dense CuSe thin film deposited by MASD  process over CBD 
is also reported by the Ryu’s group (shown in Figure 2.16d and e).107 Based on the 
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excellent achievement of CuSe thin-film deposition via MASD process, CuInS2 and 
CuInSe2 thin films were also successfully deposited through MASD process.108–109 
These results indicate that MASD process could open a new avenue for next- 
generation solution-based film deposition process.

2.5.2 eFFect oF masd over cBd Process on growth rate

The MASD process also provides a higher growth rate compared to a typical static 
batch reactor process, and the higher growth rates of MASD processes follow a lin-
ear trend. The linear growth rate of MASD conditions is due in part to the constant 
growth conditions provided by continuously replenishing the precursor solution. By 
contrast, the stagnation of growth in the static batch reactor deposition condition 
at longer deposition times can be attributed to a decrease in the concentration of 
precursors. The films from MASD have a higher density because of the higher nucle-
ation density that corresponds to higher reactant concentrations. High growth rates of 
various material thin films via the MASD process have been demonstrated. Su et al.105 
reported  high growth rates of dense CdS thin films on fluorine-doped tin oxide 
(FTO)-coated glass. The thickness of 251.7 nm CdS thin film on top of an FTO layer 
was deposited by an MASD process (Figure 2.17a). The average growth rate of CdS 
thin film from the MASD process was calculated around 25.2 nm min−1. This growth 
rate is significantly higher than the values from typical static batch reactor processes, 
which have reported highly textured columnar CdS films with average deposition 
rates of 2.5 and 1.67 nm min−1 from CdSO4/EDA and CdCl2/NH3, respectively.110 
The MASD process was extended by Ryu’s group into CuInS2

108 and CuInSe2
109 thin 

(a)
PB1 20.0 kV × 10.0 K 3.00 μm PIF1 20.0 kV × 10.0 K 3.00 μm

(b)
(c)

(d) (e)

10

10X
RD

 in
te

ns
ity

 (a
.u

.)

X
RD

 in
te

ns
ity

 (a
.u

.)

20

20

(111)

(222)

30

30

Substrate

2 �eta (°)

2 �eta (°)

B
A

40

40

50

50

60

60

�ickness = 1.2 μm

2 μm

1 μm1 μm

FIGURE 2.16 SEM, Atomic force microscopic (AFM), and TEM images of CdS films from CBD 
(a) and MASD (b) processes. (c) XRD patterns of CdS thin films deposited by a  continuous-flow 
(inset of a batch reactor). (Reproduced from Mugdur, P.H. et al., J. Electrochem. Soc., 154, D482–
D488, 2007.) SEM images of CuSe thin films by CBD (d) and MASD (e) processes. (Reproduced 
from Kim, C.R. et al., Mol. Cryst. Liquid Cryst., 532, 455–463, 2010.)
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films, and they were able to enhance the growth rates: 1 µm thickness of CuInS2 
films in 5 min and 2.5 µm thickness of CuInSe2 films in 7 min via MASD processes 
(Figure 2.17b and c).

2.5.3 eFFect oF masd over cBd on control oF nanostructures

The ability of MASD to tailor ZnO nanostructures by simply adjusting physical pro-
cess parameters such as the flow rate of solutions and the rotating speed of substrate 
was demonstrated by Choi and Chang.111 In contrast to CBD process, the MASD 
enables to control the reaction kinetics as a function of the flow rate of solution, and 
thus controlled reactive species can be continuously delivered onto a substrate for 
nanostructure formation. The type of reactive species can vary upon the flow rate 
of solution, including zinc molecular precursors, colloidal ZnO NPs, and assembly 
of ZnO NPs. These selectively formed species result in the formation of ZnO nano-
structures with various morphologies. The nanostructure, including an amorphous 
layer (Figure 2.18a), flowerlike structured film (Figure 2.18b), vertical ZnO nanowire 
(NW) arrays (Figure 2.18c), and crystalline ZnO film (Figure 2.18d), is obtained. 
The authors found that zinc molecular precursors serve as building blocks for amor-
phous ZnO film growth under high rotating speed of substrate. The assembly of ZnO 
NPs served as the seed layer for the subsequent growth of flowerlike ZnO nanostruc-
ture by consumptions of zinc molecular precursors. The amorphous ZnO film was 
also used as the seed layer for the growth of vertical ZnO NW arrays. Because the 
colloidal ZnO NPs and molecular precursors were continuously delivered onto the 
amorphous seed layer as building blocks for the growth of vertical ZnO NW arrays, 
the growth was controlled by the deposition period, not limited by the depletion of 
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FIGURE 2.17 (a) CdS (Reproduced from Su, Y.W. et al., Thin Solid Films, 532, 16–21, 2013.), 
(b) CuInS2 (Reproduced from Park, M.S. et al., Curr. Appl. Phys., 10, S379–S382, 2010.), and 
(c) CuInSe2 (Reproduced from Kim, C.R. et al., Curr. Appl. Phys., 10, S383–S386, 2010.) thin 
films from MASD process.
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precursors, offering wide range of NW dimensions. Continuous polycrystalline ZnO 
layer was also formed in a similar manner by delivering the assembly of ZnO NPs 
onto the amorphous seed layer.

2.5.4 eFFect oF masd over cBd Process on scale-uP

It is expected that the MASD process will be easier to scale up than conventional 
batch solution-based processes while also offering the possibility to minimize the 
environmental impact of nanomanufacturing practices through solvent-free mixing 
and integrated separation. Point-of-use synthesis has the potential to eliminate the 
need to store and transport hazardous NPs. For these reasons, MASD has been pur-
sued in many solution-processing applications.23,28,53,70,72,112,113 Various materials and 
deposition techniques through MASD process for film formation have been demon-
strated and achieved with significant evolution. Few groups led by Chang, Paul, and 
Baxter have demonstrated large-scale film deposition using a microreactor system 
similar to that shown in Figure 2.15.

McPeak et al.114–116 have demonstrated the deposition of ZnO and CdZnS thin 
films with a plug flow reactor under the name continuous flow microreactor process. 
Although this approach was able to form ZnO and CdZnS films by taking advantage 
of the microreactor system, it still has to be optimized for film deposition over large 
areas with good uniformity. Paul et al.104 have developed a deflected plate flow cell 
technique for coating large areas with uniform CdS thin films incorporated with the 
MASD process, shown in Figure 2.15c. The deflected plate flow cell was designed 
for eliminating dead volume, avoiding depletion of reagents by balancing reactant 
concentration and residence time within the deposition region, and minimizing the 
variation of flow distribution. Recently, Ramprasad et al.38 have demonstrated a route 
to process scale-up for depositing CdS films with high uniformity operating near 
room temperature under atmospheric pressures. The schematic of a pilot rod coater 
deposition unit was shown in Figure 2.15d. The rod coating technique adapted to the 
MASD process is simple and cost-effective to implement. This approach is favorably 
comparable to commercial roll coating systems, which are well known as a typi-
cal thin-film coating process. This excellent result opens a potential avenue of the 

(a) (b) (c) (d)

500 nm1 μm 5 μm2 μm

FIGURE  2.18 SEM images of ZnO nanostructures fabricated by the MASD  process: 
(a) Amorphous film, (b) flowerlike structured film, (c) vertical ZnO NW arrays, and 
(d)  polycrystalline film. (Reproduced from Choi, C.-H. and Chang, C.-H., Cryst. Growth Des., 
14, 4759–4767, 2014.)
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MASD process for large area deposition of various thin films with excellent unifor-
mity and thicknesses ranging from 70 to 230 nm.

The significant improvements seen with MASD processes have been achieved 
by addressing the problems of typical chemical solution processes with microreac-
tor systems. It is expected that these microreactor processes could hold the poten-
tial to deposit large area films with excellent uniformity at low cost, low processing 
 temperature, and simple operational demand. However, this technique still has room 
to improve film uniformity for large area film deposition. Therefore, greater precision 
and further efforts are demanded to manage and address the remaining problems.

2.6 CONCLUSION AND OUTLOOK

In this chapter, we described the recent development of the microreactor-assisted 
chemical process in synthesis, assembly, and film formation of NPS. The high 
 surface-area-to-volume ratios within microreactor systems permit shorter diffusional 
distances allowing for rapid mixing and precise control of reaction conditions, which 
led to improved homogeneity of particle size distributions and reproducible control of 
particle size. They also allow the potential for simplifying the scale-up of nanomateri-
als synthesis with reduced formation of associated wastes. High throughput can also 
be directly scaled by continuous flow operation of multiple microreactors in paral-
lel. In addition, MASD processing combines the merits of microreaction technology 
with solution-phase NP synthesis and film deposition. This process takes advantage of 
microreaction technology and the large library of near room- temperature, liquid-phase 
nanomaterial synthesis recipes to produce and assemble nanofilms at the point of depo-
sition. As mentioned above, microreactor-assisted chemical  processes have distinct 
advantages over traditional batch processes that motivate their adoption by the broader 
scientific community. Therefore, continuous flow microreactors have the potential to 
become standard technology and a great deal of effort has provided for significant 
growth in developing microreaction technologies for nanoscale chemical synthesis.
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3 Studying Biologically 
Templated Materials with 
Atomic Force Microscopy

Andrew J. Lee and Christoph Walti

ABSTRACT Biologically templated materials differ considerably from 
their more traditional counterparts in both their properties as well as in the way 
they are fabricated. They are generally constructed by exploiting self-assembly 
properties intrinsic to many biological molecules, are organized hierarchically, 
and feature highly non-uniform properties at the lengthscales of nanometers. 
One of the many challenges facing the development of such materials is the 
understanding of their assembly processes, which in turn requires sophisticated 
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tools for studying their properties at relevant length and timescales. Within the 
context of biologically templated materials, arguably the atomic force micro-
scope (AFM) is the tool of choice, due to its versatility, spatial and temporal 
resolutions, and ability to manipulate directly biomolecular complexes.
 This chapter aims to give an introduction to the underlying mechanics of 
the AFM and how the direct interaction of a physical probe can be utilized to 
extract meaningful topographical and mechanical quantities from biological com-
ponents and bionanomaterials. This background theory is related directly to the 
ascertainable spatial resolutions, providing insight to systems such as the spatial 
addressing of DNA nano-architectures with the E. coli protein Recombinase A 
(RecA). More recent developments, enabling exquisite force sensitivity and 
improved spatiotemporal resolutions, are discussed and examined in relation to 
nano-mechanical characterization and real-time observations of biological inter-
actions. Finally, the characteristics of the AFM are related to the direct construc-
tion of nano-materials, highlighting the AFM as a versatile nano-manipulator. 

3.1 INTRODUCTION

Materials have always played an important role in progressing our civilization. In 
many cases, the development of new classes of materials, together with capability to 
exploit these to create novel and more sophisticated devices, has triggered the birth of 
a new age—historically, for example, the Stone Age or the Iron Age. More recently, 
the enormous advances of the semiconductor industry over the past few decades have 
relied heavily on rapid advancements in materials science, which, in turn, relied on the 
progress of nanotechnology. The general idea of nanotechnology and its exploitation 
for materials purposes has originally been proposed over half a century ago, often 
credited to Richard Feynman and his groundbreaking talk “There’s plenty of room at 
the bottom” in 1959.1 However, progress was impeded by the lack of tools to manipu-
late and visualize small structures, a challenge Feynman already referred to in his talk.

It took more than two decades until a family of tools, the scanning probe micro-
scopes (SPMs), which eventually enabled the visualization and later even the direct 
manipulation of matter at the nanoscale, was introduced with the development of 
the scanning tunneling microscope (STM) in 1981 by Gerd Binnig and Heinrich 
Rohrer.2 The range of tools has rapidly expanded ever since and now includes Kelvin 
probe force microscopy (KPFM),3 magnetic force microscopy (MFM),4 chemical 
force microscopy (CFM),5 scanning near-field optical microscopy (SNOM),6 scan-
ning ion-conductance microscopy (SCIM),7 scanning thermal microscopy (SThM),8 
and atomic force microscopy (AFM),9 to name but a few. Today, SPMs have become 
a fixture in modern nanotechnology.

Despite the extensive range of tools, by far the most versatile workhorse for mate-
rials science in the SPM arsenal is the AFM. Developed in 1986 in an attempt to 
extend the use of SPMs to nonconductive samples, the AFM directly addresses a 
physical probe to a sample’s surface, responding to minute intermolecular forces 
between the tip and the sample.9 The AFM’s operation can be likened to that of 
reading Braille and is found to be applicable to a very large range of different types 
of matter, and it can operate under vacuum, in ambient conditions, or under liquids.
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In Feynman’s vision of nanotechnology,1 construction at the nanoscale was anticipated 
through top-down manipulation of atoms. Indeed, it is this view of connecting directly 
down to the nanoscale that has led the way for micro- and nanoelectronics manufacturing 
for several decades. However, more recently, bottom-up approaches have been developed 
to assemble sophisticated complexes from individual building blocks.10,11 Although the 
smallest building blocks for any assembly are the individual constituent atoms, the focus 
has largely been upon harnessing macromolecules with appropriate assembly function-
alities as building blocks. In particular, biological molecules have received considerable 
attention for the bottom-up construction of sophisticated nanoscale complexes owing to 
the inherent fidelities and specificities of their interactions and the hierarchical nature 
through which they self-assemble. By exploiting and adapting biological molecules—
such as proteins, nucleic acids, and lipids—it is thus possible to construct novel, complex, 
and even functional systems at nanoscale dimensions in a massively parallel manner. 
Materials created using these principles are often referred to as bionanomaterials.

However, to capitalize fully on this potential, it is necessary to interrogate directly 
the mechanical properties of the biological molecules and the resulting assemblies, 
to observe their interactions, and even to manipulate them directly. AFM, in particu-
lar in connection with recently developed high-speed and high-resolution imaging 
modes for imaging biological systems, is arguably one of the most suitable and ver-
satile tools to study such systems with relevant spatial as well as temporal resolution. 
It is within this context that this text discusses the ability of AFM to study a range of 
relevant aspects of biologically templated materials with great versatility.

In this chapter, the basic physics that underpins the operation of the AFM will be 
introduced, and how this relates to some of the specific quantities we wish to extract 
from measurements of bionanomaterials will be discussed. The AFM with respect to 
high-spatial resolution imaging and developments which have taken place to increase 
the temporal resolutions, sufficient to follow the specific interactions of biological mol-
ecules, will be highlighted. Furthermore, the ability to apply and sense nanoscale forces 
will be discussed to highlight the nanomechanical properties that can be extracted. 
Finally, how this exquisite force control can be applied to the direct manipulation of 
molecules for the orchestration of directed assemblies at the nanoscale will be described.

3.2 ATOMIC FORCE MICROSCOPE

The original AFM,9 as seen in Figure 3.1, was based on the simple concept of mov-
ing a sharp tip at the end of a cantilever across the sample surface while recording 
the deflection of the cantilever. The cantilever was maintained in constant contact 
with the sample surface during imaging and this method is nowadays referred to as 
contact mode (Figure 3.2b).9,12

The AFM can be broken down into a few basic constituents, a cantilever and probe, a 
system for detecting motion of the cantilever, and several piezoelectric elements arranged 
to coordinate movement of either the tip or the sample in X, Y, and Z. These elements 
can occur in various arrangements such as a sample scanning setup, seen in Figure 3.2a.

In the original work, the deflections of the cantilever as a result of tracking the 
topology of the surface, were measured by the tunneling current occurring between 
the cantilever and an STM tip positioned at a fixed location above.9 The conceptual 
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simplicity and the stunning imaging resolution that was achieved by this concept—
lateral and vertical resolutions of 30 Å and 1 Å, respectively—led to a large variety 
of investigations being published in rapid succession, imaging a multitude of objects 
in air and liquid, and under vacuum. The latter environments often resulted in sig-
nificant enhancements to the spatial resolution due to removal of the capillary forces 
present in ambient environments owing to the accumulated water layers between the 
AFM tip and the surface.13 This will be discussed in more detail below. At this stage, 
AFM imaging was restricted mostly to hard surfaces, whereas the examination of 
biological samples was limited because of the high lateral forces imposed by the tip 
during imaging, causing deformation and disruption of the substrate.

A first solution to this problem was introduced by Martin et al. in 1987 in the 
form of a noncontact imaging mode.14 Here, the cantilever was maintained within 
1–10 nm from the surface and oscillated at its resonance frequency. Perturbations in 
the oscillation amplitude were used to form an image (Figure 3.2d). In this imaging 
mode, the vertical and lateral forces imposed on the surface are negligible, making 
the imaging of delicate biological samples a possibility. However, this came at the 
price of significantly reduced spatial resolution.

Modern AFMs can be operated in a variety of different imaging modes, utilizing dif-
ferent ways of how the probe interacts with the sample, taking into account the specific 
requirements of the surface to be imaged. In particular, the introduction of dynamic 
imaging modes led to significant advances in the imaging of soft and in particular bio-
logical samples. Here, instead of maintaining a constant height as in noncontact mode 

FIGURE 3.1 The first atomic force microscope designed by C. F. Quate, G. Binning, and C. 
Gerber. The core components of the microscope can be seen perched on top. All other com-
ponents, including the stacked metal plates, are providing the crucial vibration isolation of the 
instrument. The whole instrument was suspended from each corner using the attached cords 
for further isolation from vibration. (Image reprinted from Copyright of Science Museum/
Science & Society Picture Library, London.)
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and measuring the changes in amplitude as a result of the topography of the sample, 
the vertical position of the cantilever is adjusted dynamically such that a particular tip–
sample interaction property, for example, the amplitude of the resonant oscillations of 
the cantilever, is maintained. This is achieved using a feedback loop, and the output of 
the feedback loop is then used to form a topographical representation of the surface.

The most commonly used dynamic mode is an intermittent contact mode, com-
monly referred to as tapping mode (Figure 3.2c).15 Again, the cantilever is excited at 
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FIGURE 3.2 Schematic diagram depicting a simplified AFM setup. (a) The main compo-
nents of an AFM are depicted in a sample scanner arrangement, with the x, y, and z piezos actu-
ating the movement of the sample relative to the fixed position of the cantilever. Alternatively, 
a tip scanning setup can be used with the piezos actuating the movement of the cantilever 
relative to the sample. A laser beam is reflected from the back of the cantilever to an optical 
beam detector (OBD). Minute cantilever deflections are amplified as linear movements of 
the laser across the OBD. The conventional modes of cantilever actuation are depicted with 
associated image traces, (b) contact mode, (c) tapping mode, and (d) noncontact mode. (e) A 
force–distance curve depicting the force experienced by the cantilever upon approach to the 
surface. The imaging modes are indicated in their relevant region of the interaction curve.
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its resonance frequency and is subsequently brought into proximity with the surface. In 
contrast to noncontact mode, the cantilever tip lightly taps the surface at the extent of 
each oscillation, which leads to small distortion in the oscillation. Instead of maintain-
ing a constant height and measuring the changes in amplitude as a result of topography, 
the amplitude is maintained and a feedback loop is used to adjust the vertical position 
of the cantilever relative to the sample surface via the actuation of a z-piezo, to keep 
the distortion in oscillation constant. This method imposes higher vertical forces to 
the sample surface compared to noncontact mode imaging, but lateral forces remain 
low. Importantly, it provides greater spatial resolution over its true noncontact coun-
terpart.13 Shortly after the first demonstration in ambient environments, Hansma et al. 
demonstrated tapping mode AFM in fluids in 1994,16,17 which is arguably one of the 
major breakthroughs that opened up AFM techniques to the world of biological mol-
ecules. Additional enhancements to the spatial and especially the temporal resolutions 
of dynamic AFM modes have occurred over the last decade, increasing the applica-
bility of the AFM in the study of biological molecules. As this chapter is concerned 
with the AFM imaging of biologically templated materials, we will focus mainly on 
dynamic imaging modes, although some of the theoretical aspects will also be appli-
cable for general AFM operation.

Irrespective of the particular mode of imaging used, the accurate monitoring of the 
deflection of the cantilever is of key importance. As mentioned above, in the original 
work by Binning et al., the deflection of the cantilever was monitored by measuring 
the tunneling current occurring between the cantilever and an STM tip positioned 
above.9 An alternative detection method utilized piezoresistive layers applied directly to 
the top surface of the cantilever.18 However, the most widely adopted method of cantile-
ver detection was established in 1988 by Meyer et al.19 Here, a laser beam is focused on 
the back of the cantilever. The reflected beam is then directed onto the center of a four-
quadrant area of photodiodes. For the nondeflected cantilever, half the laser beam now 
hits the upper photodiodes and the other half the lower photodiodes (Figure 3.2a). Upon 
deflection of the cantilever, this distribution is shifted and hence can be used to quantify 
the deflection. This optical system enables convenient and high-precision measurements 
of deflection as the small changes in deflection of the cantilever are amplified into large 
linear movements across the surface of the optical beam detector (OBD), allowing for 
small height features on the surface to be registered, according to the following equation:

 
∆ ∆Z

D
L

z≈ 2
 

(3.1)

where:
∆Z is the change in position of the deflected laser beam on the OBD
∆z is the change in z-position of the free end of the cantilever
D is the cantilever–OBD distance
L is the cantilever length

3.2.1 Background Theory

Despite the wide adoption of AFM, a solid understanding of the tip–sample inter-
action and cantilever dynamics has taken a long time to be established. Moreover, 
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no single description has thus far accounted for all imaging conditions. It is this 
limitation in theoretical understanding that has hampered rapid advancement in AFM 
techniques, especially with respect to minimizing interaction forces while maintain-
ing spatial resolution. However, recent innovations have enabled the development of 
advanced imaging regimes, such as peak force tapping (PFT), which address these 
challenges (see Section 3.4.2). The following discussion examines the physical inter-
actions occurring between the tip and the sample that underpin the formation of AFM 
images.

3.2.1.1 Tip–Sample Interactions
When considering the formation of an AFM image, we must consider the combi-
nation of attractive and repulsive forces that cumulatively act upon the tip to form 
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FIGURE 3.3 A montage of schematic diagrams depicting tip–sample interactions. (a) A 
surface and a tip are represented as ensembles of half-spheres with permanent and induced 
dipoles with the relative charges indicated. VdW forces act between the dipoles of both the 
surface and the tip giving rise to attractive interactions. (b) A tip is depicted with an associ-
ated capillary neck as a consequence of an ambient water layer. (c) Interaction forces experi-
enced between the tip and the sample as a function of distance.
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the observable quantity (Figure 3.3). These interaction forces are, however, difficult 
to disentangle and understanding each contribution in isolation is not trivial. The 
interaction between the tip of an AFM cantilever and a substrate is mediated by an 
array of electromagnetic forces, examined in brief below. Other more comprehensive 
reviews exist in the literature, for example, by Garcia.13

First and foremost, we must consider van der Waals (VdW) forces, which are 
long-range attractive interactions between atoms and/or molecules arising from elec-
tric dipole interactions. In the case of tip–sample interaction, we must consider the 
sum of all dipoles within both the sample and the tip (Figure 3.3a). Surfaces are 
rarely flat on the nanometer scale, and hence we approximate the surface as an array 
of half-spheres. When considering the tip as a half-sphere a distance d away from the 
surface, the VdW force is given by20

 F
H
d

RR
R R

VdW
s

s

= −
+6 2  (3.2)

where:
Rs is the effective radius of the surface roughness
R is the radius of the tip
H is the Hamaker constant

As will be discussed later, this view of a nanoscale surface defined by interconnected 
half-spheres, in part, defines the limit in spatial resolution achievable when imaging 
with another half-spherical object.

In addition, a range of repulsive forces, including forces arising from Pauli exclu-
sion and ionic repulsion, must be considered. However, these interactions can be 
described sufficiently well by phenomenological contact mechanics models, which 
take into account the load (applied force) and the elastic properties of the materials 
involved (both the tip and the surface). Hertz first described the contact and subsequent 
deformation of two spherical objects under an applied force in 1881.21 Subsequent 
revised models by Derjaguin, Muller, and Toporov (DMT)22 and Johnson, Kendall, 
and Roberts (JKR) elaborate on the relationships between deformation and load by 
additionally considering an adhesion force. Upon first encounter, the JKR and DMT 
models appear contradictory; however, they describe opposing ends of the elastic 
modulus spectra.23 Thus, the DMT model is relevant for low adhesion forces and stiff 
contact moduli when applied to small tip radii.23 By contrast, the JKR model suc-
cessfully describes large tip radii with a contact that is of low stiffness and has high 
adhesive forces. It is important to note that the former considers adhesions forces 
acting outside of the contact area, whereas the latter does not.13,23,24 In addition, these 
models also account for some nonconservative forces such as surface adhesion hys-
teresis and viscoelasticity.13

When operating the AFM under ambient conditions, a water meniscus forms 
spontaneously between the tip and the sample surface, owing to capillary condensa-
tion (Figure 3.3b). The two principle radii of curvature of the meniscus, r1 and r2, are 
linked to the vapor pressure P of the liquid as follows25:
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where:
rk is the Kelvin radius
Rg is the gas constant
T is the temperature
Psat is the vapor pressure at saturation
γL is the surface tension of the liquid
Vm is the molar volume of the liquid

From this equation, it can be seen that a meniscus will form when the tip reaches a 
distance from the surface equal to that of the Kelvin radius.

In general, analytical solutions of the tip–sample-associated capillary force Fcap 
do not exist, but Israelachvili provides a solution in the approximation where the tip 
is modeled as a half-sphere and the surface is considered flat26:
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where:
d is the distance between the tip and the surface
R is the tip radius
d0 is the height of the meniscus
θ is the contact angle at the surface

We note that the force reaches a maximum when the tip is in contact with the surface 
(d = 0). Although the above equation is only valid for a specific approximation, the 
general cases are not dissimilar. It has been shown both numerically and experimen-
tally that capillary force values can reach 100 nN, clearly becoming the dominating 
force in any ambient imaging regime compared to other typical tip–sample interac-
tion forces which range from high piconewton to low nanonewton.

The prevalence of a dominating capillary force under ambient conditions can 
cause problems for stability and resolution, in particular when imaging soft speci-
mens. This force can be eliminated altogether when the entire tip–sample interaction 
occurs within a liquid medium. However, other forces such as solvation and electro-
static double-layer forces come into play owing to the presence of the solid–liquid 
interface at the tip surface.

When submerged in polar solvents, solid surfaces become charged through the 
absorption of ions or charged molecules, or by the ionization of the surface atoms 
themselves. This excess charge at the surface is compensated by an accumulation of 
an equal number of opposite charges in the solution close to the surface. The thin 
layer of liquid containing the extra charges is generally referred to as the electro-
static double layer (EDL), which can extend into the solution from 1 nm to hundreds 
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of nanometers, depending on the ionic strength of the solution. The EDL is highly 
dynamic, in constant battle between the entropy of ions becoming diffuse throughout 
the solution and the electrostatic attraction of the surface.

An EDL force is encountered when a second surface is introduced into the liquid 
and brought into close enough proximity to the first surface such that their respective 
EDLs overlap and hence interact. The EDL force is generally repulsive if both sur-
faces are either positively or negatively charged upon immersion in the polar solvent.

When imaging under liquid, the EDL and the VdW forces are usually dominating. 
These forces form the basis of the Derjaguin–Landau–Verwey–Overbeek theory, 
and an approximation of the resulting force in the case where the tip is modeled as a 
half-sphere and the surface is considered flat was given by Butt et al. for the case of 
d ≫ λD, the Debye length, that is, the thickness of the EDL:27
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where:
∈ and ∈0 are the dielectric constants of the medium and the vacuum, respectively
σt and σs are the surface charges of the tip and the sample, respectively

We note that the thickness of the EDL varies strongly with the ionic strength of the 
medium, and hence the strength of the EDL force can be tuned accordingly. In doing 
so, access to high spatial resolutions is achievable.28,29 Furthermore, an appropriate 
balance between a stable imaging environment, a suitable sample binding environ-
ment, and biological reaction conditions is required.30

In addition, one must account for solvation and hydration forces that occur due to 
the confined nature of liquid molecules between the tip and the sample surface.31,32 
It must also be considered that there is a dependency upon the mechanical and chem-
ical properties of the substrate itself and its imaging environment.

3.2.2 canTilever dynamics

So far, we have only considered the complex interactions between the surface and the tip. 
We must, however, be mindful of the role of the cantilever onto which the tip is mounted, 
in particular for dynamic mode imaging which is the main interest of this chapter. The 
cantilever can generally be modeled as a perturbed harmonic oscillator. This has been 
discussed extensively in the literature and an excellent overview is given by Garcia.13

The way in which a cantilever behaves when excited is defined by three charac-
teristics: its resonant frequencies fn, its quality factor Q, and its spring constant k. 
When considering a standard beam cantilever with the dimensions w, h, and l, and 
only considering the most commonly used mode of oscillation, that is, the trans-
verse mode where the cantilever oscillates vertically, the above characteristics are 
given by13
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where:
E is the Young’s modulus
ρ is the mass density of the cantilever material
The coefficients λn are defined by cos λn cosh λn = −1, which leads to λ0 = 1.875 and 

λ1 = 4.694 for the lowest two resonances of the cantilever

The spring constant k is given by

 
k

Ewh
l

=
3

34  
(3.7)

The Q-factor describes any damping that affects a resonating cantilever and there-
fore is largely defined by the surrounding medium (air, liquid, or vacuum). This 
dimensionless parameter can range from a few thousand in vacuum to a few hundred 
in air, and even lower in liquid, and effectively describes the sharpness of the prin-
ciple resonance peak:

 Q
f
f

= 0

∆
 (3.8)

where ∆f is the full width half maximum of the resonance peak.
We note that these equations are valid in vacuum, and that both resonance fre-

quencies and Q-factor can change considerably when the cantilever is oscillated in 
a medium.

The desire to visualize biologically templated materials, as well as eventually 
the actual assembly processes at the nanoscale, requires imaging in aqueous buf-
fers which mimic their native environments.33,34  This further complicates cantile-
ver dynamics owing to the changes in resonance frequencies as a result of the fluid 
environment (rather than vacuum) and viscous damping forces. Furthermore, when 
a cantilever is oscillated in a fluid environment, there are two additional factors 
to consider: first, the interaction of the liquid with the cantilever, and second, the 
interaction at the sample–liquid–tip interface, where long-range forces such as EDL 
forces can become significant. However, it is important to remember that by imaging 
under liquid the capillary force, which can be dominating in ambient environments, 
is removed.13,17

For simplicity, we only consider the case of imaging in a water environment, as 
EDLs formed by ions in aqueous buffers further complicate tip–sample interactions, 
and thus cantilever dynamics, and hence must be tuned appropriately depending on 
the system that is investigated. As mentioned above, in water there is a reduction 
in Q and fn of the cantilever. For example, when considering a beam cantilever, the 
primary resonance frequency is typically reduced by a factor of 3–5 when operated 
in water compared with air. This decrease is caused by fluid boundary layers form-
ing around the cantilever, which must be displaced during each oscillation cycle. 
Moreover, the viscous properties of the medium impart hydrodynamic damping to 
the cantilever, which is responsible for the reduction of Q.35,36
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As the oscillating cantilever is brought toward the surface, the fluid boundary 
layers form a greater proportion of the cantilever–sample separation distance, thus 
increasing the fluid shear, which in turn causes further damping. In most cases, it 
is acceptable to neglect such shifts as these occur between the tip and the sample 
only, whereas the prevailing hydrodynamic effects act upon the entire cantilever 
body.37 Additionally, higher harmonics can complicate the cantilever oscillations in 
liquid owing to the significantly reduced Q, whereas these are negligible in air.38

3.3 SPATIAL RESOLUTION

Defining the spatial resolution of an AFM is different to that of conventional radiation-
based microscopes. The AFM forms images of surfaces in three dimensions and hence 
requires us to distinguish between lateral (x and y) and vertical (z) resolutions. The main 
contributors that determine vertical spatial resolution are the mechanical and electrical 
noise in the feedback system, and thermal fluctuations of the cantilever. By contrast, 
factors such as the tip radius, the aspect ratio, the distance over which the surface 
forces decay, and the compliance of the sample govern the lateral spatial resolution. 
Note that unlike with most radiation-based microscopy techniques, the mechanical 
properties of the sample play a defining role in the spatial resolution obtainable.

3.3.1 verTical resoluTion limiTs

The ability to distinguish small step heights is directly limited by the inherent noise 
of the imaging signal, either amplitude or frequency.39 In the case of amplitude mod-
ulation, the most commonly used method, the ratio of the noise in the amplitude 
signal, δA, to the gradient of the amplitude versus tip–surface-distance defines the 
vertical noise inherent to the image:
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For soft samples such as biological molecules, the gradient is typically 0.2−0.5, and 
hence δhn is typically between 2 δA and 5 δA.39

There are two major factors that contribute to noise in the cantilever signal, and 
these can be considered independent of each other: First, the cantilever experiences 
thermal instabilities, and second, there is an inherent noise in the detector/feedback 
loop, dominated primarily by noise in the optical detection of the deflected laser 
beam. The latter has been reduced significantly over recent years through enhance-
ments to the OBD, improved laser sources, and small cantilever systems. As a result, 
the thermal instabilities of the cantilever are now the dominating noise source of the 
cantilever in modern AFM systems.31,40,41 The thermal vertical noise of the deflection 
signal can be approximated by:42
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where:
kB is the Boltzmann constant
B is the noise bandwidth

and all other quantities as defined above. Provided that this is the dominating con-
tribution and generally small in modern cantilevers, systems can be built which are 
sensitive even to the short-range forces proximal to the surface, and therefore offer 
increased spatial resolution and force sensitivity, as the two are highly intertwined.31

3.3.2 laTeral resoluTion limiTs

The lateral resolution is governed by the typical feature sizes of both the tip and 
the sample, and the resulting AFM image is in fact a convolution of both shapes 
(Figure 3.4). As a result, unless the tip radius R is significantly smaller than the typi-
cal feature sizes of the sample, the lateral sizes of the imaged structures are gener-
ally overestimated by AFM. Furthermore, where typical surface features are smaller 
than the apex of the tip, we can argue that the resulting AFM image is dominated 
by the tip apex rather than the sample surface. The lateral resolution, δlr, can now be 
defined as the smallest distance at which adjacent features with a height difference 
of ∆h on the sample can be resolved, and is given by43

 δ δ δl R h h hr r r= + +( )2 ∆  (3.11)

where δhr is the vertical resolution.
In the context of this chapter, it is justified to set δhr ≈ δhn. It is evident from the 

above equation that the lateral resolution depends not only on the tip but also on the 

z
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x

FIGURE 3.4 Schematic diagram illustrating the resolution limits when imaging objects 
with a probe of finite size. Sample features smaller than the diameter of the probe cannot be 
resolved resulting in convolution artifacts, which represent a superimposition of the shape of 
the tip upon the sample.
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vertical resolution of the system, as well as the height of the features. For  illustration, 
if we consider an AFM system with a typical vertical noise level of 0.1  nm and 
employing a tip with a radius of 5 nm, the lateral resolution δlr when resolving peaks 
of identical height on the surface is 2 nm, whereas δlr ≈ 4.3 nm when imaging features 
with a height difference of 1 nm. Any features occurring closer than δlr will be sub-
jected to tip convolution artifacts (or dilation); this effect is represented in Figure 3.4.

In the above approximation, we considered the tip apex as being the only volume 
that interacts with the surface. However, this is not always true, in particular when 
imaging surfaces where the height of the features is larger than the tip radius. In 
such cases, the sidewalls of the tip will also interact with the surface. To address this 
problem, the use of single-walled carbon nanotubes as AFM tips has been investi-
gated owing to their excellent aspect ratio and tip radius.44 However, difficulties in 
preparing such tips impedes their wide adoption.

The above discussion of lateral resolution assumes noncompliance of both the tip and 
the sample, that is, neither sample nor tip deformation is taken into account. Although 
this is reasonable for solid samples, the elastic deformation of soft samples under an 
applied tip load will significantly alter both the vertical and lateral resolutions achievable.

When considered in relation to the Hertz model,21 where the applied force, F, the 
tip radius, R, and the effective Young’s modulus of the sample, Eeff, are taken into 
account, the lateral resolution is found to be
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where the effective Young’s modulus Eeff of the surface–tip interface is given by
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where Et,s and νt,s are the Young’s modulus and the Poisson ratio of the tip and the 
sample, respectively. This implies that forces below 1 nN and tip radii of around 
1 nm are required to obtain subnanometer resolutions. More importantly, it indi-
cates that such high resolutions are substantially easier to achieve on materials with 
high Young’s moduli.13,43 We note that several groups have reported AFM images 
with molecular resolution of biomolecules by increasing Eeff by forming rigid struc-
tures (e.g., protein crystals).28,45 By contrast, alternative instrumental developments 
to circumnavigate the above challenges have been developed to control and reduce 
actively (PFT, see Section 3.4.2.) and passively (torsional tapping46–48) interaction 
forces giving rise to higher resolutions.

3.3.3 applicaTion To BionanomaTerials—dna-TemplaTed maTerials

The use of DNA as a structural element was first envisaged by Nadrian 
Seeman in 1980  as a method for creating nanoscale arrays with programmable 
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periodicities.49 DNA is a semiflexible biopolymer assembled from four nucleic acids 
or bases, which natively exists as a duplex owing to the high fidelity of the Watson 
and Crick base-pairing interactions between the nucleic acids. Seeman realized 
that the sequence of bases could be arranged such that topologically more com-
plex structures than linear double-stranded DNA could be formed. Such structures, 
examples of which are in fact found in nature—hairpin loops and four-way Holliday 
 junctions—have great potential in nonbiological applications such as material sci-
ence. Through intelligent design of the sequence of bases (primary structure), mul-
tiple DNA strands can be designed to bind to one and other in a specific fashion 
forming a unique and potentially very complex structure (secondary structure). This 
method results in the creation of branched junction elements which can be added 
together to create very large homogeneous arrays.50–52

Great interest in this field has led to a large number of publications demonstrat-
ing 2D and 3D structures of increasing complexity. In addition, the technique was 
greatly expanded with the introduction of DNA origami by Paul Rothemund in 
2006.53 This new methodology simplified the design process by relieving some of the 
limitations imposed by the small number of nucleotide interactions available. Here, 
a large single-stranded DNA template, typically a viral genome, is folded into the 
desired shape through duplex formation with hundreds of short DNA strands, known 
as staple strands. This form of structural DNA nanotechnology has greater stability 
and typically more favorable assembly kinetics. It can easily be extended to enable 
the assembly of heterogeneous arrangements of multiple DNA origami tiles through 
additional base-pair interactions in order to form larger structures. Such structures 
have great potential as scaffolds for DNA-templated materials.

To expand the concept of DNA-templated materials, it is desirable to introduce 
capabilities for hierarchical spatial functionalization of DNA nanoarchitectures or 
arrays to produce heterogeneous structural assemblies with nanoscale resolution. 
This may be approached through chemical modification of DNA bases or sequence-
specific interaction with DNA binding or recombination proteins.

A promising approach is to utilize the Escherichia coli protein Recombinase A 
(RecA) for spatially addressing DNA architectures.54 The RecA protein is involved 
in DNA repair pathways through homologous recombination. It polymerizes upon 
single-stranded DNA in the presence of ATP and magnesium to form a nucleopro-
tein filament. Subsequently, this nucleoprotein complex is able to self-assemble onto 
a double-stranded DNA at regions of shared homology between the encapsulated 
single-stranded DNA and the double-stranded DNA (Figure 3.5a). Upon success-
ful assembly, the two homologous strands exchange resulting in the substitution of 
the new single-stranded DNA molecule with the homologous region of the double-
stranded DNA molecule, and then the RecA complex disassociates through the 
hydrolysis of ATP.

This mechanism can be exploited for DNA-templated material applications, as it 
offers direct spatial addressing of nanoscale DNA structures. Owing to the spatial 
positioning being a function of the homology search, no specific binding sites are 
required to be preprogrammed into the DNA template. This makes this approach 
highly flexible and fully programmable, allowing the template strand to be addressed 
at any point and at any time by altering the sequence of the single-stranded DNA 
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from which the nucleoprotein filament is formed. Furthermore, by substituting ATP 
with a nonhydrolyzable analog—ATPγS—it is possible to lock the complex in place 
once assembled, resulting in the stable patterning of the DNA substructure.55,56

Previous work by Keren et  al. has demonstrated the use of RecA filaments as 
shadow masks for the production of gaps of controlled size in metallized DNA 
nanowires.57 Alternatively, RecA itself can be functionalized or metallized for the 
production of nanowires,58 which could ultimately be arranged specifically within a 
larger DNA structure. The applicability of this method for true nanoscale pattering 
of DNA templates and the programmable assembly of RecA nucleoprotein filaments 
as small as 3 nm with single DNA base-pair resolution have been recently demon-
strated (Figure 3.5c).54

Visualizing the resulting small structures is of great importance to under-
stand and exploit the process; however, given the typical feature sizes and the 
structural properties of the materials involved, it is a significant challenge. AFM 
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FIGURE 3.5 Application of AFM to RecA-based bionanomaterials. (a) Schematic diagram 
depicting the formation and homology-based patterning system of RecA nucleoprotein fila-
ments. Monomeric RecA protein binds single-stranded DNA in the presence of ATPγS to 
form a nucleoprotein filament, which is able to locate a region of sequence homology within 
a double-stranded DNA substrate forming a stable triple-stranded complex. (b) An AFM 
image showing a RecA nucleoprotein filament formed upon 890 bp double-stranded DNA. 
The 10 nm helical pitch is indicated with arrows. Scale bar: 50 nm. (c) A series of white 
AFM images showing RecA nucleoprotein filaments of decreasing size, formed upon single-
stranded DNA from 60 (60 nt) to 10 nucleotides (10 nt) long, patterned at the termini of a 
double-stranded DNA template (grey arrow). Scale bar: 50 nm. All AFM images are captured 
using the tapping mode in air. Images adapted from R. Sharma, A. G. Davies, and C. Wälti. 
Directed assembly of 3-nm-long RecA nucleoprotein filaments on double-stranded DNA with 
nanometer resolution. ACS Nano, 8(4):3322–3330, 2014.
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offers the spatial resolution required for assessing RecA structures of all sizes, 
from revealing the helical pitch of the RecA nucleoprotein filament superstruc-
ture (Figure 3.5b) to confirming the fidelity of patterned structures down to 3 nm 
in size (Figure 3.5c).

Although conventional tapping-mode AFM is able to generate images of biologi-
cally templated materials, it is desirable to improve the resolution even further. As has 
been discussed above, the imaging resolution and force sensitivity of AFM are intrin-
sically linked, meaning that the tight regulation and control of tip–sample interaction 
forces can give rise to increased spatial resolutions as a smaller portion of the tip 
interacts with the sample. In addition, smaller imaging forces are particularly advan-
tages when dealing with soft, fragile samples, such as those of a biological nature.

3.4 SENSING AND CONTROLLING FORCES

AFM employs a physical probe that interacts directly with the sample to gain the 
required information to form an image. This characteristic feature of AFM is, how-
ever, not limited to image formation. As discussed above, the typical forces experi-
enced during imaging are on the order of piconewton to nanonewton, and therefore, 
AFM lends itself to direct sensing of local interaction forces with high spatial and 
force resolutions. AFM probes can be utilized as nanoscale force sensors to investi-
gate an external force acting upon it, and mechanical characteristics of a sample can 
be derived through the application of force. Properties such as deformation, energy 
dissipation, adhesion, and moduli can be mapped with the same spatial resolution as 
available to topographical imaging.

Furthermore, by functionalizing the AFM tip to introduce specific enhanced 
affinity for certain parts of the sample, AFM can be applied to the study of inter- 
and intramolecular forces, including affinity mapping,59 calculation of binding ener-
gies,60 and examination of the internal mechanics of proteins.61

3.4.1 Force specTroscopy

The mechanical stability of biological systems is often critically linked with their 
biological activity, and thus being able to map nanoscale biological mechanics is of 
great importance in understanding how form and function are linked, and in this 
endeavor AFM is undoubtedly unsurpassed.

Considering the AFM cantilever as a Hookian spring, the interaction force 
between the AFM tip and a sample can be given as

 F k z= − ∆  (3.14)

where k and ∆z are the cantilever spring constant and deflection, respectively.
Mechanical properties can be extracted by driving the cantilever along the 

z-axis from a position far away into the sample surface (and back) while monitor-
ing the cantilever deflection signal. This is typically referred to as a force–distance 
curve, however, not the tip–sample distance but only the position of the z-piezo 
(Z) is known, which represents the rest position of the cantilever. The tip–sample 
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separation distance d is affected by the deflection of the cantilever and the elastic 
properties of the sample. Therefore, d is given by

 d Z z= − +( )∆ δs  (3.15)

where δs is the sample deformation.
Hence, the recorded curve contains elastic contributions from the cantilever and 

the sample, as well as contributions from the tip–sample interactions,62 including both 
long-range attractive and short-range repulsive (mechanical contact) forces.

Because of the elastic nature of the cantilever—and in many cases, the sam-
ple itself—discontinuities between the approach and the retract parts of the curve 
occur when considering the attractive interactions. This hysteresis mainly results 
from the snap to contact dominated by the formation of a capillary neck in ambi-
ent conditions, but also includes VdW and hydrophobic contributions. In general, 
more detailed information on the attractive part of the tip–sample interaction can be 
obtained upon retraction.

When considering the repulsive contributions, the spring constant of the can-
tilever plays a major part. Mechanical deformation of the sample occurs as the 
cantilever is lowered and the tip starts to interact with the sample surface until 
the cantilever begins to deflect due to the resistive force of the surface. Therefore, 
it is important to match the compliance of the cantilever and the sample to avoid 
damage to the sample and optimize force sensitivity, and this is of particular 
concern where biological samples are investigated. In addition, the tip geom-
etry must also be taken into account, for example, when investigating biological 
membranes or imaging living cells, a sharp, high aspect ratio tip will lead to high 
loading forces across a small surface area, and hence can result in the rupturing 
of the membranes.

In 1996, Mitsui et al. exploited this principle to exert an external force on a 
protein in an attempt to gain insight into the protein’s mechanical stability,63 and 
shortly afterward this method was utilized to study the folding and unfold-
ing pathways of the model protein system titin.64 However, these early experi-
ments, which focussed directly on unfolding single protein molecules, yielded 
complicated data signals arising from a complex combination of actual protein 
unfolding and nonspecific tip–sample interactions.61 To overcome this challenge, 
recombinant polyprotein constructs that contain multiple protein units linked 
by short peptide domains are used to deconvolute the various contributions to 
the signal. A detailed discussion of this approach is given by Hoffmann and 
Dougan.61

In general, force spectroscopy by AFM is carried out using two different 
approaches (Figure 3.6). In force extension measurements, the AFM tip is lowered 
into the solution containing the surface-immobilized proteins such that an arbitrary 
number of proteins can attach to the tip and is then retracted from the surface at a con-
stant velocity (typically 50–1000 nm/s). With increasing separation, the force experi-
enced by the tip increases and at a particular force an individual domain within the 
protein will unfold, causing a sudden elongation of the effective length of the poly-
peptide chain, and an associated reduction of the cantilever deflection (Figure 3.6a 
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and b). The resulting force–extension curves typically resemble repeated sawtooth 
patterns, with peaks that correspond to the rupture forces of particular internal pro-
tein domains (Figure 3.6e). Once all the domains have unfolded, a detachment peak 
is observed (Figure 3.6c and d).

Alternatively, the force clamp method applies a constant tip–protein force 
while recording the z-position of the cantilever as a function of time. As a pro-
tein domain unfolds, the polypeptide chain extends, and the cantilever position 
changes in a stepwise fashion (Figure  3.6f). The resulting curve is typically 
staircase-like, where step heights relate directly to the number of amino acids 
released per unfolding event. Force clamp experiments can be conducted across 
a range of forces and along several trajectories by engineering the tip and surface 
such that specific residues at different regions of the protein are attached to the 
tip and the surface, respectively.65

3.4.2 mapping mechanical properTies

Force curves are not limited to single points, and can in fact be collected across an 
entire surface analogous to, for example, imaging by tapping mode where height 
information is collected for each point across a surface. This process of mapping the 
mechanical properties across an entire surface is known as force–volume mapping. 
Traditional AFM instruments can collect force curves at a rate of up to 10 Hz, and 
typically each curve is treated independent of the previous one, which can lead to 
overshooting and increased sample load.

This approach of measuring force at each point across the sample surface has 
recently been adapted and developed further to enable ultra-high-resolution imag-
ing. In this approach, generally referred to as PFT (Figure 3.7), the applied force is 
continuously analyzed and the z-position of the cantilever is adjusted via a fast feed-
back loop such that the maximum force applied to the sample remains constant. We 
note that PFT effectively decouples the resonance of the cantilever from its response 
by oscillating at a set low frequency, typically fixed at 2 kHz.66,67 Furthermore, the 
z-piezo is actuated with a sinusoidal waveform, contrary to traditional force–dis-
tance curves, which are derived using linear ramps. This results in the tip velocity 
approaching zero at the point of contact, enabling a more controlled interaction.67,68

Owing to the increased speed of modern controller electronics, the system is able 
to modulate the peak force applied to the sample surface per oscillation cycle to a self-
adjusting set point at which sample deformation begins. In practice, the probe is able to 
interact with the sample with forces of 10s of piconewton for merely 100 µs, with the 
system deriving multiple force–distance curves per pixel at a typical rate of 200 Hz. In 
addition, the signal-to-noise ratio is drastically increased by algorithmically removing 
any parasitic components from the deflection signal at each surface contact.67

This approach of direct force control enables imaging at very low interaction 
forces and hence leads to increased spatial resolution compared to traditional modes, 
in particular for soft polymer and biological samples. In addition, PFT avoids exces-
sive sample deformation,69,70 minimizes tip wear,68 and maintains stable imaging as 
the set points are not susceptible to drift, which is a particular benefit when imag-
ing in fluid. Another important benefit of this mode is the fact that the mechanical 
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properties are extracted at each pixel, which enables comprehensive statistical analy-
sis of the sample allowing true quantitative mapping (Figure 3.7c).66,69

Additional variations of force mapping of biological samples include the direct 
investigations of ligand–receptor interactions.71 An early example of this method is 
discussed by Gaub et al., measuring the interaction forces of individual biotin–avidin 
complexes72,73 and DNA hybridization.72 When coupled with force–volume or PFT, 
this method can be used to examine the spatial distribution of specific receptors, 
typically across a biologically active surface (Figure 3.7d).59,60

3.4.3 high-resoluTion imaging oF Biologically TemplaTed maTerials

As discussed, the application of small forces gives access to superior resolutions upon 
fragile samples, in particular those of biological nature. It is now possible to image 

Force

Surface map

A
dhesion

Fo
rc

e

0

Peak force

D
ef

le
ct

io
n

Young’s
modulus

z

Dissipation

Adhesion

Functionalized
probe

Chemical 
binder

z x

Surface
deformation

Surface adhesion

Surface map y

Surface-bound
ligand

y

x

1
5

4

A
pp

ro
ac

h

W
ithdraw

al

3

2
Time

(a) (c)

(b) (d)

FIGURE 3.7 PFT imaging regime and applications. (a) The typical force–time profile of 
PFT. As the tip–sample distance is decreased, the cantilever goes from being at rest (point 1) 
to sensing long-range attractive forces (point 2). Upon further reduction of the separation, 
the cantilever experiences mechanical loading until a set threshold is reached (point 3). An 
adhesion force is experienced by the cantilever upon retraction (point 4), and when overcome 
by the restoring force of the cantilever, the system returns to its rest (point 5). An associated 
force–distance profile is depicted (b) showing both the approach (dotted line) and retract 
(dashed line) curves. Some characteristic quantities that can be derived from the interaction 
are indicated. The sensitivity of this method has applications in recognition mapping (c) and 
nanomechanical mapping (d).

© 2016 by Taylor & Francis Group, LLC

  



74 Nanomaterials

bionanomaterials with sufficient resolution to probe their internal structures and iden-
tify perturbations as a consequence of hierarchical interactions such as the structural 
manipulation of DNA by proteins. This high spatial resolution offers insight into the 
exact role each biological component plays in a particular assembly, crucial informa-
tion when attempting to manipulate their interaction to form bionanomaterials.

If we consider the previous discussion of RecA nucleoprotein filaments, a clear 
advancement in spatial resolution can be seen in Figures 3.8a and 3.5b. Through the 
controlled application of only 100 pN of force to the sample, we are able to image the 
subunit structure of nucleoprotein filaments absorbed onto mica. Interestingly, we can 
see a clear discontinuity in the helical pitch of the nucleoprotein filament, indicating 
that it has polymerized upon the encapsulated DNA from multiple locations.

(a) (b)

(c) (d)

nm
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0
5 10

nm

3.4 nm

15

FIGURE 3.8 High-resolution AFM images. (a) The subunits of a 3.5  kbp RecA nucleopro-
tein filament are clearly resolved, indicating the helical structure of the complex. A dislocation is 
observed, suggesting that polymerization of the RecA protein occurred from multiple sites. Scale 
bar: 20 nm. (b) Internal structure of a DNA origami, indicating the weave of crossovers between 
adjacent helices integral to the structure. The helical pitch of DNA can clearly be resolved (arrows). 
Scale bar: 15 nm. (c) The B-form DNA helical pitch clearly resolved upon Lambda bacteriophage 
DNA (arrows). Both the minor and major grooves are resolved as indicated in the averaged trace (d) 
across the region highlighted by the white box. Larger scale writhe is observed, indicating super-
coiling of the biopolymer. Scale bar: 15 nm. All images are captured in aqueous buffer using PFT.
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As discussed, DNA is one of the most promising molecules for use in bionano-
materials application due to the accuracy and fidelity of the Watson and Crick base 
pairing, and its structural characteristics as a semiflexible polymer.

Similarly, observing the helical pitch of linear DNA molecules (Figure 3.8c) is 
now becoming relatively routine, and is even possible in more complex DNA geom-
etries found in structural DNA nanotechnology and DNA origami (Figure  3.8b). 
In Figure 3.8b and c and the trace—taken across the white box in Figure 3.8c—in 
Figure 3.8d, the major grooves (arrows) and minor grooves are clearly resolved, show-
ing the characteristic 3.4 nm helical pitch of B-form DNA. Additional periodicity with 
longer unit size can be observed owing to supercoiling of the DNA molecule; this can 
be seen in the overall height difference along the long axis of the DNA molecule.

Direct imaging with this level of detail can offer valuable insight into the internal 
forces induced in biologically templated structures, or forces exerted by additional 
protein components in hierarchical assemblies. For example, the helical pitch of 
DNA when encapsulated by RecA-based nucleoprotein filaments is approximately 
5.2  nm, which represents an increase of 50% over native double-stranded DNA. 
Where this occurs at a region of homology on a DNA template, the resulting stress 
has to be relaxed outside the patterned region of the DNA molecule. Although this 
is relatively straightforward in arrangements comprising only linear DNA molecules 
in solution, in more complex geometries or where two nucleoprotein filaments are 
in close proximity upon the same DNA molecule, the rotational freedom will be 
reduced, potentially resulting in unwanted stresses within the bionanomaterial. An 
understanding of how RecA nucleoprotein filaments impact on the underlying DNA 
scaffold is critical for advancing the field.

3.5 TEMPORAL RESOLUTION

It can be argued that one of the great limitations of AFM for the study of biological 
systems until very recently has been its lack in ability to image at sufficient speed 
to monitor biological processes in real time. However, in the past few years, a num-
ber of instruments have become available which make this possible. Before these 
recent advances are discussed, the theoretical aspects governing temporal resolution 
of dynamic AFM under fluid are briefly considered.

The highest possible imaging rate is fundamentally defined by the feedback band-
width of the control loop that maintains the tapping force during a scan, with further 
limitations implied by the sample itself.34,74–79

The image acquisition rate, raq, is given by

 r
v
An

aq
t=

2  (3.16)

where:
vt is the velocity of the tip (x-axis)
A is the scan area
n is the density of scan lines (y-axis)
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If we consider a sample whose typical features are distributed along the x-axis with 
a periodicity η, the bandwidth νB of the z-axis feedback loop must be sufficient to 
trace the sample surface, that is,

 
ν

η η
B

t aq≥ =v r An2
 

(3.17)

and hence

 r
An

aq
B≤ ν η

2  (3.18)

Provided that the feedback loop acquires a phase delay of π/4 at the bandwidth fre-
quency, the time domain delay resulting from the feedback loop is at least Δt = 1/8νB. 
Most AFM systems operate in closed-loop feedback configuration, and it is reason-
able to assume that the total time delay doubles as a result of the closed loop,34 that 
is, ∆tcl ≈ 2∆t, and hence

 
νB

total

≤ 1
16∆τ  

(3.19)

where ∆ttotal is the total time delay in the feedback which is equal to or bigger than ∆tcl

Hence, the maximum acquisition rate is given by

 
r

An
aq
max

total

= η
32∆τ  

(3.20)

For illustration, in order to achieve an acquisition rate of five frames per second at 
a scan line density of 10 nm−1 for a sample of 50 nm × 50 nm with a typical fea-
ture periodicity of 1 nm, the total time delay in the feedback loop must not exceed 
0.25 µs, and a minimum feedback bandwidth of 250 kHz must be achieved.

3.5.1 insTrumenTaTion perspecTive

Early efforts to increase the imaging speed of conventional AFMs have focused 
on contact mode techniques. It was identified that the mechanical response of the 
microscope is limited by the time delay in the piezo tube that actuates displacements 
in x, y, and z. In order to increase the bandwidth limitations of these piezo stacks, 
feedback actuation was attempted by the deposition of piezoelectric films directly on 
the cantilevers.80 Subsequent developments saw the attempted use of these integrated 
piezoelectric films in dynamic modes.81,82

Through these methods, it was possible to increase the imaging speed by an order 
of magnitude, although it was limited by complicated signals that arose from integrat-
ing the piezoelectric films into the full length of the cantilever itself.12 Furthermore, 
limitations in fabrication sizes of such cantilevers resulted in high spring constants 
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and poor resonance frequencies,83,84  which were further compounded in liquid.85 

Efforts to develop large arrays of individually addressable cantilevers were simulta-
neously attempted.

Further progress in fast-scan AFM was achieved by Miles et al.86,87 by develop-
ing novel approaches to constant mode. In their method, a tuning fork, resonating 
at 100 kHz, was employed as the x scanner, enabling frame rates of up to 14 frames 
per second in ambient conditions when imaging semicrystalline polymer samples.

Ando’s and Hansma’s groups simultaneously reported attempts to increase the 
feedback bandwidth of dynamic modes. A flurry of inventions followed, including 
small cantilevers with dimensions of less than 10  µm and corresponding optical 
detection systems to utilize these small cantilevers,17,88–90 active damping z scan-
ners,91,92 dynamic proportional–integral–derivative controllers,93 and fast data acqui-
sition systems.94–96

3.5.2 imporTance oF surFace preparaTion

In particular, for high-speed AFM, it is essential to remember that in addition to 
instrument capabilities, the sample preparation also plays a defining role in what can 
be achieved with AFM techniques. AFM does not require sample staining, fixation, 
or labeling, which is often characteristic of radiation-based microscopy techniques. 
However, as this method employs a physical probe, the deposition of molecules on a 
flat and rigid support surface—typically Muscovite mica—is required.

The exact method of sample preparation is dictated by the intended experimental 
procedures and can be broadly split between those that allow for maximum spatial 
resolution and those that allow for dynamic events to be observed in situ. In simpli-
fied terms, we can say that the difference between these two objectives is a function 
of the strength with which the molecules are bound to the support surface. Tightly 
bound molecules allow for greater spatial resolutions when imaging but lack the 
flexibility to allow subsequent interactions to occur in situ. Here, only prepara-
tions that allow biological processes to be observed with high-speed AFM will be 
discussed.

In order to observe biological process in real time, we require that the biological 
molecules largely retain their degrees of freedom when confined within 2D on the 
support surface. In short, they must be sufficiently free, that is, unconstrained by the 
interaction with the support surface, to undergo interactions, yet sufficiently fixed 
to resist the instantaneous interaction forces imposed by the scanning AFM probe. 
This seems to be a contradiction impossible to overcome.

Let us first consider the net charges on the surface of both the biological mol-
ecules and the support substrate. Where mica is utilized, it holds a net negative 
surface charge owing to the dissociation of K+ ions from its aluminum phyllosili-
cate lattice upon submersion in aqueous fluids. Biological polymers such as nucleic 
acids hold a net negative charge, whereas proteins tend to have more complex sur-
face charge distributions, which may be split into localized specific domains. It is 
worth noting that the charge on the biological molecules varies significantly with 
pH as their isoelectric point is generally not too far from neutral pH, and hence 

© 2016 by Taylor & Francis Group, LLC

  



78 Nanomaterials

changes in the pH of the imaging buffer can result in altering the net charge of the 
molecule from negative to positive, or vice versa. However, the useful pH range is 
typically constrained as the biological molecules are typically only fully functional 
in narrow pH ranges.

The interactions that occur between nucleic acids, such as DNA, and proteins 
are the most commonly investigated by AFM owing to their relevance in biol-
ogy and bionanotechnology. For such AFM experiments, the DNA molecules 
are usually bound to the mica surface, and subsequently the proteins are imaged 
while interacting with the surface associated DNA. In order to bind the nega-
tively charged DNA molecules to mica, previous studies have chemically modi-
fied the surface, such as with APTES ((3-aminopropyl)triethoxysilane), resulting 
in a net positive surface charge.97  However, this typically results in an associ-
ated increase in surface roughness. Alternative approaches include the cycling 
of buffers98–100 or electric fields101,102 to switch between loose and bound states to 
image molecular interactions in stages; however, these lack the ability of true in 
situ observation. Additionally, novel support structures have been fabricated using 
DNA origami to isolate the biological interaction through indirect surface attach-
ment.103 Although all these methods have proven successful to varying degrees, 
they all put significant constraints on the experimental setup or do not provide the 
required functionality.

We have recently demonstrated the ability to tune the surface translational free-
dom of DNA molecules such that their surface association is sufficient to resist the 
lateral forces imposed by the tip during high-speed AFM imaging, while simulta-
neously providing enough mobility for nucleo-protein interactions to occur within 
physiologically relevant buffering conditions.104

It is well established that divalent cations can be used to substitute the dissociated 
K+ ions in the mica lattice. Transition metal cations, such as Ni2+, Co2+, and Zn2+, 
bind irreversibly to mica, whereas biological relevant cations such as Mg2+ bind tran-
siently, continually exchanging with K+ and H+ ions in the imaging buffer. This dif-
ference in binding strength can be exploited to tune the overall surface interaction of 
the DNA molecules with the mica. Ni2+ provides strong localized attachment points, 
whereas Mg2+, as it binds only transiently, provides weak and diffuse attachment.

Mica surfaces can be preincubated with Ni2+ as these ions bind irreversibly to the 
mica, but the Mg2+ has to be present within the imaging buffer. By carefully control-
ling the ratio of Ni2+ preincubation concentrations to the concentration of Mg2+ in 
the imaging buffer, it is possible to tune the surface translational mobility of DNA 
as a function of Ni2+ concentration, where the Mg2+ concentration is kept at a physi-
ologically relevant concentration.104 An example of how the surface association of 
the DNA can be tuned from very strongly bound to very weakly bound is shown in 
Figure 3.9.

3.5.3 oBservaTion oF Biological evenTs in real Time

Time-resolved AFM investigations have been successfully carried out over 
the past two decades, offering critical insight into many areas of biological 
study. To date, many model systems have been observed in action, such as RNA 
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polymerase,105,106 bacteriophage Lambda Cro protein,107 DNA photolyase,108 nucleo-
somes,109 and restriction enzymes,110 to name but a few.

Despite the success of these studies at revealing important information on the 
dynamics of biological molecules, the limited temporal resolutions of traditional 
AFM have impeded true real-time observations. Biological reactions take place on 
the order of seconds, and it is only recently that AFM technology was developed far 
enough to enable studies at multiple frames per second.

With the development of high-speed AFM over the last decade, the ability to 
follow biological processes with subsecond resolution while maintaining single- 
molecule spatial resolution is now becoming possible. One of the most astounding 
examples, work by the Ando group, demonstrates the observation of the hand-  over-
hand walking motion of the motor protein myosin V, confirming the long postulated 
mode of action (Figure  3.10).111  Additional work by the same group has demon-
strated the direct observation of the response of bacteriorhodopsin to light112 and the 
response of rotorless F1-ATPase to ATP.113

Furthermore, the Sugiyama group has demonstrated an array of dynamic studies 
of DNA structural transitions situated within DNA origami reference frames, includ-
ing folding of G-quadruplex and identifying its intermediate states,114–116  and the 
transition of B to Z form of DNA.117 Moreover, they have utilized the same system 
to observe directly the action of Holliday junction-resolving enzymes,118 T7 RNA 
polymerase,119 and the site-specific recombination protein Cre.120
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FIGURE 3.9 Surface translational mobility of 3.5 kbp DNA as a function of Ni2+ concentra-
tion used for preincubation. The mobility of the DNA molecules is observed to decrease with 
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in support of the observed trend in translational mobility. The dashed line through the data 
points is intended as a guide to the eye.
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ment of Myosin V along an actin filament in the presence of 1 mM ATP. The arrowhead indicates a molecule of streptavidin, which forms part of the 
sample preparation. The arrows indicate the coiled-coil tail of the Myosin V. Scale bar: 30 nm. (b) and (c) Schematic diagrams depicting the structure 
of Myosin V and walking mechanism, respectively. (d) and (e) A sequence of HS-AFM images depicting the hand-over-hand motion of Myosin V in 1 
and 2 mM ATP, respectively. Scale bars: 50 nm (d) and 30 nm (e). The center of mass is indicated in (a), (d), and (e) with dashed lines and a plus denotes 
the positive end of the actin filament. The swinging lever of the motor protein is indicated by a white line. (Reprinted by permission from Macmillan 
Publishers Ltd. Nature Kodera, N. et al., 468(7320), 72–76, Copyright 2010.)
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3.6 DIRECT MANIPULATION AND CONSTRUCTION

With accurate control of a physical probe, it becomes possible to deposit, remove, and 
move molecules directly on a surface. Macroscale methods of construction utilize simi-
lar principles such as additive manufacturing or the bulk machining of materials to 
form functional structures. In this section, scanning probe lithography techniques are 
briefly reviewed, which are—at least originally—derived from their microscopical 
counterparts.

3.6.1 mechanical manipulaTion—desTrucTive

Although the sharp tip on the end of the flexible cantilever is primarily utilized for 
imaging and force spectroscopy, it can also be employed to manipulate the substrate. 
By applying a large loading force to the substrate, one can intentionally scratch the 
surface as would be achieved at the macroscale using a scalpel blade; this is unimag-
inatively known as nanoshaving (Figure 3.11a). The applied force, geometry of the 
tip, and material hardness (relative to the tip hardness) all govern the overall profile 
of the scratch and this method is typically conducted using diamond-like carbon tips. 
This process can be used, for example, to scrape away polymer resists to expose the 
underlying substrate for subsequent depositions of metals or other materials. In addi-
tion, it can be further extended to work with self-assembled monolayers (SAMs), such 
as alkane thiolates that spontaneously absorb onto gold surfaces through a terminal 
thiol group. By applying lateral force, the AFM tip can be used to scrape away regions 
of the monolayer leaving the gold substrate selectively exposed. This method can 
therefore be utilized to pattern one SAM within another by immersing the substrate 
with the selectively exposed gold areas to a second SAM solution.121,122 Applications 
of this technique include the creation of patterns with alternative protein-binding 
and protein-repelling regions. This methodology is known as nanografting, and is 
capable of achieving sub-50 nm resolutions (Figure 3.11b).

3.6.2 nano WriTing—consTrucTive

AFM-mediated nanolithography is not necessarily a destructive process, but can be 
used to lay down selectively new material as well. In its simplest form, dip pen nano-
lithography (DPN) can be described as a nanoscale fountain pen, where a probe is 
dipped in ink and then used to write arbitrary patterns upon a surface (Figure 3.11c). 
Typically, the resolution is between 20 nm and 10s of µm, depending upon the vis-
cosity of the ink utilized and the chemistry of the surface to be patterned.

Although DPN is derived from AFM, it does not directly depend on it. The process is 
governed by the relative humidity of the environment, the viscosity of the ink and con-
sequently the meniscus formed between the surface and the tip. The writeable feature 
size has little dependence upon the applied force and therefore, DPN can be operated 
independent of optical cantilever detection systems or complicated feedback loops.

Broadly speaking, there are two types of DPN based upon the type of molecule 
deposited as ink, those based on molecular inks, and those based on liquid inks. The 
former were the first described, utilizing small molecules that are delivered to a substrate 
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via a water meniscus. The feature size is controlled by varying the meniscus size as a 
function of relative humidity and by varying the tip dwell time. It is critical to match the 
deposition rate to the diffusion rate of the molecule utilized, which is different for each 
component. Additionally, it is important to note that this methodology means that the 
ink is restricted to being written to a specific substrate where the binding chemistry is 
matched, for example, alkanethiols onto gold or silanes onto silicon substrates.

By contrast, liquid inks are not restricted to dedicated surface chemistries and can 
be written onto virtually any substrate. These are composed of materials that can be 

e−

(a) (b) (c)

(d)

(g)

(e) (f )

FIGURE 3.11 Nano manipulation. A summary of tip-based nano manipulation modes, 
including (a) nanoshaving, (b) nanografting, (c) DPN, (d) electrochemical modification of a 
substrate with C-AFM, (e) photolithography conducted by NSOM, and (f) the direct manipu-
lation of individual molecules and atoms by STM. (g) Large multiplexed cantilever arrays can 
enhance the throughput of nano manipulation techniques, as depicted for DPN.
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dissolved in a liquid or that are liquids themselves, including but not restricted to 
proteins, peptides, DNA, lipids, hydrogels, sol–gels, and conductive inks. The vis-
cosity of the ink is the dominating factor in governing resolution, with higher vis-
cosities delivering greater control over feature size and deposition rate.

DPN can be multiplexed by increasing the number of cantilevers that can simul-
taneous address the surface, potentially applying different inks, which allows, for 
example, the production of multiplexed protein or DNA arrays for biosensing appli-
cations (Figure 3.11g). Salaita et al. demonstrated the simultaneous multiplexed writ-
ing by DPN using a 2D array of 55,000 cantilevers for such applications.123

A combination of DPN with nanoshaving, termed nanopen reader and writer, has 
been used to introduce 4 nm2 patches of octadecanethiol directly into a decanethiol 
monolayer.124 Here, an octadecanethiol solution is used as an ink, and as soon as the 
preformed decanethiol SAM is removed through nanoshaving, the new SAM mol-
ecule, octadecanethiol, is written into the resulting cavities.

In alternative approaches, scanning probe-based techniques have been used for 
data storage applications with potential advantages such as ultrahigh areal density, 
potentially up to terabytes per square inch, and fast read and write speeds, compara-
ble with flash memory.125–129 Multiple regimes of operations have been demonstrated 
over the past two decades, including thermomechanical,126,130 localized phase chang-
ing of a polymer media,131–133  magnetic,134  thermo-enhance-magnetic,135,136  elec-
trical,137  ferroelectric,138  and optical.139  These different approaches have all been 
demonstrated in large multiplexed arrays employing large numbers of individually 
addressable tips to read and write data in a highly parallel nature.

3.6.3 modiFying local surFace chemisTry

Alternative approaches for modifying the sample surface locally using AFM-derived 
techniques include methods where the tip is used to apply an electrical current (e.g., 
conductive AFM [C-AFM]) (Figure 3.11d) or emit light on to the sample (e.g., near-
field scanning optical microscopy [NSOM]) (Figure  3.11e). C-AFM allows the 
simultaneous acquisition of topographical information and application of an electri-
cal current. In this context, C-AFM has be used to oxidize locally the functional 
groups of SAMs, for example, transforming the hydrophobic CH3 terminal groups 
into hydrophilic hydroxyl groups.140 Such constructive processing, followed by the 
use of selective chemistries to modify the SAM further, has been used to demonstrate 
the directed fabrication of gold clusters,124 nanoparticles,141 and silver islands.140

Photolithographic processes are generally restricted in resolution by the diffraction 
limit, that is, the smallest features that can be defined are on the order of the wave-
length of the light that is being used. However, this is only true in the far field, that 
is, where the distance of the light source to the sample is significantly larger than the 
wavelength of the light. This limitation can be circumvented by making use of near-
field effects, that is, by exploiting the radiation very close to the source of the light. 
This is realized by NSOMs, where an AFM-like tip is used as a light source. This 
can be conducted in two distinct ways. Radiation, for example, a laser beam, can be 
focussed onto the tip apex, which then acts as a light source. The light emitted from 
the tip apex, which is confined between the tip and the sample surface reminiscent of 
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tip-enhanced Raman spectroscopy, can then be used for photolithography in the near 
field.142,143 Alternatively, apertures can be fabricated into the tips from which the light 
is emitted. Despite significant challenges associated with the manufacturing of regular 
apertured tips, tip heating, and interference artifacts, aperture-mode NSOM has been 
demonstrated by Leggett et al. who employed a UV laser to the patterning of photo-
cleavable SAMs producing features of less than 50 nm.144–146 Despite the advantages 
that this approach conveys, it remains limited—as all SPM techniques are—by the 
serial nature of the technique. In order to address this challenge, large arrays of tips 
can be used in parallel to increase the simultaneous write area of the technique.147,148

3.6.4 Building WiTh aToms

Scanning probe techniques can also be used to directly manipulate and move atoms 
around on a sample surface (Figure 3.11f). Eigler’s group at IBM were the first to 
demonstrate this capability, and they demonstrated the positioning of individual iron 
atoms using an STM to confine the electronic states within a copper surface, known 
as a quantum corral.149 IBM have since gone on to demonstrate the world’s smallest 
stop motion movie called A Boy and His Atom. Here, carbon monoxide molecules 
were individually placed upon a copper surface using an STM as part of IBMs con-
tinued development of atomic memory and data storage applications. Although these 
impressive demonstrations are undertaken in solid-state systems rather than biologi-
cally templated systems, they highlight the increasing potential for SPM techniques 
to position directly isolated molecules, which could eventually extend to the directed 
assembly of discrete biological systems.

3.7 CONCLUSIONS AND PERSPECTIVES

Since its invention, the AFM has proven to be an extremely powerful tool for the 
characterization of materials at the nanoscale. The exceptional versatility of this 
form of microscopy has made it into a key tool for the interrogation of biological 
molecules. Although the operating principles of most, if not all, aspects of AFM 
are conceptually straightforward, the theoretical foundations for understanding the 
various different interactions involved have proven to be much more demanding to 
establish. In this chapter, the basic underlying theory of dynamic AFM modes has 
been discussed, although only to a limited extent, and readers trying to acquire a 
more detailed picture are referred to the literature cited in the text.

The interrogation of a substrate by a sharp tip in mechanical contact with the 
surface means that the spatial resolution is directly governed by the physical proper-
ties of both the tip and the sample, as well as being a function of the force applied 
by the tip to the surface. By carefully optimizing tip geometry and in particular 
the mechanical properties of the cantilevers, the forces acting on the sample can be 
reduced and thus significant improvements in resolution were demonstrated over the 
past decades employing a range of different approaches. However, this was particu-
larly challenging when imaging soft samples such as biological molecules and bio-
logically templated materials. The most notable recent advancement was achieved 
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through significant developments in feedback electronics, enabling very fast and sen-
sitive control over the applied interaction forces.

Furthermore, as AFM instruments collect data in a serial fashion, the temporal 
resolution is governed principally by the response time of the mechanical and elec-
trical components of the instrument’s feedback loop. A number of key advancements 
to the temporal resolutions have been highlighted in this chapter, indicating substan-
tial developments in AFM instrumentation. In particular, recent developments of 
high-speed AFM is beginning to allow the interrogation of biological mechanisms 
over relevant timescales, a revolution that will undoubtedly change our understand-
ing of some of the most fundamental processes in biology and further enable their 
application in bionanotechnology.

In contrast to radiation-based microscopies, AFM requires the biological mol-
ecules to be deposited on an ultra-flat and rigid support surface. As a result, the 
sample preparation plays a major role in all AFM investigations. This is of partic-
ular importance when investigating dynamic biological processes using HS-AFM 
techniques, as a fine balance between strong enough attachment to the surface 
to enable imaging with a mechanical tip, which applies a certain force to the 
molecules upon imaging, and the requirement to minimize the interaction of the 
molecules with the surface to allow the molecules to move as freely as possible, 
has to be struck.

Although AFM techniques have advanced considerably over the past few decades, 
they are far from reaching saturation, and many more developments will follow. For the 
advancement of biologically templated materials, where materials with novel proper-
ties are being developed by, for example, exploiting functionality of biological mole-
cules, it is of fundamental importance that these biological mechanisms are understood 
in detail. Considering the potential of biologically templated materials, and of course 
of the vast range of other science or engineering challenges that benefit from such 
advances, further and more powerful tools to interrogate these underpinning mecha-
nisms will be developed over the coming decades and beyond, and it can be anticipated 
that AFM techniques will play a very prominent role for the foreseeable future.
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ABSTRACT Due to the promise of groundbreaking innovations for many 
technical applications via nanotechnologies, the potential toxicity of nanomate-
rials (NMs) is of high societal and scientific interest at present. However, NMs 
require new or adapted testing methods, as a result of key differences from 
molecular chemicals related to their surface reactivity. In particular, the dose 
reaching a cell or an organism needs thorough evaluation and the exact local-
ization of NMs is of equally high importance. Both depend on the interaction of 
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NMs with biological molecules that adhere to their surface and alter behaviour, 
dissolution of ions, uptake and localization. The current state of specific quan-
titative structure–activity relationships for NMs and of grouping of such mate-
rials is conceptualized. Finally, the legal frameworks existing in the European 
Union, in particular the REACH regulation, but also the regulatory situation in 
United States, and how these are adapting to accommodate the specificities of 
NPs/NMs for environmental safety assessment are presented.

4.1 INTRODUCTION

The potential toxicity of nanomaterials (NMs) is of high societal and scientific 
interest, due to the promise of groundbreaking innovations for many technical 
applications.

However, there are many pitfalls for the novice in NM toxicity testing as not all 
techniques, general knowledge and standard procedures that have been developed and 
validated over decades to test chemicals can be applied exactly to nanoparticles (NPs; 
all dimensions between 1 and 100 nm; nanoscale) and nanostructures (NS; at least one 
dimension in the nanoscale). Applying standard tests to the assessment of hazard of 
NPs or NSs, without considering the possibility of any artifacts due to their particulate 
form and behavior, or lack of awareness of the specific features of NPs and NSs that 
may lead to the need for adjustments of toxicity tests, could lead to misevaluation of 
the toxicity potential due to false-positive and/or false-negative results which could 
occur unexpectedly. As a result of any nanoparticulate peculiarities, primarily related 
to their large surface area-to-volume ratio and consequent high surface energy, toxic-
ity can often not be related to the actual size, mass, or surface area of the single NPs, 
NSs, or their agglomerates/aggregates (Auffan et al., 2009; Lankoff et al., 2012). It is 
generally accepted that for these particulate materials, toxicity is greatly influenced 
by some inherent and not yet fully understood the properties of the particles, such as 
ions dissolving from the particle surface or molecules adhering to the surface. The 
latter process might induce interference with the uptake of NPs/NSs by an organ-
ism and therefore the effective concentration, which may have implications for any 
observed toxicity. This chapter describes these specificities including agglomeration/
aggregation and the fate in the environment and the interaction with molecules pres-
ent in the environment ( nanobiological interactions and biological transformation). 
Furthermore, processes involved in uptake and tissue distribution or particle interac-
tion with legacy chemicals and the potential for leaching of ions from NMs and their 
influence on NP/NS toxicity in aquatic organisms will be described.

Commonly used aquatic model organisms and protocols for NP/NS testing will 
be described and the fact that there is a discrepancy in relevance of results from 
organisms exposed to NPs in artificially pristine laboratory conditions compared to 
field conditions will be addressed. Another important aspect that will be discussed in 
this chapter is the NP dose at the relevant site within an organism and available tech-
niques to visualize and (semi)quantify the distribution and localization of particles 
within the organism. The current state of NP/NS-specific quantitative structure–
activity relationships (QSAR) and of grouping of NPs will also be described. Finally, 
the legal frameworks existing in the European Union, the Registration, Evaluation, 
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Authorisation and Restriction of Chemicals (REACH) regulation in particular, but 
also the regulatory situation in the United States, and how they are adapting to 
accommodate the specificities of NPs/NSs for safety assessment will be discussed.

4.2  NPs ENTERING THE ENVIRONMENT 
AND THEIR AGGLOMERATION AND FATE

With increased use of NPs in consumer products and tools, the likelihood of their 
release into environmental compartments during their life cycle also increases, as 
has been confirmed by some recent findings (Benn and Westerhoff, 2008; Kaegi 
et al., 2008, 2010). Which environmental compartments are affected, and to what 
extent, by the use of NPs depends on the application and usage of products that 
incorporate NPs and ultimately the environmental concentration of any potentially 
hazardous NP/NS.

Current applications of NPs/NSs in applications such as cosmetics, paints, or tex-
tiles can lead to direct release into surface water (Kaegi et al., 2008, 2010) as well 
as transport of the released NPs into the wastewater system and ultimately to sew-
age treatment plants (Gottschalk et al., 2009). These processes have been studied in 
 various laboratory and field investigations, indicating that the highest fraction of the 
added NPs (80%–95%) is adsorbed to the sewage sludge (Gartiser et al., 2014; Kaegi 
et al., 2011, 2013; Kiser et al., 2009; Limbach et al., 2008; Westerhoff et al., 2011). 
However, the fraction of NPs that are not adsorbed to the sludge may ultimately leave 
the sewage plant and enter surface waters, and possibly lead to a risk to aquatic or 
benthic organisms as well as drinking water resources (Gartiser et al., 2014).

The detection of NPs in the environment as a prerequisite to understand fluxes 
and fate is far from being a routine analysis, and challenges include the low 
expected mass concentrations, the presence of natural and incidental (arising from, 
for example, combustion, natural or man-made) particles of similar size and ele-
mental composition, and the agglomeration processes occurring and the lack of 
certified reference materials (Duester et  al., 2014). At the Joint Research Centre 
(JRC), a repository of representative NMs was established* and these NMs have 
been prepared under Good Laboratory Practice (GLP) and can serve as interna-
tional benchmarks.

It has to be noted that the NPs entering the environment can be the pristine, unal-
tered NPs as produced in industry but also processed NPs as well as environmentally 
altered NPs. They are mostly either still embedded in the product matrix or highly 
agglomerated after the release, but under some circumstances also the release of 
single nano-objects may occur (Nowack and Bucheli, 2007). Furthermore, altera-
tions of the NPs after their release into the environment may occur affecting their 
environmental behavior as well as the hazard potential and this needs to be consid-
ered in future studies (Al-Kattan et al., 2014; Bondarenko et al., 2013).

One common alteration of released NPs, similar to naturally occurring colloids, is 
their tendency to agglomerate, for example, with other suspended particulate matter, 
settling and deposition in sediments, all limiting their mobility. These mechanisms 

* http://ihcp.jrc.ec.europa.eu/our_activities/nanotechnology/nanomaterials-repository
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lead ultimately to relatively low NP concentrations in the water phase and correspond-
ingly higher concentrations possibly accumulating in sediments (Baalousha, 2009; 
Handy et al., 2012; Klaine et al., 2008; Von der Kammer et al., 2010). Agglomeration 
processes also directly affect the bioavailability of the NPs and determine which 
organisms may be most exposed to them (Duester et al., 2014).

Because agglomeration is of such importance in environmental waters, the 
parameters influencing this process are of high relevance to predict NP behavior. 
Parameters are related to the NP itself (structure, composition, surface chemistry, 
or reactivity) and the corresponding environmental conditions such as pH, ionic 
strength, type, and concentration of natural organic matter (NOM) (French et al., 
2009; Guzman et al., 2006). A detailed description of agglomeration processes 
and the influencing parameters is given by, for example, Cornelis et  al. (2014) 
and Von der Kammer et al. (2010). Briefly, two basic mechanisms determine the 
agglomeration behavior: steric and electrostatic mechanisms. Whereas steric sta-
bilization is affected by adsorbed molecules at the surface of the NP, which physi-
cally hinder NP clustering, electrostatic stabilization is determined by repulsive 
interactions of the electric double layer. The Derjaguin, Landau, Verwey, and 
Overbeek (DLVO) theory can be used as starting point to describe the stability of 
a suspension or NP dispersion in environmental media (Derjaguin and Landau, 
1941; Verwey and Overbeek, 1948) and considers the electrostatic repulsion and 
van der Waals adsorption.

Other environmental chemical processes such as oxidation and reduction, sulfidi-
zation, dissolution, adsorption, change of surface functionalization, and biotrans-
formation can occur, and they will also influence the agglomeration process. The 
kinetics of these processes are dependent on the abiotic and biotic conditions of 
the media as well as the physical–chemical properties of the NM itself. A detailed 
description can be found in the works of Klaine et al. (2008), Lowry et al. (2012), 
Nickel et al. (2013), and Nowack et al. (2012).

The above-described mechanisms and processes are not only of relevance to 
understand the environmental behavior and fate of NMs but also for their impact 
on the environment (Muth-Köhne et  al., 2013). For example, Ag NPs exerted 
increased toxicity to zebrafish (Danio rerio) embryos as the materials underwent 
a wastewater treatment process compared to the pristine NPs. This indicates 
that environmental processes may also influence the potential hazard of NMs. 
However, the process or factor that was responsible for these observations has 
not been identified, but likely it has to do with the interaction of the NPs and 
organic molecules present in complex environmental matrices. Further studies 
have investigated the bioaccessibility of Ag and Ag NPs in soil with aging and 
varying organic matter content (Coutris et al., 2012). This study showed that for 
some forms of Ag the NPs can be more bioaccessible than Ag ions, which may 
have implications for the risk assessment (RA) of Ag NPs and whether their RA 
is covered by using existing frameworks for RA of metals to predicted metal 
NP hazard in the environment. However, exposure models for NMs are still in 
their infancy. But basic approaches exist to predict the environmental behav-
ior and fate for freshwater environment. A detailed description can be found in 
Ballousha et al. (2015).
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4.3  NANOBIO INTERACTION— NANOENVIRONMENTAL 
INTERACTION

The high surface area-to-volume ratio of NPs, and their consequent high surface 
energy, drives NPs to acquire a coating of macromolecules in order to reduce or 
pacify the surface energy (Monopoli et al., 2011). Numerous studies have shown 
that the composition of NMs and the biofluid (e.g., human serum, cell culture 
media containing dispersants such as sodium dodecyl sulfate (SDS) or albumin) 
influences the identity of the biomolecules in the so-called NP corona, and evi-
dence is emerging that the composition of the corona can be correlated with NP 
uptake by cells (Walkey et  al., 2014; Fleischer and Payne, 2014; Lynch et al., 
2007; Walczyk et al., 2010).

The first report of an environmentally relevant protein corona emerged in 2013, 
confirming that the concept of the protein corona is equally applicable to ecotoxi-
cological investigations in soil and aquatic species as to toxicological ones. Thus, 
the composition of the protein corona of Ag NPs exposed to coelomic fluid of the 
earthworm Eisenia fetida was compared to that formed from fetal bovine serum 
(FBS), and the uptake of the corona-coated NPs was found to be higher for the 
coelomic fluid-coated particles (despite being tested using E. fetida macrophages 
which should preferentially uptake nonnative coronas [opsonization*]) than for 
the nonnative FBS-coated particles (Hayashi et al., 2013). Interestingly, over time 
the FBS-coated Ag NPs competitively acquired a biological identity native to the 
E. fetida cells in situ suggesting secretion of proteins by E. fetida in response to 
the presence/uptake of NPs (Hayashi et al., 2013). Such processes have also been 
observed in cell culture for toxicity studies, using uncoated SiO2 NPs that within 
1 h had acquired a cellular corona (Lesniak et al., 2012), and for polystyrene NPs 
incubated initially in serum and subsequently in cytosolic fluid (to mimic particle 
cellular uptake), which shed some of the serum proteins and replaced them with 
cytosolic ones (Lundqvist et  al., 2011). So-called conditioning effects have also 
been reported for gold NPs, whereby the dynamic composition of the extracellular 
environment evolves as cells deplete and secrete biomolecules, resulting in altered 
protein coronas and NP–cell interactions (Albanese et al., 2014). Such effects are 
also highly likely to occur in the environment where a number of species produce 
so-called exudates or exudomes of secreted biomolecules that can potentially bind 
to NPs (Lynch et al., 2014a), with important examples of secreted biomolecules 
being exopolysaccharides (EPS) in biofilms (Sutherland, 2001) and fish exudate 
which plays an important role in Daphnia life cycle (Maszczyk and Bartosiewicz, 
2012). More relevant to environmental systems, however, is the interaction of 
NPs–NSs with environmental constituents, which may lead to a true environmen­
tal corona.

In aquatic environments, the most abundant macromolecules, and thus the ones 
that most likely to come into contact with and bind to NPs, are aquatic humic sub-
stances, which account for 30%–50% of the organic carbon in water (Thurman et al., 

* The rendering of bacteria and other foreign substances subject to phagocytosis via  addition of an 
 opsonin (i.e., a complement moiety).
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1982). The aquatic fulvic acid (FA) fraction contains substances with molecular 
weights ranging from 500 to 2000 and is monodisperse, whereas the aquatic humic 
acid (HA) fraction contains substances with molecular weights ranging from 1000 to 
greater than 10,000 and is generally polydisperse. The stabilization of NPs by humic 
substances has been extensively studied, with both HA and FA having been shown 
to stabilize a range of different NPs, including Ag NPs, carbon nanotubes, quantum 
dots (QDs), and metal oxides (see Table 1 in the work of Lynch et al. [2014b] which 
provides a comparison of the factors affecting HA or FA interactions with NMs). 
However, studies of competitive binding of HA and FA to NPs, and the dynamics of 
exchange of humic substances by other environmental biomolecules such as EPSs 
or organismal exudates, have yet to be performed. An initial step toward address-
ing this problem used quartz crystal microgravimetry with dissipation (QCM-D) 
monitoring to understand the relative impact of HA and FA fraction of the NOM on 
the stability and mobility of silver NPs (Furman et al., 2013), although significantly 
more work is needed to bring such approaches and knowledge to the degree of matu-
rity available being already achieved for NP–human protein interactions described 
earlier. The understanding of these processes will also contribute to the refinement 
and more realistic toxicity testing (Figure 4.1).

4.4 TOXICITY TESTING IN FRESHWATER SPECIES

Industrial products and waste tend to end up in aquatic systems, which are consid-
ered as a major and final reservoir for many environmental contaminants including 
NPs. The large amount and nonregulated use of NPs leads to a growing concern 
about their potential uptake by and toxic effects toward aquatic biota (Canesi et al., 
2012; Klaine et al., 2008; Moore, 2006). Toxic effects of NPs were observed at con-
centrations ranging from µg/l to mg/l either in the water column or in sediments 
(Kahru and Dubourguier, 2010).

When assessing the toxicity of NPs to freshwater organisms, several approaches 
can be taken. As previously mentioned, there is a need to have standardized 
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FIGURE 4.1 Schematic of impact of NP biomolecule/environmental macromolecule corona, 
its evolution, and its potential impact on NP uptake and localization. The initially adsorbed 
NPs whose corona dictates their route and rate of entry influence the organism to secrete bio-
molecules, which alter the corona of the NPs further and may impact on further uptake and 
effects.

© 2016 by Taylor & Francis Group, LLC

  



101Fate and Effects of Nanomaterials in Aquatic Freshwater Environments

acceptable methods for the toxicological assessment of NPs for regulatory pur-
poses such as REACH. In this case, there needs to be a toolbox of relevant, vali-
dated, and approved methods (e.g., the Organisation for Economic Co-operation and 
Development [OECD], the International Organization for Standardization [ISO], 
etc.) for toxicological assessment and characterization for the hazard assessment of 
the NP in question. However, there is also a need for an environmentally relevant 
assessment to properly assess the mechanistic effects associated with the NP in a 
particular freshwater environment. For a more comprehensive RA, both aspects need 
to be investigated and there needs to be an assessment of the likely pathways for the 
NP to enter the freshwater environment (as previously discussed). Other important 
questions to be considered in a realistic RA of NPs in the freshwater environment 
include assessing if the NPs are likely to enter the food web (bioaccumulation, bio-
magnification) and what are the long-term consequences (chronic effects).

Algae, crustaceans, worms, bivalves, and fish have been used as model species 
in recent years to study NP/NS toxicity. Invertebrate species, for which standard-
ized protocols exist (e.g., OECD TG 201 and 210) such as daphnids and worms, are 
widely used for toxicological assessment of chemical substances, including NPs/
NSs, in aquatic systems (Farré et al., 2009; Rosenkranz et al., 2009). Given their 
importance as a major component of freshwater assemblages, in which they repre-
sent up to 95% of animals and so play an important ecological role, particularly given 
their role as a major trophic link in aquatic food chains (Baun et al., 2008), their 
study as potential targets of NPs is very important too.

Even though classical bioassays with mortality or growth inhibition as endpoints 
give valuable information about the general toxicity of NPs (and have relevance from 
a regulatory point of view), they do not provide information about the mechanisms of 
action toward aquatic species. This, of course, is not an issue exclusive to NMs and 
applies equally to the assessment of hazard of any chemical substances. Traditionally, 
in environmental regulatory testing, the focus is on the application of standard hazard 
tests with no requirements for more exploratory studies. As a consequence, the poten-
tial mechanisms underlying any hazard effects will go undetected. Considerations have 
to be taken when translating this approach to the assessment of hazard of NMs, given 
their status as potential emerging contaminants, for which mechanistic pathways are 
still largely unknown. An important aspect is the fact that exposures at environmentally 
relevant concentrations very often do not lead to mortality, which may raise the ques-
tion of their potential hazard. Existing biomarkers widely used in the assessment of 
hazard of standard chemical substances can also be used to identify potential pathways 
via which NPs may affect an organism’s physiology (Klaper et al., 2009). As for stan-
dard chemicals, a variety of biomarkers can serve as an early warning for effects such 
as for possible reproductive (embryo hatchability and growth) and population impacts 
(Musee et al., 2010; Zhu et al., 2010) even and especially at sublethal concentrations. 
Of particular interest would be the use of biomarkers in the detection of pathways 
which are particularly affected by exposures to materials in the nanoscale and particu-
larly, the development and testing of any novel biomarkers of exposure or effect that 
are not relevant or applicable in exposures to conventional chemicals.

Exposure time has also been identified as an important parameter in the evalu-
ation of NM hazard and this can also be different from exposures to conventional 
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chemicals. Extending the acute Daphnia magna test to 72 h, from the 24 h and 48 h 
timepoints usually recommended by the OECD guideline 202, showed a significant 
increase in nTiO2 toxicity, thus clearly highlighting the importance of the exposure 
duration as an important factor in nano-ecotoxicology (Zhu et al., 2010), although this 
observation cannot be extrapolated to all NMs, conditions and species.

Following on from these previous points, it can be highlighted that chronic end-
points at sublethal (potentially environmentally relevant) concentrations are of far 
greater interest in the case of NMs and their effects on the freshwater community. 
Many regulatory guidelines for chronic exposures exist for freshwater organisms (e.g., 
D. magna [OECD 211], fish [OECD 210]). Several morphological malformations as 
well as effects on reproduction during chronic tests with D. magna exposed to CuO 
NPs and microparticles were observed (De Rossetto et al., 2014). These chronic sub-
lethal effects were observed at lower levels than the acute studies. However, all studies 
were still conducted at relatively high levels (mg/l concentrations). This study also 
highlighted the importance of having comparative toxicological studies with different 
forms of a similar substance (e.g., CuO, NPs, and CuO microparticles) with identical 
chemical abstracts service (CAS) numbers, but very different toxicological effects on 
the same organism.

NP toxicity studies carried out at sublethal levels on vertebrates are often per-
formed on freshwater fish. The gills, gut, liver, and brain are the main affected organs 
for toxic effects of some manufactured NPs such as oxidative stress, cell pathologies, 
ion regulation, and vascular injuries (Farré et al., 2009; Handy et al., 2012).

Another important aspect is the potential for trophic transfer of NMs. This has 
investigated bivalves and algae (Renault et al., 2008) and also for zebrafish (Auffan 
et al., 2012). Bioaccumulation, biomagnification, and trophic transfers are all impor-
tant, and are often overlooked, aspects of NP toxicity particularly because these pro-
cesses may affect species which are pivotal in food chains (e.g., some crustaceans), 
being the link between primary producers and predators, which may constitute impor-
tant economic species or may be of specific conservation value (Auffan et al., 2012). 
Studies focusing on these endpoints have shown varying results, depending on the 
species used to assess bioaccumulation, biomagnifications, and trophic transfer, and 
the NP investigated (Holbrook et al., 2008; Zhu et al., 2010). Zhu et al. (2010) found 
that there was a higher body burden of TiO2 NP in the dietary exposure group com-
pared to the aqueous exposure in a study with D. magna. This highlights the impor-
tance of diet as a potential route of exposure of NPs to higher organisms. Possible 
risks may need to be examined on a case-by-case scenario incorporating known physi-
cochemical properties (of the bulk and NP of concern]) and existing data on the rel-
evant bulk compound related to the NP of interest. In addition, the functionalization 
of NPs has been shown to influence the uptake and depuration behavior in organisms 
(e.g.,  D.  magna and Zn NPs [Skjolding et  al., 2014]), which is another important 
consideration in understanding the bioaccumulation, biomagnification, and trophic 
transfer of NPs and highlights the need to treat these investigations on a case-by-case 
scenario.

At present, the focus of environmental toxicity assessment of NMs with freshwa-
ter organisms needs to consider some important knowledge gaps in order to create 
a new and applicable framework to assess the environmental risks of manufactured 
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NMs and NPs. In relation to ecotoxicity testing, the specific gaps include the use of 
appropriate controls and reference materials (discussed later), and appropriate stan-
dardized dispersion protocols in order to allow for the comparison of data generated 
in different labs and allow for mutual acceptance of this data at the OECD level.

4.5  CONCENTRATION–RESPONSE CURVE 
AND PROBLEM OF DOSING

Toxicity testing of chemicals is usually performed by adding increasing amounts 
of a chemical to the exposure medium and this applies for both in vitro experi-
ments and ecotoxicological experiments. The composition of the exposure medium 
in terms of nutrients and macrochemistry is selected such that the medium does not 
impose any initial stress on the organisms tested. In any case, the composition of the 
medium will always affect the chemistry (including fate and behavior) of the chemi-
cal substance being tested, and therefore, it is important that the information on the 
medium and the method used to mix with the chemicals tested is clearly specified. 
This is important for all chemical substances but of particular relevance to NMs 
given that they are particulate matter in the nanoscale whose fate in the medium is 
particularly dependent on its composition and the approach used in the suspension. 
Differences in media composition can have significant effects on NP/NS dispersion 
stability and  surface charge/chemistry, and thus affect exposure conditions. This does 
affect the NP/NS dose at which organisms are exposed and will affect comparability 
across studies, as well as making accurate sequential dilutions. Conventional concen-
tration response tests are also based upon a detailed understanding of the fate of the 
chemicals tested and on the maintenance of a homogeneous test concentration across 
the study which facilitates continuous exposure of the organisms tested. This has also 
proven challenging for NPs/NSs which as they agglomerate tend also to sediment. 
Within conventional test systems, and if needed (e.g., in the case of readily degradable 
or volatile chemicals), the test design can be modified by, for instance, the use of a 
flow-through system in which the concentration of the test chemical is kept constant. 
This can be adapted to NM exposures but could lead to artifacts and blockage of tubes. 
Finally, for conventional chemicals, the actual test concentration is determined and the 
effects are commonly expressed in terms of the actually dosed mass concentration.

In case of assessing concentration–response curves of NPs/NSs for specific test 
organisms, the common approach of adding increasing amounts of a test compound 
to a medium in which the performance of the test organism is optimized is in prin-
ciple applicable. However, in practical terms, a few issues tend to occur. In sum, 
these problems are related to differing fate properties of NPs compared to the fate 
of nonparticulate chemicals, and to the general issue of the effective dose metrics of 
NPs. The key issues are summarized as follows:

 1. The basic problem with regard to fate assessment of NPs is that the impact 
of the composition of the medium on the kinetics and the thermodynamics 
of the processes determining the fate of nanoscale particles is not well under-
stood. Thus, it is currently not possible to fully forecast the fate of a given NP 
in a given test system, making it very difficult to predict the fate of NMs in 
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a realistic environmental setting. A general overview of the main processes 
determining the fate of particles in water is depicted in Figure 4.2. In common 
practice, especially aggregation and disaggregation and subsequent sedimen-
tation are critical processes determining the fate of NMs in aquatic systems. 
Although the basic model formulations for assessing these processes have 
been available for several decades (with the most common theory being the 
DLVO theory [Derjaguin and Landau, 1941; Verwey and Overbeek 1948]), it 
is not yet possible to fully quantify these processes. In this respect, it should be 
noted that aggregation is in part due to homoaggregation (i.e., the aggregation 
of particles of similar composition), as well as heteroaggregation (aggregation 
of particles of different composition). This implies that at higher particle con-
centrations relatively more aggregates are likely to be formed (the rate of this 
process will also depend on the particles and medium), in turn likely to result 
in reduced effective exposure of biota to nanoscale single particles at higher 
particle concentrations.

 2. With regard to the issue of dose metrics, the general basic observation is 
that, in contrast to nonparticulate chemicals, the effects of NPs are not 
always proportional to the mass dosed. Thus, particles of the same chemical 
composition but of, for instance, different size, different morphology, or dif-
ferent surface charge have been shown to induce a different response at the 
same exposure concentration when the exposure concentration is expressed 
in terms of mass dosed (Cohen et al., 2014). As an illustration, a typical 
example is schematically depicted in Figure 4.3. In this specific example, 
concentration–response curves are shown as obtained when exposing a test 
system (e.g., cell or organism) to chemically similar particles of different 
size, at increasing concentrations.
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FIGURE 4.2 Overview of the main processes affecting the fate of NPs in an aquatic test 
system. DOM, dissolved organic matter. 
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4.6 ION VERSUS PARTICLE FORMS OF A CHEMICAL

Depending in part on their intrinsic composition, NPs released into aqueous medium 
have a variety of potential fates, including being partially or totally converted into the 
ionic form dependent on their elemental composition, complexing with other ions, 
molecules, or molecular groups, agglomerating or remaining in the NP form. In some 
case, it has been postulated that the observed toxic effects of metal and metal oxide 
NPs can be attributed to the released metal ions rather than to the NPs themselves 
(e.g., in the case of ZnO NPs) (Brun et al., 2014; Mwaanga et al., 2014). Although 
titanium and gold NPs are relatively stable in the aquatic environment (García-Negrete 
et al., 2013; Schmidt and Vogelsberger, 2006), silver-, zinc-, and copper-based NPs are 
relative soluble (Adams et al., 2006; Johnston et al., 2010). Silver NPs are described 
as very toxic materials in the aquatic environment, and it has been suggested that this 
toxicity is primarily based on released aqueous free silver ions (Ag+). This release of 
Ag+ and their toxicity was described to be strongly linked to the water chemistry but 
also linked to the properties of Ag NPs (shape, size, coating) (Sharma et al., 2014). 
For instance, by increasing the water conductivity, the silver release also increased, 
although when increasing the chloride (Cl–) concentration the Ag+ toxicity decreased 
due to the medium-dependent speciation of AgClx

(x−1)– (Chambers et al., 2014). This 
link between dissolution and toxicity of Ag NPs has not been universally proved (e.g., 
Mallevre et al., 2014). Studies on zinc NPs have also linked their toxicity in aquatic 
systems to the release of free ions (Zn2+) resulting in an increase of oxidative stress 
(Brun et al., 2014; Mwaanga et al., 2014). This release of Zn2+ occurs as soon as the 
NPs are dispersed in the medium, and this release of ions is strongly influenced by the 
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FIGURE 4.3 Schematic example of concentration–response curves obtained for particles of 
similar chemical composition but of different sizes. The mass of the particles dosed is given on the 
x-axis, whereas the scaled effects are plotted on the y-axis. The 80% response levels are marked to 
indicate the dissimilarity of responses. EC80, effective concentration (concentration at which 80% 
of the studied effect is observed in relation to a control, within the specified experimental time). 
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pH, the presence of natural organic compounds, and the concentration of NPs (Miao 
et al., 2010). However, the toxicity of NPs is not only and directly linked to ion release 
as different responses were observed for ZnO NPs and the corresponding ions although 
this is still under debate (Xu et al., 2013). Copper NP toxicity is also described to be 
linked to the release of copper (Cu2+) ions in water (Heinlaan et al., 2008). Cu NPs 
may show distinct effects compared to copper ions. For instance, Cu NPs caused a sig-
nificant inhibition of the antipredator behavior of juvenile rainbow trout compared to 
those exposed to a similar quantity of free Cu2+ ions by decreasing its ability to detect 
the alarm substance (Sovová et al., 2014). Altogether, these different data lead to the 
conclusion that the toxicity of NPs in an aqueous environment is strongly linked to 
their behavior and fate, which includes solubility of certain metal NPs.

4.7  TISSUE DISTRIBUTION, CONCENTRATION, 
AND LOCALIZATION

An understanding of the bioavailability and bioaccumulation of NPs in exposed 
organisms is essential for assessing potential environmental risks and for the mean-
ingful interpretation of data from toxicity studies (Kruszewski et al., 2011).

A number of experiments using several organisms as models for uptake have 
shown that NPs are internalized and distributed across organs and tissues, and that 
the surface charge of NPs as well as the presence of organic matter can influence 
uptake and toxicity. Artemia salina (brine shrimp) were not able to excrete the 
ingested NPs and TiO2 aggregates were observed in their gut (Ates et al., 2013). The 
size as well as the synthesis method affected the uptake of Ag NPs by D. magna and 
the effects could not be attributed solely to ions present (Georgantzopoulou et al., 
2013). Polystyrene beads of 20 and 1000 nm size were taken up by D. magna and 
localized in the gastrointestinal tract, and a translocation in lipid storage droplets 
was observed. Furthermore, the 1000  nm beads were faster and more effectively 
cleared compared to the 20 nm beads (Rosenkranz et al., 2009). CdSe/ZnS quantum 
dots (QDs) were found in the gastrointestinal tract and brood chamber of daphnids 
and higher amounts of COOH-coated QDs were internalized compared to the NH2- 
and PEG-coated ones (Feswick et al., 2013).

Zn was found to be distributed across organs (eyes, brain, yolk sack, spinal cord) 
in zebrafish embryos exposed to both ZnO NPs and free Zn derived from ZnCl2, 
and the distribution showed similar patterns, indicating that effects are due to free 
Zn rather than the particulate form (Brun et al., 2014). Silver was mostly distributed 
in the liver of Japanese medaka (Oryzias latipes) exposed to polyvinylpyrrolidone 
(PVP), citrate-coated Ag NPs, or AgNO3 irrespective of the form or surface coating 
showing a slow elimination rate with the Ag levels remaining unaltered after depu-
ration (Jung et al., 2014). BSA-coated Ag NPs were localized in the skin, heart, and 
brain of zebrafish embryos (Danio rerio) (Asharani et al., 2008) and Ag NPs were 
found to be attached to the surface of exposed fathead minnow (Pimephales prome­
las) embryos, and aggregates were engulfed in vacuoles inside the embryos (Laban 
et al., 2010). Ag uptake was observed in the liver, intestine, and gallbladder of carp 
(Cyprius carpio) with a higher content being measured in the case of nanosized than 
microsized Ag (Gaiser et al., 2012).
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Uptake of Ag occurred for all Ag forms (ionic, citrate- or HA-capped Ag NPs) 
by the freshwater snail Lymnaea stagnalis after either aqueous or dietary exposure 
although Ag elimination was much slower in the latter case during the depuration 
period (Croteau et al., 2011). Waterborne exposure of the estuarine snail Peringia 
ulvae to dissolved and citrate-capped Ag NPs led to increased Ag tissue levels 
although the dissolved Ag was twice more bioavailable (Khan et al., 2012). Fe and 
Cd were found to be rapidly accumulated and localized mostly in the digestive gland 
of the mussels Mytilus galloprovincialis exposed to polyethylene glycol (PEG)-
functionalized Fe2O3 NPs and cadmium selenide QDs, though in much lower levels 
in the latter case, and only a decrease of 10% was observed after 72 h of depuration 
for the PEG-Fe2O3 NPs (Hull et al., 2013). BSA-coated Au NPs were internalized by 
the clam Corbicula fluminea and localized in the digestive gland with no signs of 
translocation in other organs (Hull et al., 2011).

The extent of bioaccumulation of CeO2 NPs in the nematode Caenorhabditis 
elegans was dependent on the surface charge and the presence of HA in the 
exposure media. Positively charged dextran-coated CeO2 showed greater accu-
mulation and toxicity in C. elegans than the neutral or negatively charged 
NPs, although bioaccumulation decreased with increasing concentration of HA 
(Collin et al., 2014). It has been recently shown that Au NPs can be taken up by 
aquatic plants. The uptake and bioavailability were plant species dependent and 
were influenced by the presence of dissolved organic carbon (DOC). Lower gold 
levels in the plant tissues were observed in the presence of DOC (Glenn and 
Klaine, 2013).

In conclusion, the bioavailability and extent of uptake, distribution, and transloca-
tion can be influenced by several factors, for example, NP size, morphology, coating, 
surface charge, organism, or the presence of organic carbon in the exposure media, 
as well as the general composition of the media. It is not clear yet though how the 
material itself, its elemental composition, the coating, and the media composition 
(and their influence on the nature and composition of the macromolecules that bind 
to the NPs), individually and jointly, affect the uptake and distribution. Additional 
data, and application of statistical approaches such as principal components analysis, 
will support in teasing out these issues and highlight key drivers and interrelated 
properties of NMs that are linked to observed toxicity outcomes (Lynch et al., 2014b).

Analytical techniques such as inductively coupled plasma mass spectrometry 
(ICP-MS) or single particle ICP-MS have been used to study the tissue or in the 
case of small species whole organism concentration of certain elements (Franze and 
Engelhard, 2014; Georgantzopoulou et al., 2013; Lee et al., 2014b; Von der Kammer 
et  al., 2012). However, such destructive techniques do not necessarily separate 
between different ionic or organic forms of a certain element, and in the case of 
small organisms (D. magna and other freshwater crustaceans, fish embryos, etc.), 
no tissue specific information is generally obtained. Distribution and localization of 
NPs within an organism are often studied using transmission electron microscopy 
(TEM) (Gliga et al., 2014; Kumbiçak et al., 2014; Moret et al., 2014). Currently the 
highest resolution and in parallel information on the level of the isotope distribu-
tion can only be acquired by the combination of secondary ion mass spectrometry 
(SIMS) with various probes such as time-of-flight SIMS (TOF-SIMS) (Lee et al., 
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2014a) or the NanoSIMS50 with a lateral resolution of 50 nm (Audinot et al., 2013). 
The later probe showed accumulation of smaller sized Ag NPs localized in intestinal 
cells of exposed D. magna and additional accumulation of Ag in specific locations, 
seemingly developing oocytes (Georgantzopoulou et al., 2013).

4.8 TROJAN HORSE CONCEPT AND LEGACY COMPOUNDS

The Trojan horse concept has two manifestations in nanosafety of relevance to aquatic 
nanotoxicity: one in which the NP acts as a carrier of another pollutant or contaminant, 
binding it to the surface and carrying it to a cellular location that it would otherwise not 
reach (e.g., Baun et al., 2008), and another whereby the components of the NP itself are 
the hidden entity, as in the case of dissolving NPs such as Ag or ZnO, whereby the NP 
form can reach locations (e.g., cellular lysosomes) that the ionic form would not, and 
as it dissolves produces much higher local concentrations of the dissolved ionic spe-
cies than could occur via equilibrium-based diffusion (Sabella et al., 2014). In the first 
scenario, it is the potential for enhanced bioavailability of so-called legacy industrial 
pollutants, such as heavy metals (e.g., cadmium [Chen et al., 2012]), lead and mercury 
(Bindler et al., 2011), and polychlorinated biphenyls (PCBs*) (Montaño et al., 2013), 
which is the primary concern (Zhang et al., 2012), although there is also the potential 
for mixture effects such as antagonistic or synergistic effects, a completely untouched 
area at present (Wang et al., 2014a), as well as for binding of PCBs to NPs to affect 
their degradation, for example, by enhancing or reducing the efficiency of enzyme-
mediated phase I biotransformation (Lu et al., 2013b), which is another under-studied 
research area. However, the ability of NPs to bind PCBs also offers enormous potential 
for bioremediation (De Windt et al., 2005; Velzeboer et al., 2014) and biosensing (Tang 
et al., 2014) of PCB contamination, and as such safety concerns should be addressed 
in parallel with the development of environmental applications. Another potentially 
important co-pollutant class are the endocrine disruptors, considered as an emerging 
pollutant class associated with altered reproductive function in males and females and 
developmental issues.† Here also, there is potential for binding of endocrine-disrupting 
molecules to NPs, although there is very limited literature on this at present (Wang 
et al., 2014b), or indeed for NPs themselves to act as endocrine disruptors including 
developmental effects (Lu et al., 2013a; Iavicoli et al., 2013 and references therein). 
There is also the potential for nano-based sensors and nano-enhanced catalysis of deg-
radation of endocrine-disrupting chemicals (Chalasani and Vasudevan, 2013).

4.9 LACK OF QSAR MODELS

Computational modeling has emerged over the past decade as a reliable tool to esti-
mate the underpinning parameters that control properties and effects of chemical 
substances on the basis of (quantitative) structure–activity relationship (Q)SAR, and 

* A mixture of 209 possible manmade congeners with different number and localization of chlorine on a 
biphenyl backbone that were produced and used worldwide from 1929 until the late 1970s, when they 
were finally banned.

† http://www.who.int/ceh/risks/cehemerging2/en/.
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read across from the vast amount of available data. Combined with powerful data-
mining tools, these computational models offer a rapid way of filling data gaps due to 
the lack or limited availability of experimental data on new substances. The in silico 
models are now routinely used by researchers, industry, and regulators to estimate 
physicochemical properties, human health and ecotoxicological effects, and envi-
ronmental behavior and fate of a wide range of chemical substances.

However, although in silico modeling approaches have advanced well for con-
ventional chemicals, a relationship between the various physicochemical properties 
and toxicological effects of NPs that allows development of reliable models has not 
yet been established. From the limited available data on NPs, a few parameters, 
such as size, surface area, and surface characteristics, have so far been envisaged to 
be important in relation to effect assessment of NPs (Chaudhry et al., 2010; OECD, 
2010a). However, there are most likely to be other yet-unidentified parameters that 
play an important role in driving the properties and effects of NPs. For example, 
there is emerging evidence to suggest that NPs, especially in the lower nanometer 
range, are able to cross biological membrane barriers and may reach different organs 
which are otherwise protected against the entry of larger particulate  materials. 
Exposure to some NPs has also been shown to lead to adverse health effects, for 
example, due to an increased generation of oxyradicals. However, it is also known 
that NPs are not always more harmful compared to their corresponding larger forms 
and, as indicated above, even to NPs of the same source, chemical composition, 
and size. This indicates that there are parameters, other than size and surface area, 
which play an important role in determining the effects and interactions of NPs in 
biological systems. For example, surface coatings are likely to be very important in 
this regard (Walkey et al., 2014). Surface coatings provide a perfect case for apply-
ing a modeling approach to identify the key parameters that drive the properties and 
toxicological effects of NPs. A recent example of this approach, where a structural 
similarity led the experts to suspect a possible harmful effect on the basis of the so 
called fiber paradigm, is the case of multiwalled carbon nanotube and asbestos fibers 
(Poland et al., 2008), although so far there are no examples from environmental stud-
ies where the fiber paradigm has been found applicable.

The few attempts that have recently been made to develop preliminary models of 
NP properties and effects have not only indicated the tantalizing possibility that a 
QSAR approach may indeed be feasible and useful in predicting the physicochemical 
properties and effects of NPs, but also revealed the challenges facing QSAR modeling 
of NM toxicity and areas that need research. Until now, it is unknown to what extent 
specific characteristics of NMs or combinations of these characteristics are indicative 
for the toxic effects of particles. The question still to be answered is which physico-
chemical descriptors constitute a full description of an NP for QSAR modeling pur-
poses, and should their measurement or estimation be standardized?

4.10 GROUPING

The classical grouping concept implies considering closely related materials as a 
group, or category, rather than as individual materials. In a category approach to 
hazard assessment, not every material needs to be tested for every single endpoint. 
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Instead, for a given category would allow for the estimation of the hazard of untested 
endpoints. Use of information from structurally related materials to predict the end-
point information for another material is called read-across. Grouping is thus the 
process of assigning chemical substances to a group or category of similar chemi-
cals. The basis for grouping may be provided by, for instance, similar or regular 
patterns of physicochemical, biological, exposure, biokinetic, or environmental fate 
properties (see, for instance, Sayes et al. [2013]). For conventional organic chemi-
cals, these similarities are often due to common functional groups or to a constant 
pattern of a given property across the group. Grouping of chemicals is, among oth-
ers, important as it is one of the first steps (definition of the applicability domain) 
in developing predictive models for fate and effect endpoints, like QSAR models. 
Related to grouping is the concept of read-across in which the grouping concept is 
applied to predict endpoint-specific information for a target substance by using data 
for the same endpoint from other substances. Therefore, the need to test every sub-
stance for every endpoint is avoided. During the analog approach of read-across, a 
very limited number of substances are compared, whereas the structural or category 
approaches that are common features of grouping imply comparing larger numbers 
of substances (for further information, see European Chemicals Agency [ECHA] 
Guidance on QSAR and grouping of chemicals).*

Compared to the grouping of conventional chemicals, the grouping of NMs is a 
more complex challenge. So far, no single physical or chemical material property—
be it surface, volume, or reactive oxygen species generation—has perfectly correlated 
with the observed biological effects for various types of NPs. More than a dozen physi-
cochemical properties of NMs have been identified that could potentially contribute to 
hazardous interactions, including chemical composition, size, shape, aspect ratio, sur-
face charge, redox activity, dissolution, crystallinity, surface coatings, and the state of 
agglomeration or dispersion (Thomas et al., 2011). Some of these characteristics also 
influence biokinetic processes, and thus the fraction of NPs that reach the target site, 
whereas potentially other—or another set of—material properties influence the biolog-
ical effects. This may confound the correlation between one single material property 
and an apical effect. Complexity of NPs thus requires developing a more comprehen-
sive grouping allowing identification of interlined or covarying properties and quan-
tification of contributions of multiple physicochemical endpoints to a reduced set of 
principle components that can be linked with toxicity, such as intrinsic NM properties 
and extrinsic properties such as interactions and inherent composition, as described by 
Lynch et al. (2014b). At the same time, this complexity offers the opportunity to include 
more information: NP grouping should not be restricted to the determination of NS–
activity relationships, but takes into account the entire source-to-adverse outcome path-
way, including changing of physicochemical characteristics of an NP. Therefore, pillars 
of NP grouping should include the physicochemical characteristics of an NP as well as 
the uptake, biodistribution, and biopersistence (biokinetics) of an NP in an organism 
and the physicochemical characteristics of an NP inside the organism. Finally, early 
biological effects need to be considered when grouping NPs.

* http://www.echa.europa.eu/documents/10162/13632/information_requirements_r6_en.pdf.
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4.11 CONTROL MATERIALS

The focus of efforts in the development of control or reference materials to date has 
been on development of reference NMs for physicochemical characteristics, typi-
cally in pristine environments, which bear no relevance to the state/characteristics 
of the particles in real environments, such as in rivers, lakes, wastewater treatment 
plants, sewage sludges, sediments, and soil (Stefaniak et al., 2013). As far back as 
2010, the NanoImpactNet project identified a need for test materials for ecotoxicol-
ogy, and several potential particles were identified, including TiO2 NPs, polysty-
rene beads labeled with fluorescent dyes, and Ag NPs (Stone et al., 2010). Stefaniak 
et al. (2013) identified some key challenges to the development of reference NMs, 
including the need for the synthesis route(s) to be sufficiently robust to facilitate the 
required level of reproducibility, and the need for appropriate metrology to perform 
precise and reproducible measurements of the relevant physical, chemical, and/or 
biological phenomena. They suggested that realistic ambitions for development of 
reference or control NMs would include (1) suitable materials (including positive and 
negative controls) to develop harmonized protocols for in vitro and in vivo toxicity 
testing and elucidate mechanisms of toxicity resulting from nanoscale properties and 
(2) materials to verify instrument or method performance and operator or laboratory 
proficiency, thereby improving consistency in interpreting exposure and toxicity data 
(Hole et al., 2013; Stefaniak et al., 2013). Development of multiparametric reference 
NMs for nanotoxicity testing, based, for example, on silica NPs, with three traceable 
properties, namely, composition, size, and surface area, has been suggested, along 
with more advanced hybrid materials to facilitate also tracing and tracking of the 
NPs (Orts-Gil et al., 2013). The ability to trace the materials is especially important 
in the environment where there can be high background levels due to naturally occur-
ring particles. Stable-isotope enrichment or labeling of NPs, and the development of 
such approaches into reference NMs or standards, is thus an important advance for 
environmental toxicity assessment in aquatic environments. Valsami-Jones and col-
leagues have produced stable-isotope-enriched NPs of Ag, ZnO, CuO, and Ce2O3, 
which have been used in environmental fate studies in a range of aquatic and sedi-
ment species (e.g., Croteau et al., 2014; Khan et al., 2013; Larner et al., 2012). These 
offer significant promise as control or reference materials for ecotoxicity assessment.

4.12 REGULATORY ASPECTS OF NMs 

The risk assessment (RA) of chemicals is considered by regulators to take risk man-
agement decisions aiming to avoid negative impact of chemicals on human health 
and the environment. There is, meanwhile, consensus that the classical RA  paradigm 
as applied to traditional chemicals is generally also appropriate to assess the safety 
of NMs, although certain aspects that need evaluation still require further research, 
and may need methodological adaptations to specificities of NMs (EFSA, 2009; 
FAO/WHO, 2010; OECD, 2010b; OECD Communication; SCENIHR, 2009).

For NMs, regulatory risk management is a developing process. Although coun-
tries do not have and do not currently develop specific legislation to manage risk to 
human health and environmental safety, existing frameworks providing sufficient risk 
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management options for chemicals, which may also be applied to NMs, need adapta-
tions. In the European Union, amendments to certain sector-specific jurisdictions for 
placing on the market chemical products have already been made. Examples include 
the legislation for Biocidal Products (Regulation [EC] No. 528/2012), Cosmetics 
(Regulation [EC] No. 1223/2009) and for Food Contact Materials (Regulation [EC] 
No.  10/2011). In addition, national reporting and notification regimes specific for 
NMs have been implemented like the decree (Ministere de l’écologie, du développe-
ment durable, des transports et du logement, 2012) and a European product register 
is in discussion (European Commission, website a).

In the European Economic Area, the REACH (Regulation [EC] No. 1907/2006) and 
the classification, labelling and packaging (CLP) (Regulation [EC] No. 1272/2008) are 
the horizontal frameworks for assessing and managing risks of chemical substances 
on their own, in mixtures or in articles when manufactured, placed on the market and 
used. These regulations apply in addition to sector-specific legislation, and although 
they do not include yet specific requirements for the safety assessment of NMs, these 
materials meet the regulations’ substance definition (ECHA, website a). The European 
Commission concluded that the REACH Regulation forms the best framework for risk 
management of NMs occurring as substances or in mixtures, but specific requirements 
have been proven necessary (European Commission, 2012). Safety assessment in the 
REACH registration procedure still hampers for reasons such as outstanding imple-
mentation of a legally binding definition of NM (as recommended by the European 
Commission [2011] but being currently in review), nano-specific provisions for sub-
stance identification, and adaptation of tonnage-dependent information requirements. 
Starting from an annual production volume above 1  ton/year manufacturers and 
importers have to register substances and submit certain data on (eco)toxicity, environ-
mental fate (in particular according to OECD testing methods), and an RA in a tiered 
approach dependent on volume and hazard. Guidance documents for REACH registra-
tion and chemical safety assessment have been complemented by the ECHA with spe-
cific recommendations for NMs in the year 2012 (ECHA, website b). The adaptation of 
REACH information requirements to NM safety assessment is currently in law-making 
process (European Commission, website b; Matrix Insight Ltd., 2014).

For the United States, regulation of NMs is also a work in progress. No law has 
been or is being developed specifically for NMs and a statutory definition has also 
not been implemented in existing regulations. Existing regulation includes in particu-
lar the Toxic Substance Control Act (TSCA), and further specific regulations such as 
the Federal Insecticide, Fungicide and Rodenticide Act (FIFRA), the Federal Food, 
Drug and Cosmetic Act, and further acts on occupational health and safety, con-
sumer, and environmental protection apply (OECD, 2010c). The U.S. Environmental 
Protection Agency (EPA)’s management of NMs under TSCA has evolved from a 
voluntary approach to a regulatory approach (EPA, 2011). The TSCA requires noti-
fication of an intended use to the EPA before commercialization. This information-
gathering authority, however, includes no minimum toxicity and environmental fate 
data, thus due to lack of data RA of NM relying much on category and compu-
tational approaches (although information and risk management measures may be 
requested case-by-case risk or exposure based). Shortcomings of the regulation of 
NMs under the TSCA such as the lack of upfront testing have been reviewed by the 
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EPA and new regulatory rules on reporting and record keeping, including produc-
tion volume and processes, exposure, release, and available health and safety data, 
have been proposed for NMs (Federal Register, 2015; U.S. EPA, website [a,b]; U.S. 
EPA, 2011). Moreover, the United States and Canada participate in the Regulatory 
Cooperation Council (RCC) Nano Initiative aiming in approximation of regulatory 
processes with respect to nanoscale materials (Government of Canada, website on 
nanotechnology working plan). Further information on regulatory regimes for dif-
ferent OECD regions (Canada, Australia, the United States, and European Union), 
including applicable legislative frameworks, planned amendments, NM definitions, 
and regulatory challenges, is available with the OECD report of the questionnaire on 
regulatory regimes for manufactured NMs 2010–2011 (OECD, 2014).

4.13 RESEARCH NEEDS

In the last years, an exponential increase in publications dealing with effects of NMs 
can be observed and this vast amount of reports was termed Babylonian plethora of 
studies (Krug, 2014).

Overall there is a need for research on many aspects of NMs and the fact that 
more and more materials appear with multiple shapes, sizes, surface chemistries, 
and so on asks for a comprehensive and intelligent testing approach based on sound 
understanding of general principles of toxicology and under consideration of NM 
special features (e.g., Scott-Fordsman et al., 2014; Stone et al., 2014).

There is a need for standard materials and procedures to address many of the 
questions all the way from the environmental fate to the distribution and effect path-
ways within an organism.

Furthermore, the mechanisms involved in the translocation of NPs to other organs 
in the organism following the initial uptake need to be studied in detail.

Other important issues comprise the following:

 1. Quantification of agglomeration/aggregation in dependency of the compo-
sition of the medium

 2. Environmental corona formation and its impact on ecotoxicity
 3. Extension of the concepts of grouping and read-across toward NPs
 4. Development of NP-specific descriptors suitable as a basis for deriving 

(quantitative) NP property relationships
 5. Development of suited dose metrics for expressing adverse effects
 6. Development of NP-specific RA, preferably based on NP-specific metrics 

to substitute for mass as in the case of conventional chemicals
 7. Consideration of aged NPs rather than testing solely pristine materials

If we do not follow and respect these rules covering the design of toxicological investiga-
tions, and we continue without the harmonization of experimental processes through, for 
example, the use of SOPs or other standardized protocols, then future support programs, 
whether national or international, are doomed to failure too, and their results will only 
contribute further to the Babylonian plethora of low-value results that exists today.

Krug, 2014, p. 12318
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5 Magnetron-Sputtered 
Hard Nanostructured 
TiAlN Coatings
Strategic Approach toward 
Potential Improvement
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ABSTRACT Magnetron sputtered hard nanostructured TiAlN has gained 
high importance in the field of protective tribological coatings. Nevertheless, 
its use regarding high-temperature (≥800°C) applications such as dry high-
speed machining still remains a challenge. There are several strategies, which 
have been used to improve these coatings in terms of higher oxidation resistance, 
higher fracture toughness, or better tribological behavior at high temperatures. 
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Most significant among them are adjustment of process parameters during 
 deposition and  addition of new elements. Specially, addition of elements such 
as Si, C, V, Cr, Ta, or Y has shown a significant beneficial impact on these 
properties. Addition of new element also leads to development of TiAlN-based 
hard nanocomposite coatings. For a better performance of these coatings, an 
in-depth understanding of their structure and their correlation to oxidation and 
wear mechanisms over a wider range of temperatures is needed. This chapter 
focuses on elaborating the significance of these strategies, which would aid in 
further development of these coatings keeping magnetron sputtering as a tech-
nique of choice for their deposition.

5.1 INTRODUCTION

Hard coatings have found prime importance in the cutting tool, aerospace, and automo-
bile industry [1–3]. Coating enhances component performance, reliability, and service 
life, and permits lighter with more compact designs for a number of machines. Reduced 
energy consumption and the use of environmentally benign products in smaller quanti-
ties are further advantages that come into play in the building of machines and equip-
ment just as they can in engine and vehicle making. Components of machine tools, 
textile machines, injection molding equipment for plastics, and equipment for food 
processing now come with hard coatings as a standard feature commercially.

The applications require high hot hardness and high thermal stability of the coat-
ing material. In the current scenario, temperature domain of 800°C–900°C, where 
the chemical wear due to the formation of soft oxides with poor adherence dominates 
over the abrasive wear, is of great interest. It is why the research on hard oxidation- 
and wear-resistant coatings play an important role to hence protect systems from 
high-temperature degradation.

Common hard coatings investigated for this application in the scientific area are 
carbide–nitride of chromium and titanium. One of these compounds investigated 
and used widely in industry is TiAlN [1–3]. Additional alloying elements such as Ta 
[4–11] have shown improving trends of these properties. Deeper understanding of 
the wear and oxidation mechanisms of these coatings is needed to develop strategies 
for the improvement of their performance and will be discussed.

This chapter should help researchers to further understand TiAlN-based hard 
coatings with properties such as the following:

• High hardness
• High toughness
• High-temperature behavior and thermal stability of individual phases
• High-temperature wear and oxidation resistance

This chapter summarizes the state of art for TiAlN coatings keeping physical vapor 
deposition techniques as a source to realize them. To summarize, this chapter focuses 
on the development of TiAlN-based coatings and properties exhibited by them by 
modulating their chemistry and deposition parameters involved to realize these coat-
ings, and describes the following:
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• The establishment of the relations between the deposition parameters and 
the coating microstructure, hardness, oxidation, and tribology of TiAlN 
coatings

• The influence of alloying elements taking example of tantalum as an alloy-
ing element

• The understanding of the oxidation and the wear behavior for these coatings

5.2 TERNARY NITRIDES: TiAlN COATINGS

TiAlN is the most investigated compound in the field of TiN-based hard coatings 
and has gained high importance in the field of wear- and oxidation-resistant coatings 
[1,12–27]. With addition of Al in TiN coatings, mechanical, oxidation, and tribologi-
cal behavior of TiN coatings can be tuned significantly. As Al has an important role 
to play in modulating the individual properties of the TiN coatings, in Sections 5.2.1 
through 5.2.4 the individual properties exhibited by TiAlN will be detailed and dis-
cussed individually.

5.2.1 Structure

In TiAlN coatings with cubic NaCl (c) structure, aluminum substitutes for titanium 
in the TiN structure. The deposition parameters and chemistry (aluminum concen-
tration) can influence the structure of TiAlN coatings significantly [1,12–28]. It has 
been demonstrated that a change in deposition parameters such as substrate bias, 
substrate temperature, or deposition angle imposed no major effect on the composi-
tion and phase formation of the TiAlN coatings, but had significant influence on the 
development of their microstructure and surface morphology. The most important 
parameters being Al concentration, substrate bias voltage, and substrate temperature 
will be discussed in this section.

5.2.1.1 Influence of Al Concentration
The Al content within the Ti1−xAlxN coatings plays an important role in tuning the 
structure of TiN coatings [1,16,19,20]. Figure 5.1a shows X-ray diffraction (XRD) 
patterns from Ti1−xAlxN films with x = 0, 0.1, 0.3, 0.5, 0.6, 0.7, 0.9, 1, respectively, 
deposited using arc ion plating [19]. The XRD pattern of pure TiN reflected (111) 
and (200) peaks with a NaCl structure. For films with x = 0.6, the peaks gradu-
ally shifted to higher diffraction angle in proportion to the x value, indicating that 
the lattice parameter decreased with the addition of Al. It has been reported that 
the change in lattice parameter was attributed to the substitution of Al atoms with 
Ti atoms in TiN, keeping the NaCl structure [23]. The lattice parameter decreased 
from ∼4.23Å for x =  0, that is, pure TiN, to 4.17Å for x =  0.6. For Al contents 
exceeding the maximum solubility (xmax ~ 0.7, depending on the deposition condi-
tions used) in the cubic phase, a mixed cubic NaCl and wurtzite ZnS (w) structure 
is formed  [21]. An example for  this transformation comes from Ohnuma work. 
XRD profiles obtained in his work are displayed in Figure 5.1b. The figure shows 
that Ti0.6Al0.4N film had a B1 structure, Ti0.42Al0.58N had a B4 + B1 structure, and 
Ti0.3Al0.7N had a B4 structure [21].
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FIGURE 5.1 XRD patterns of the TiAlN coatings varying Al concentration obtained by (a) 
Kiumra, A. et al. (Data from Kiumra, A. et al., Surf. Coat. Technol., 120–121, 438–441, 1999.) and 
(b) Hörling, A. et al. (Data from Ohnuma, H. et al., Surf. Coat. Technol., 177–178, 623–626, 2004.)
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5.2.1.2 Influence of Substrate Bias Voltage
Substrate bias voltage influences the coating properties as it helps to enhance the ion 
bombardment on growing films by controlling the kinetic energy and the behaviors 
of ions on growing films [22–23]. Figure 5.2 presents an example for this behav-
ior. It shows the XRD patterns as a function of the substrate bias voltage after the 
deposition of TiAlN coatings [22]. These diffraction patterns show orientations in 
crystallographic planes {111} and {200} corresponding to the TiAlN coatings. The 
film was strongly {111} textured at lower bias voltage (Vs = 40 V). The lower adatom 
mobility at lower negative substrate bias voltage also favors the {111} orientation 
because the highest number of atoms per unit area can be incorporated at low-energy 
sites. With increase in negative substrate bias voltage, adatom mobility increases 
and mass transfer from {111} texture to less compact and imperfect crystallites cor-
responding to {200} is expected to take place [22]. Increasing negative bias voltage 
increases {200}-to-{111} ratio in TiAlN coatings [22,23]. Increase in the ion bom-
bardment energy leads to decrease in the intensity of the {111} peak as the Al atoms 
are incorporated to the films. This observation is consistent with the increase in 
deformation energy, promoted by the ions bombardment, resulting in higher defect 
concentrations.

5.2.1.3 Influence of Substrate Temperature
Substrate temperature could significantly influence the structure of TiAlN coatings. 
Researchers have studied the influence of temperature on TiAlN coatings when 
deposited using magnetron sputtering [23–25].

Wuhrer and Yeung studied the effect of substrate temperature (120°C, 240°C, 
and 360°C) on the microstructure and property development of TiAlN coatings 
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FIGURE 5.2 XRD patterns of the TiAlN coatings varying substrate bias voltage. (Data 
from Devia, D.M. et al., Appl. Surf. Sci., 257, 6181–6185, 2011.)
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deposited with a 30° magnetron configuration [23]. They determined that as the sub-
strate temperature increased, the coating structure was densified with development 
of fine grain size and reduced surface roughness. The reason behind this change in 
microstructure and property enhancement is attributed to an increased translational 
kinetic energy of the depositing atoms and a greater thermal energy provided to the 
substrate and the coating material with increasing substrate temperature. Figure 5.3 
illustrates a summary of the structural development of the coatings deposited at 
120°C–360°C.

Further, Shetty et  al. investigated TiAlN coatings deposited at different sub-
strate temperatures ranging from room temperature to 650°C [25]. The θ–2θ scans 
of TiAlN films deposited are shown in Figure 5.4. A single-phase cubic B1 NaCl-
type structure was observed at all temperatures. As the substrate temperature was 
increased, the coatings displayed an (111) out-of-plane orientation. Also, increas-
ing the substrate temperature leads to a growth with most dense planes of the coat-
ing parallel to the substrate surface. Because the (111) plane is the densest in the 
TiAlN crystal hence with increasing substrate temperature, an (111) out-of-plane 
orientation was observed. Similar kind of result was also observed by Wuhrer and 
Yeung [23]. Shetty et  al. [25] also demonstrated that with increasing substrate 
temperature coatings become homogenous, thus decreasing the influence of flux 
angle.

5.2.2 HardneSS and elaStic ModuluS

After the structure of TiAlN coatings being discussed, the next step toward the 
evaluation of these coatings is to study their mechanical properties (hardness, 

Large
faceted columns
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faceted columns

Densified mixture
of small and large
faceted columns

Increasing substrate temperature

Decreasing grain size, roughness, and lattice parameters
Increasing microhardness

FIGURE 5.3 Schematic representation of two-dimensional structure zone model showing the 
effect of substrate temperature on the microstructure and property development of (Ti,Al)N 
coatings deposited with a 30° magnetron configuration. (Data from Wuhrer, R. and Yeung, W. Y., 
J. Mater. Sci., 37, 1993–2004, 2002.)
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elastic modulus, and intrinsic stress). Hardness can be defined as the ability of a 
coating to resist plastic deformation, generally measured using indentation tech-
nique. Hardness may also refer to resistance to scratching, abrasion, cutting, or 
penetration. An elastic modulus is a quantity that evaluates a coating’s resistance to 
being deformed elastically (i.e., nonpermanently) when a force is applied to it. The 
elastic modulus of a coating is defined as the slope of its stress–strain curve in the 
elastic deformation region. Both these properties of the coating strongly depend on 
the microstructure and stresses developed within the coating. Both these param-
eters are controlled by the crystallographic structure and intrinsic defects within 
the coating, which lead to elastic constants demonstrated by the coatings. The 
elastic constants in turn lead to the overall hardness and elastic modulus displayed 
by the coating.

The variation of deposition parameters and chemistry leads to the variation in 
microstructure and stresses developed within the coating. Hence, hardness and elas-
tic modulus of TiAlN coatings are influenced by Ti/Al ratio and deposition param-
eters such as substrate bias voltage, substrate temperature, and deposition angle [1]. 
Many researchers have studied these variations and they will be described in Sections 
5.2.2.1 through 5.2.2.3.

5.2.2.1 Influence of Al Concentration
The Al content strongly influences the hardness and Young’s modulus of TiAlN 
coatings. Figure 5.5 demonstrates that the hardness and Young’s modulus of TiAlN 
coatings increase with increasing Al content in the coating [29–31]. Hardness 
reaches its maximum value at an Al concentration of 50%. This concentration can 
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FIGURE 5.4 Bragg–Brentano XRD patterns of TiAlN coating deposited with α = 0° (depo-
sition angle) with a substrate bias of −25 V. Deposition temperatures are indicated on the 
plots. The symbol (S) corresponds to the substrate. (Data from Shetty, A. R., et al., Thin Solid 
Films, 519, 4262–4270, 2011.)
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vary with change in deposition techniques and deposition conditions. Both hardness 
and Young’s modulus values decreased drastically beyond 50% Al content due to 
the formation of hexagonal wurtzite phase as displayed in Figure  5.5. Formation 
of hexagonal AlN phase deteriorates the mechanical and tribological properties of 
TiAlN coatings [31].

Further, Kutschej et al. investigated four different Ti1–xAlxN coatings with dif-
ferent Al/(Al  +  Ti) atomic ratios (=  0.54, 0.67, 0.69, and 0.76 in the coating) 
deposited on high-speed steel with constant deposition parameters using magne-
tron sputtering [31]. These coatings were tested for their hardness. The results 
demonstrated that coatings with a dominant face-centered cubic (fcc) phase (i.e., 
x = 0.54 and 0.67) were much harder than the dual-phase and single-phase hexa-
gonal close-packed (hcp) coatings. The coating with x = 0.54 showed a hardness 
value of 33 GPa whereas the coating with x = 0.76 showed a hardness value of 
only 19 GPa.

Along with Al content, hardness is also associated with the amount of residual 
stress in the film, which is modified due to Al content and the deposition parameters 
involved for a particular deposition technique. Though compressive residual stresses 
are desirable to some extent in retarding the crack propagation and in improving the 
fracture toughness of the coating, too high of a compressive stress causes poor adhe-
sion of the film to the substrate [30]. The TiAlN coatings have been demonstrated to 
have a lower internal stress in the range of 4.5–5.2 GPa combined with a microhard-
ness as high as 32.4 GPa (3300 HK) [30]. Therefore, TiAlN coating is preferred for 
wear-resistant applications over a TiN coating considering the mechanical properties 
exhibited by them.
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FIGURE 5.5 Hardness and Young’s modulus as a function of the Al concentration in the 
TiAlN films. (Data from Zhou, M. et al., Thin Solid Films, 339, 203–208, 1999.)
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5.2.2.2 Influence of Substrate Bias Voltage
Although the composition of the coatings only varied slightly under the different bias 
voltages investigated, a densified structure with finer grain size and improved surface 
morphology developed as the bias voltage increased. A hardness enhancement of the 
coatings from 1500 HV (0 V) to 2300 HV (200 V) was achieved by Wuhrer et al. [23]. 
This strength enhancement is believed to be related to the densified coating structure 
and improved surface morphology. In previous studies of magnetron sputtering process, 
Messier et al. [32] reported that increasing the negative bias could result in a transition 
of the zone 1 to zone T microstructure of Thornton’s model [33] of sputtered coatings. 
As a result, as the substrate bias increased, the open porous columnar structure of the 
Ti0.5Al0.5N coatings was suppressed with a substantial hardness enhancement.

5.2.2.3 Influence of Substrate Temperature
It was thought interesting to study the role of substrate temperature on the hardness 
and Young’s modulus of the TiAlN coatings as it influences the structure of the coat-
ing significantly. Wuhrer et al. [23] reported that when the substrate temperature was 
increased from 400°C to 480°C, the coating microstructure became denser, which 
improved the lattice and strengthened the interface. The microhardness values dis-
played in Figure 5.6 show a similar structure development in spite of the coatings that 
were produced at lower substrate temperatures. Despite the absence of major changes 
in the deposition rate and composition, the microhardness of the coatings increased 
from 1600 to 2200 HV as the substrate temperature increased from 120°C to 360°C.

Shetty et al. [25] reported similar trends of hardness and Young’s modulus of films 
deposited at a bias of −25 V for different substrate temperatures. The hardness and 
Young’s modulus show an increasing trend with increase in substrate temperature. 
The observations aid us to postulate that as the substrate temperature is increased, 
the surface diffusion is enhanced, resulting in improved hardness compared to those 
at room temperature.
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FIGURE 5.6 Microhardness (HV) and Young’s modulus of TiAlN coatings as a function of 
temperature. (Data from Wuhrer, R. and Yeung, W. Y., J. Mater. Sci., 37, 1993–2004, 2002.)
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5.2.3 oxidation reSiStance of tialn coatingS

Titanium nitride film has been applied as a hard coating on cutting tools, but it is 
known to be easily oxidized at high temperatures (above 500°C). TiAlN coatings 
exhibit higher oxidation resistance compared with TiN coatings. TiN oxidizes rap-
idly at temperatures higher than 600°C. With addition of Al in TiN coatings, their 
oxidation resistance could be enhanced up to 800°C [18,34,35].

Researchers have investigated the oxidation kinetics of TiAlN coatings over the 
past two decades. McIntyre et al. [18] and Ichimura and Kawana [34] independently 
studied oxidation mechanisms occurring in TiN and TiAlN coatings over the tem-
perature range from 750°C to 900°C. Both of them showed that inward diffusion 
of oxygen and outward diffusion of Al are processes controlling the mechanism of 
oxidation within this temperature range. McIntyre et al. [18] confirmed this process 
using iridium marker experiments.

Before discussing the role of Al in improving the oxidation resistance of TiN, 
theoretical understanding of oxidation kinetics of nitride coatings is very important. 
This would facilitate for better understanding of this section.

Oxidation process of nitride coatings can be divided into two stages. At the initial 
stage of oxidation, the mass gain w usually follows a linear rate law with time t:

 w k t= 1

where kl is the linear rate constant.
The rate-limiting reaction step of this stage is the surface reaction of oxygen or 

the diffusion through the gas phase and can be designated as Regime 1 [9]. As soon 
as a dense oxide scale is formed on top of the nitride coating, the mass gain rate is 
retarded and controlled by the diffusion of the reactants through this oxide scale. 
This bulk/grain boundary diffusion is based on Fick’s diffusion law, and here the 
mass-gain normally follows a parabolic rate law (Regime 2):

 
w k t= √( )2

where k2 is the parabolic rate constant [9,35].
For very high-temperature oxidation (>850°C), often a paralinear behavior is 

observed, where a predominant parabolic Regime 2 is accompanied by a linear rate 
law:

 
w k t ck t= √ +( )2 1

with a reduced (by the prefactor c; usually much smaller than 1) linear rate con-
stant. This is the case if the formed oxide scale suffers damage, for example, due 
to cracks [9].

Matsui et al. reported the oxidation rates of the TiAlN films together with those 
of Ti and TiN coatings [36]. It was assumed that the oxidation follows a diffusion-
limiting process based on the parabolic law. He demonstrated that the oxidation rate 
of TiN is equivalent to that of Ti. The oxidation rate decreased as the aluminum ion 
substituted for the titanium ion with increasing x from 0.1 to 0.5 in TiAlN.
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It is important now to bring in the thermodynamics of diffusion process taking 
place in TiAlN coatings for improved understanding of oxidation kinetics. The oxi-
dation rate of TiAlN during the diffusion-limiting process is given by

 
D T D

Ea
kT

( ) = −





0exp

where:
D0 is a pre-exponential factor
Ea is the activation energy of oxidation
k is Boltzmann’s constant
T is the temperature

The activation energies of the diffusion of Ti and O in TiO2 and the diffusion of Al 
and O in Al2O3 are shown obtained from literature available in Table 5.1. From the 
Ea values, it can be seen that Al2O3 has a better barrier to oxygen diffusion than TiO2. 
Accordingly, the activation energy of oxidation of the Ti1–xAlxN coatings increases 
with increasing aluminum content. This shows that the rate-determining process 
of oxidation changes from oxygen diffusion in TiO2 to that in Al2O3. Moreover, the 
fast diffusion of aluminum in TiO2 results in a possible segregation of aluminum at 
the coating surface. Higher energy of activation for O diffusion in alumina makes 
the oxidation parabolic in nature by making further inner diffusion of O difficult. 
Also, it was observed that the activation energy of diffusion of Al within the alumina 
layer was comparatively high retarding further oxidation of coating through Al outer 
diffusion.

This provides a basis to reduce oxidation and diffusion wear at the surfaces (oxi-
dation and diffusion wear involves a chemical reaction/movement of ions with the 
surface induced by the tribological [frictional] contact and yielding products that have 
a detrimental effect on the tribological processes). Joshi et al. [35] also investigated 
the oxidation behavior of TiAlN over a wider temperature range (600°C−877°C) and 
highlighted the existence of two different oxidation mechanisms prevailing during 
oxidation of these coatings by focusing on oxidation chemistry. They demonstrated 
via Auger electron spectroscopy depth profiles that inward diffusion of oxygen con-
trolled the oxidation at <700°C, whereas both inward diffusion of O and outward 
diffusion of Al controlled the oxidation process at ≥800°C.

TABLE 5.1
Activation Energies of Diffusion

Process E (kJ/mol) Reference

O diffusion in Al2O3 460 [37]

O diffusion in TiO2 251 [38]

Ti diffusion in TiO2 257 [39]

Al diffusion in Al2O3 477 [40]
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Further, the structure of TiAlN coatings also influences the oxidation behavior of 
TiAlN coatings. Chen et al. [17] provides an illustration through dynamic differential 
scanning calorimetry (DSC) experiments of powdered Ti1−xAlxN freestanding coat-
ing samples up to 1450°C in synthetic air as shown in Figure 5.7. All Al-containing 
coatings investigated were found to exhibit an onset of the pronounced exothermic 
peak due to oxidation at ≥800°C, hence, at least ~300°C above that for c-TiN. The 
DSC data also showed that the single-phase cubic coating with the highest Al content 
(c-Ti0.38Al0.62N) as well as the single-phase wurtzite coating (w-Ti0.25Al0.75N) exhibit 
the highest onset (~900°C) and peak temperature (~1000°C) for oxidation reac-
tion. It could also be observed that the dual-phase (cubic and wurtzite) coating c/w-
Ti0.33Al0.67N showed a ~100°C lower onset temperature for the pronounced oxidation 
reaction compared to other Al-containing coatings investigated. The endothermic 
reaction at ~1350°C was independent of the chemical composition and the reason 
behind this was sintering processes of the powdered samples.

5.2.4 tribological ProPertieS of tialn coatingS

Before discussing tribological performance of TiAlN coatings, it is essential to define 
a tribological system. A tribological system consists of component surfaces that are 
in moving contact and thus become tribologically active (Figure 5.8). Friction and 
the resulting wear depend heavily on the composition and structure of the materials 
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FIGURE 5.7 DSC analysis in synthetic air of Ti1−xAxN with Al contents of x = 0, 0.52, 0.62, 
0.67, and 0.75. (Data from Chen, L. et al., Surf. Coat. Technol., 206, 2954–2960, 2012.)
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in the system. A further effect is often due to lubricants such as oil, grease, or water. 
Particles on the surfaces also affect wear. Other factors at work include the prevail-
ing temperatures, the loads applied, and the loading modes such as sliding, rolling, 
oscillating, and pulsating. All these effects govern the tribological system and its 
behavior, and thus the extent, nature, and progress of wear. The fundamental connec-
tion is thus between friction and wear.

Oxidation resistance along with properties such as hot hardness, toughness, 
surface roughness, and thermal stability are important factors determining the tri-
bological performance of a hard coating specifically at high temperatures (above 
500°C) [41]. Ball-on-disc test is one of the methods used to measure the tribologi-
cal properties of the coatings. Depending on the relative hardness, wear takes place 
either on the ball or on the coating surface. The wear resistance is expressed in 
terms of worn volume. The incorporation of Al into the fcc structure of TiN results 
in the formation of a metastable ternary solid solution TiAlN. This is well known 
to improve the cutting performance [42] caused by its high hot hardness due to age 
hardening [43] and excellent oxidation behavior up to temperatures of 700°C due 
to the formation of a protective Al-rich oxide layer at the coating surface [44].

Ball-on-disc experiments under dry sliding ambient conditions (room tem-
perature) were performed by Vmcoille et al. [44] in order to compare the tribo-
logical behavior of different (Ti,X)N coatings. The coatings under consideration 
were TiN, TiAlN, TiNbN, and TiCN. Tribological properties were studied against 
corundum counterbody, as a function of coating composition and sliding speed. 
Experiments revealed that (Ti,X)N coatings wear via micro-abrasion caused by 
coating particles that are trapped in the contact. The nature of the wear debris 
accounted for the observed differences in coating wear. The steady state coeffi-
cient of frictions against corundum for TiN and (Ti,Al)N were in the range of 1–1.2 
compared with a lower value of 0.1–0.2 for Ti(C,N). The coating wear volume 
(on the coating) as measured by profilometry was found to be markedly different 
for various types of coatings. In general, the wear decreased as the sliding speed 
increased after going through a maximum in the speed range of 0.05–0.10 m s−1. 
At room temperature, the wear rate of (Ti,Al)N coatings increased with increasing 
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FIGURE 5.8 Illustration of typical tribological system.
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Al content in the coating. A coating containing 17% Al wore at a comparable rate 
with that of TiN, whereas coatings containing 50% Al wore 4–5 times more than 
TiN coatings. The wear of Ti(C,N) coatings was the lowest among others due to its 
low coefficient of friction.

Han et  al. [45] performed ball-on-disc wear tests on TiAlN-coated M2 steels 
under lubricated conditions in the temperature range of 400°C–600°C. The coating 
persisted well during high-temperature wear up to 500°C under a load of 4.0 N. The 
major failure during wear cycling was observed to originate from local macroscopic 
arc droplets.

A further investigation on tribological performance of TiAlN coatings for 
various Al concentrations was made by Kutschej et al. [31] at room temperature, 
500°C and 700°C using steel ball as a counterbody. As described in Section 5.2.1.1, 
increasing Al content leads to a change from a single-phase to a dual-phase struc-
ture. The single-phase fcc TiAlN coatings displayed lower friction coefficients 
compared to that of dual-phase and hcp films. In contrast to the friction coefficient, 
the negative wear rate of the dual-phase and hcp coatings with high Al contents 
were lower than that of coatings with a dominant fcc phase. This was explained 
through the sticking effects at room temperature between the coating and the ball 
being more pronounced at higher Al contents and a dual-phase TiAlN structure. 
It was speculated to be due to the formation of highly disturbed Al-rich column 
boundaries providing reactive elements which interfere with the steel ball inducing 
sticking effects.

In the work of Kutschej [31], Ti0.33Al0.67N coating having a dominant fcc phase 
was considered as a reference coating to evaluate the effect of temperature on wear 
behavior of these coatings. At room temperature, the wear track was broad with 
abrasive wear and also some adhesive material as shown in Figure 5.9. At 500°C, 
the track width decreased and more transfer material was observed (Figure 5.9). 
Finally at 700°C, temperature caused the formation of a rather narrow wear track 
accompanied by pronounced transfer material. The small tracks were explained by 
the softening of the steel ball, which especially occurred at temperatures higher 
than 500°C. This was explained as follows: At the beginning of the experiment, 
when the ball comes in contact with the coating surface, plastic deformation of 
the ball takes place along with pronounced transfer from the ball to the film. The 
higher the temperature, the more material transfers at the beginning of the experi-
ment could be observed. This protected the coating from further abrasion during 
the remaining experiment and the wear track itself remained narrow. This could 
possibly explain the lower friction coefficients because of sliding of the ball against 
transferred steel sticking on the coating surface, which was favored at higher tem-
peratures. Also, oxidation of the transferred steel and the coating itself could have 
played a role in determining the tribological behavior at 700°C. Positive and nega-
tive wears also decreased with higher Al contents at 700°C due to the preferred 
formation of oxides that protect the coating surface against the counter body. The 
study demonstrated that low friction and high hardness are required and fcc TiAlN 
structure should be preferred because of the excellent mechanical properties, with 
an Al content as high as possible which favors good wear performance against 
stainless steel counterparts.
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5.3  INFLUENCE OF ADDITION OF ELEMENTS: EFFECT 
OF Ta ADDITION ON TiAlN COATINGS

One of the possible ways how to further tune the material properties is the concept of 
multicomponent alloying Cr, Y, and Ta to retard the decomposition process to higher ther-
mal loads [4–11,15,46]. Tantalum is used as an example to illustrate the positive impact 
of an additional element to TiAlN coatings when added in adequate quantity in this 
chapter. Other elements such as Cr and Y show similar effect, but they are out of scope 
of this chapter. Ta addition to TiAlN enhances its hardness, thermal stability, and oxida-
tion resistance further. TiAlTaN coatings have been deposited and investigated by both 
cathodic arc evaporation and magnetron sputtering techniques [4–11]. Computational 
studies have also been made on coating extensively due to its promising properties exhib-
ited for cutting tool applications with its durability [46,47]. In Sections 5.3.1 and 5.3.2, 
key properties, namely, microstructure, oxidation, and wear behavior which are signifi-
cantly varied TiAlN coatings once they are Ta alloyed, would be described.

5.3.1 MicroStructural evaluation

Microstructural studies made on the effect of Ta alloying into TiAlN hard coatings 
deposited using unbalanced magnetron sputtering [6]. Thin films were deposited 
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FIGURE 5.9 Optical 3D images of wear tracks of the Ti0.33Al0.67N coating after ball-on-
disc tests at (a) 25°C, (b) 500°C, and (c) 700°C. (Data from Kutschej, K. et al., Surf. Coat. 
Technol., 200, 2358–2365, 2005.)
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on low-alloy steel substrates by unbalanced magnetron sputtering in a mixed Ar/
N2 plasma discharge (PN2 was 40% of the total working gas pressure of 0.5 Pa) from 
powder metallurgically produced Ti/Al/Ta compound targets (PLANSEE, 99.9% 
purity) of a constant Ti/Al ratio of 1:1 and increasing Ta content from 0 to 2, 4, and 
8 at.%.

The diffraction patterns in Figure 5.10 demonstrated that all as deposited (Ti1–x 

Alx)1–yTayN films crystallize in a single-phase cubic (B1) structure. An increasing 
mole fraction of TaN from 0% to 3% to 5% to 10% results in a shift in the diffraction 
peaks to lower angles, corresponding to an increase in lattice parameter from 4.148Å 
to 4.168Å to 4.176Å to 4.188Å. The obtained results were verified using ab initio 
calculations [47].

The structure was also studied as a function of substrate bias voltage by Pfeiler 
et al. [4] using cathodic arc evaporation. XRD studies on TiAlTaN demonstrated a 
change with increasing bias voltage from a dual-phase structure containing cubic and 
hexagonal phases to a single-phase cubic structure. It has been reported on improved 
mechanical and tribological properties of Ti–Al–Ta–N, which was connected to a 
promoting effect of Ta on fcc at the expense of the hcp) phases [5].

5.3.2 oxidation and tribological beHavior

Pfeiler et al. [4] and Rachbauer et al. [6] independently demonstrated experimen-
tally that AlTiTaN coatings have better oxidation resistance than TiAlN coatings 
within the temperature range of 800°C−950°C when deposited using cathodic arc 
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FIGURE 5.10 XRD pattern of the investigated as deposited single-phase cubic (Ti1−xAlx)1−yTayN 
coatings, exhibiting a peak shift to lower diffraction angles with increasing TaN mole frac-
tions [47]. 
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evaporation and magnetron sputtering, respectively. Ta when added to TiAlN plays 
a significant role in improving the oxidation resistance of the coating. The cross-
sectional images shown in Figure 5.11a and the oxide thickness evaluation after oxi-
dation in various conditions illustrated by Pfeiler et  al. in Figure  5.11b illustrate 
the same [4,6]. It has been suggested in the literature that the replacement of Ti4+ 
with Ta5+ in TiO2 formed at an elevated temperature (≥800°C) reduces the oxygen 
vacancies, which limits the inward diffusion of oxygen in the coating and provides 
better oxidation resistance. This in turn aids in decreasing the extent of further TiO2 
formation.

Recently, Khetan et al. have demonstrated the oxidation mechanism of AlTiTaN 
coatings by correlating structure and chemistry of oxides formed at different temper-
atures (700°C–900°C). An illustration of the oxidation mechanism in the form of a 
schematic demonstrating the different types of oxides resulting from air annealing of 
AlTiTaN coatings in the temperature range of 700°C−950°C is shown in Figure 5.12. 
Three kinds of oxides were observed depending on the air oxidation temperature. 
At 700°C, an amorphous AlTiTa oxide is observed. Within the temperature range 
of 750°C−850°C, an AlTiTa oxide with crystalline rutile grains is formed with an 
Al-rich top layer facilitated by outward diffusion of Al. At temperatures from 850°C 
to 950°C, the process of crystallization is fast and two different types of AlTiTa 
oxide layers can be observed (Al rich and TiTa rich) along with a pure alumina layer 
on top of the AlTiTa oxide layer [10].
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FIGURE 5.11 (a) Fracture cross-sectional images of the Ti0.41Al0.59N and Ti0.41Al0.56Ta0.03N 
films in the as-deposited (as dep.) state and after oxidation at 850°C (scanning electron micro-
scope [SEM] images) and 950°C for 20 h. BS, backscatter electron SEM images. (Data from 
Rachbauer, R. et al., Surf. Coat. Technol., 211, 98–103, 2012.) (b) Oxide layer thickness of 
TiAlN and Ti–Al–Ta–N after oxidation in ambient air at various oxidation parameters. (Data 
from Pfeiler, M. et al., J. Vac. Sci. Technol. A, 27, 554–560, 2009.)
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The first study of tribological properties of TiAlTaN coatings was the study of the 
effect of bias voltage on tribological properties these coatings studied for temperatures 
up to 700°C [5]. It was observed that tribological behavior at room temperature is pre-
dominantly determined by the presence of moisture, which supports tribo- reactions 
that increase wear. In the absence of moisture at elevated temperatures, no loss of 
material was detected. It was observed that the wear performance of cathodic arc-
evaporated AlTiTaN coatings was found to be similar to the wear resistance up to 
700°C of TiAlN coatings. Wear investigation at 900°C revealed complete coat-
ing failure for TiAlN, whereas the TiAlTaN coating survived the temperature but 
was worn out completely in the wear track under dry sliding conditions. Therefore, 
the enhanced oxidation resistance did not provide the expected wear resistance of 
AlTiTaN coatings at temperatures above 700°C.

Nevertheless, a clear correlation between the structure of the oxide formed and 
the oxidation mechanism in TiAlN or TiAlTaN coatings has not been investigated. 
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FIGURE 5.12 Oxidation mechanism of AlTiTaN coatings when they are air annealed in 
the temperature range of 700°C−950°C. The evolution from the amorphous oxide layer to the 
crystalline oxide layer is represented by the dark to light contrast in the AlTiTa oxide layer. 
(Data from Khetan, V. et al., ACS Appl. Mater. Interfaces, 6, 4115−4125, 2014.)
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Also, there is a need to understand the wear mechanisms of these TiAlTaN coatings 
and their correlation with oxidation resistance at temperatures above 700°C. Insight 
into the wear processes could aid later for the development of improved strategies 
of hard coatings concerning dry machining with working temperatures higher than 
800°C. Establishing a correlation between the oxidation and wear behavior of these 
coatings can facilitate this objective.

Further Khetan et al. [11] investigated the wear mechanisms of AlTiTaN coatings 
at temperatures 700°C, 800°C, and 900°C to further understand the wear processes 
in these coatings (Figure 5.13). It was revealed that predominant abrasion and tribo-
oxidation are the wear mechanisms for this type of coating, depending on the wear 
debris formed. At room temperature, it is abrasion leading to surface polishing. At 
700°C and 800°C, slow tribo-oxidation and an amorphous oxide were observed, 
leading to reduce the wear rate compared to room temperature. At 900°C, significant 
increase in the wear rate was rationalized due to fast tribo-oxidation accompanied 
by grooving. This was the reason for failure of coating under tribo-contact at 900°C.

5.4 SUMMARY

Finally to summarize, with investigations discussed in this chapter, TiAlN-based 
coatings prove to be excellent candidate coatings whose properties can be tailored 
for a number of applications. By varying deposition parameters and chemistry illus-
trated in this chapter, we can tune their properties to our needs with limitations in 
term of high-temperature wear and oxidation resistance. Simultaneously, additional 
elements such as Ta further improve specific properties of TiAlN coatings such as 
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oxidation resistance up to 900°C (improvement by 100°C). Investigations on wear 
behavior on these coatings are limited, but a scope to improve at temperatures above 
850°C is still needed. Hence, it would be interesting to use the strategies discussed 
in this chapter to enhance both the wear and the oxidation resistance of the TiAlN 
coatings at high temperatures (>850°C). Tantalum was used as an example to illus-
trate the importance of addition of a new element to TiAlN coatings, but this is not 
a limit. Many other elements (Y, Cr, etc.) have been used to enhance the oxidation 
and the wear resistance of these coatings. Research in the direction of channeling 
the right permutation and combinations of these elements with adequate deposition 
parameters can lead to desired outcome explained in this chapter.
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6 Functional Nanoceramics
A Brief Review on Structure 
Property Evolutions of 
Advanced Functional Ceramics 
Processed Using Microwave 
and Conventional Techniques

Santiranjan Shannigrahi and Mohit Sharma

6.1 INTRODUCTION 

On December 29, 1959, in an after-dinner speech at a conference in Pasadena, 
California, Richard Feynman famously quipped, “There’s Plenty of Room at the 
Bottom.” He thus presented a bold and enduring vision of a technological journey 
leading toward the atomic scale and toward the ultimate boundaries set by physical 
laws. The world has moved closer to what Feynman had visualized and the journey 
still continues. Scientists and engineers are primarily striving to create materials, 
gain fundamental insights into their properties, and use the nanoscale materials as 
components or building blocks to create novel structures or devices.1,2 At nano length 
scales (1–100 nm), materials show unique properties and functions. However, in cer-
tain cases, the length scales for these novel properties may be under 1 nm (down to 
0.1 nm for atomic and molecular manipulation) or over 100 nm (up to 300 nm in 
case of nanopolymers and nanocomposites).3,4 Nanomaterials are also referred to 
as a convergent technology in which the boundaries separating discrete disciplines 
become blurred. Biochemists, materials scientists, electrical engineers, and molecu-
lar biologists may all be considered experts in the field if they are involved in the 
development of nanosized structures.5,6
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Hence, the role of nanomaterials in modern technologies is becoming increasingly 
significant because of the feasibility and ease of adding new functions to the exist-
ing commercial products, apart from products made completely from nanomaterials 
through the bulk, which is relatively difficult. The expectations on nanomaterials are 
enormous, as their unique mechanical, optical, electrical, magnetic, thermal, and 
catalytical properties make them special ingredients for a number of applications. 
However, the market for nanotechnology over the years has not matched the initial 
hype, which was based on the expectation that the nanotechnology-based products 
will permeate through every industrial sector. Nevertheless, the market for nano-
technology products has grown significantly, especially in the consumer products 
area.7,8

Successful commercialization of nanomaterials is possible only when the 
material production and application development proceed in parallel with each other. 
Often, the material production is a challenging process, although it looks simple from 
the synthesis point of view. This is because the surface functionalities of nanopar-
ticles have to be tailored keeping in mind applications of nanoparticles. For example, 
through surface modification, a number of properties of nanoparticles, such as dis-
persability in a suspension, compactability during subsequent consolidation, color in 
case of metal and semiconductor quantum dots, and compatibility with the matrix 
material in the case of nanocomposites, can be altered. Thus, in real practice, multiple 
synthesis techniques have to be evaluated for each application. Additional challenges 
in large-scale synthesis include consistency in product quality, cost of raw material 
and equipment, yield of the product, safety of the process, waste disposal, and envi-
ronmental issues.9,10

When it comes to application development, many of the proven technologies 
based on nanomaterials are related to health products, including water filters, medi-
cal textiles, cosmetics, and drug delivery. Big companies have initiated programs 
on nanomaterials on their own or in collaboration with academic/R&D institutions. 
Many companies work on applications of nanomaterials for value addition to their 
products. Only a few institutes and industries are making efforts to develop scalable 
synthesis processes for mass production of nanomaterials. Although nanomaterial-
based technology development is becoming very competitive, serious attention has 
to be paid to the safety and toxicology issues of nanomaterials during both synthesis 
and application development.11,12

In modern times, human life is heavily relying on various smart materials and 
systems, which can be considered as derivatives of nanomaterials and nanotechnol-
ogy. A smart material is one that reacts to a change in its environment because of its 
intrinsic nature and not because of external electronics. The reaction may exhibit itself 
as a change in volume, a change in color, or a change in viscosity, and this may occur 
in response to a change in temperature, stress, electrical current, or magnetic field. 
The change is also completely reversible, and it usually occurs because the structure 
of the material (i.e., the way the atoms, molecules, or crystals in the materials are 
arranged) is changing. Therefore, the coating used on spectacle lenses to turn them 
into sunglasses on a sunny day is a smart material because it changes according to the 
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level of ultraviolet (UV) light. Smart materials and smart structures are a new emerg-
ing materials system that combines contemporary materials science with information 
science. The smart system is  composed of  sensing, processing, actuating, feedback, 
self-diagnosing, and self-recovering subsystems. It uses the  functional  properties of 
advanced materials to achieve high performances with capabilities of recognition, 
discrimination, and adjustification in response to a change in its environment. Each 
component of this system must have functionality, and the entire system is integrated to 
perform a self-controlled smart action, similar to a living creature who can think, make 
judgment, and take actions. A smart system can be considered as a design philosophy 
that emphasizes predictivity, adaptivity, and receptivity. A smart system/structure is 
defined as a nonbiological physical structure with a definite purpose, means and imper-
ative to achieve that purpose, and the pattern of functioning of a computer or turning 
machine.13 Smart materials are a subset of the smart system, that is, smart structures at 
the microscopic or mesoscopic scale. Smart system is a nonbiological structure, which 
means that the system functions as a biological system too. Such a material will gener-
ally include at least one structural element, some means of sensing the environment 
and/or its own state, and some type of processing and adaptive control algorithm. The 
development of smart materials will undoubtedly be an essential task in many fields 
of science and technology, such as information science, microelectronics, computer 
science, medical treatment, life science, energy, transportation, and safety engineer-
ing and military technologies. Materials development in the future, therefore, should 
be directed toward creation of hyperfunctional materials that surpass even biological 
organs in some aspects. The current materials research is to develop various pathways 
that will lead the modern technology to the smart system.

Functional materials are considered as a group of smart materials that are dis-
tinctly different from structural materials. The physical and chemical properties of 
functional materials are sensitive to a variety of changes in the environment, such 
as temperature, pressure, electric field, magnetic field, optical wavelength, adsorbed 
gas molecules, and the pH value. These materials utilize their intrinsic properties to 
perform an intelligent action. Functional materials cover a broader range of mate-
rials than smart  materials. Besides the materials belonging to the smart structure, 
any materials having functionality are attributed to functional materials, such as the 
ferroelectric BaTiO3 (perovskite), the magnetic field sensor of La1–xCaxMnO3, high-
frequency microwave (MW) applications of Ni0.5Zn0.5Fe2O4 (ferrite) surface acoustic 
wave sensor of LiNbO3, liquid petroleum gas sensor of Pd-doped SnO2, semicon-
ductor light  detectors (CdS, CdTe), high-temperature piezoelectric Ta2O5, fast-ion 
conductor Y2(SnyTi1–y)2O7 (pyrochlore structure), the electric voltage-induced revers-
ible coloring of WO3, and high-temperature superconductors. Functional materials 
cover a wide range of organic and inorganic materials. This chapter focuses only on 
oxide functional materials. Preparations of complex oxides with functionality are a 
key challenge for materials development. Searching new routes to prepare materi-
als and understanding the relationship between the structures and the properties are 
equally important. A key requirement in preparation of materials is to control the 
structural and compositional evolution for achieving superior properties. Nanocrystal 
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engineered materials are a new trend of materials research, aiming to improve the 
performances of materials.

It is now obvious that in the majority of the functional materials, several different 
elements form a molecule, where the electronic structure of this cluster is very dif-
ferent from any of its original elemental configurations because of the transfer and/
or sharing of valence electrons among atoms. In general, only the valence electrons 
are most critical to bonding; the distribution and motion of valence electrons are usu-
ally described by the molecular orbitals. These valence states and molecular orbits 
are responsible for the functional properties of the molecule. The ligand field theory 
is designed to describe the molecular structure of an atom cluster. When different ele-
ments are combined to form a crystalline solid in which the atoms or atom groups (or 
molecules) are bonded together to form a three-dimensional structure with specified 
symmetries, the properties of the solid would depend on both the electronic structure 
of the atoms or atom groups and their spatial distribution. The molecular orbital theory 
and band structure theory are usually applied to elucidate the relationship between the 
structure and the properties. Based on the electron band structure, inorganic mate-
rials can be classified as conductors, semiconductors, and insulators. If a change is 
made in the crystal structure so that the band gap is reduced or eliminated, a transition 
from an insulator to a conductor is possible. Modification of a crystal structure can 
be performed by changing either the spatial distribution of atoms (such as bonding 
angles, bonding lengths, and symmetry of atom arrangement) or the chemical compo-
sition (such as from stoichiometry to nonstoichiometry). All these changes are referred 
to as structural evolution, which is closely related to the properties of the materials. 
Many functional properties of inorganic materials are determined by the elements 
with mixed valences in the structure unit, by which we mean that an element has two 
or more different valences while forming a compound. Valence mixture refers to a 
case in which several elements have different valences, but each one only has a single 
valence. In the periodic table of fundamental elements, 40 elements can form mixed 
valence compounds; transition d-block elements and lanthanide (Eu, Yb, Ce, Pr, Tb, 
etc.) are typical examples. Modern inorganic chemistry has shown that the oxidation 
state of any element can be modified under special conditions. Many oxide functional 
materials contain elements with mixed valences. This is a typical difference between 
functional materials and structural materials. The concept of mixed valence chem-
istry offers a pathway to design and synthesize new compounds with unique optical, 
electric, or magnetic properties. Research in functional materials in its broad sense 
always depends on the conception and synthesis of interesting novel mixed-valence 
compounds. The discovery of high-temperature superconductor compounds is a fasci-
nating successful example of the mixed valence chemistry. We believe that exploring 
the possible structures of mixed valence compounds and their evolution behaviors may 
lead to many pathways to synthesize new functional materials.

6.2 SMART MATERIALS 

Shape memory alloys (SMAs) are one of the most well-known types of smart mate-
rial, and they have found extensive uses. A shape memory transformation was first 
observed in 1932 in an alloy made from gold and cadmium, and then later in brass 

© 2016 by Taylor & Francis Group, LLC

  



149Functional Nanoceramics

in 1938. In 1962, an alloy of half titanium and half nickel was found to exhibit a sig-
nificant shape memory effect, and nitinol (so named because it is made from nickel 
and titanium and its properties were discovered at the Naval Ordnance Laboratory, 
White Oak, Maryland) has become the most commonly used smart metal. Other 
SMAs include those based on copper (in particular CuZnAl), NiAl, and FeMnSi, but 
it should be noted that nitinol has by far the most superior properties. By changing 
how nitinol is processed, it can be trained or programmed to have one of three differ-
ent properties. In the two-way shape memory effect, the material transforms between 
two different structures, one above and one below its transformation or memory tem-
perature. At the memory temperature, the crystal structure of the material changes, 
resulting in a volume or shape change. Nitinol can be made with a transformation 
temperature anywhere between −100°C and +100°C, which makes it very versatile. 
Two-way shape memory metals can be used in a wide range of applications, many of 
which replace the traditional bimetallic strip. Coils of shape memory metal wire can 
be used as switches in temperature-controlled circuits, such as the switch that turns 
off a boiling kettle or a central heating thermostat. They can also be incorporated 
into window hinge systems to open and close them at a particular temperature. 

Chromic materials change color with a change in one aspect of their environment, 
and there are many types.

Electrochromic materials literally change from transparent to opaque at the flick 
of a switch. Applying an electrical field to these materials causes a change in the 
structure and thus a change in color. Photochromic materials change color with a 
change in the level of UV light and have been widely used as coatings on spectacle 
lenses. Probably the most well-known color-changing materials are the thermochro-
mic polymers, which change with variations in temperature. There are two types of 
thermochromic systems: those based on liquid crystals and those that rely on molec-
ular rearrangement. In both cases, a change in the structure of the material occurs 
at a particular temperature giving rise to an apparent change in color. The change is 
reversible, so as the material cools down it changes color back to its original state. 
In liquid crystals, the change from colored to transparent takes place over a small 
temperature range (around 1°C) and arises as the crystals in the material change 
their orientation. Thermochromic materials have found a number of applications 
such as color-changing toothbrushes, baby spoons, which indicate whether food is 
too hot, and even kettles, which change color as the water is heated. The pigments 
can be incorporated into dyes for fabric to produce clothing that changes color with 
variations in temperature. Thermochromic inks can also be used for printing onto 
clothing and food packaging.

Light-emitting polymers are a relatively new group of materials that emit light 
when a voltage is applied. They are often called organic light-emitting diodes and 
the scope for their use is huge. Applications range from flexible lights for safety 
applications to roll-up televisions.

Shape memory polymers exhibit the same sort of behavior as their metal counter-
parts, in that they will show a shape change with a change in temperature. Uses of 
these materials include couplings and linings for pipes.

As with any other type of composite, smart composites are made by mixing dif-
ferent materials together. It can be ceramic polymer, ceramic metal, metal polymer, 
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and so on. A new addition is quantum tunneling composite, which is made by adding 
very fine nickel powder to a polymer resin, and it is interesting because the electrical 
resistance of the material decreases as pressure is applied to it in an almost linear rela-
tionship. The change in resistance is not due to improved conductivity as the nickel 
particles are pushed into contact with each other; rather, it arises because of a quan-
tum tunneling effect. Once the pressure is released, the resistance increases again. 
Although this is a very new material, there is a lot of scope for its use. Suggested 
applications include its use as a variable resistor, a switch for power tools, a switch 
for lighting, which can be laid under a carpet, an indicator in noncontact sports, and 
even as a pressure sensor in the fingertips of robotic arms and prosthetic limbs!

6.3 SMART FLUIDS

There are a number of different types of smart fluids, but in each case, the viscos-
ity of the material changes in response to the specific stimulus. One of the most 
well-known smart fluids is the toy Silly Putty, which is a type of non-Newtonian 
fluid. The viscosity of Silly Putty is dependent on the rate at which it is deformed; 
the faster it is deformed, the more viscous it becomes. Silly Putty is actually a type 
of silicone compound called polyborosiloxane, which consists of long-chain mol-
ecules with bulky side groups. When the material is deformed slowly, the structure 
can flow, but when deformed rapidly, the structure locks together, and the material 
can become very brittle! Other types of smart fluids rely on a suspension of very 
fine, micron-sized particles in a carrier liquid such as glycerol or mineral oil. In an 
electro-rheological fluid, the viscosity increases in the presence of an electrical field. 
In a magneto-rheological fluid, the viscosity changes in the presence of a magnetic 
field. In both cases, the smart fluid changes from a liquid to a solid with the applica-
tion of the relevant field. The small particles in the fluid align and are attracted to 
each other, resulting in a dramatic change in viscosity. The effect takes milliseconds 
to occur and is completely reversible by the removal of the field.

6.4 SMART CERAMICS

The piezoelectric effect was discovered in 1880 by Jacques and Pierre Curie, who 
conducted a number of experiments using quartz crystals. This probably makes 
piezoelectric materials the oldest type of smart material. These materials, which are 
mainly ceramics, have since found a number of uses. The piezoelectric effect and 
electrostriction are opposite phenomena, and in both, the shape change is associ-
ated with a change in the crystal structure of the material. Piezoelectric materials 
exhibit two crystalline forms: one form is ordered and relates to the polarization 
of the molecules and the other is a nonpolarized, disordered state. If a voltage is 
applied to the nonpolarized material, a shape change occurs, as the molecules reor-
ganize to align in the electrical field. This is known as electrostriction. Conversely, 
an electrical field is generated if a mechanical force is applied to the material to 
change its shape. This is the piezoelectric effect. Although quartz has been in use 
for a very long period, the most commonly used piezoelectric ceramic today is 
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lead zirconium titanate (PZT). The physical properties of PZT can be controlled 
by changing its chemistry and processing scheme. There are limitations associ-
ated with PZT; like all ceramics, it is brittle, giving rise to mechanical durability 
issues, and there are also problems associated with joining it with other components 
in a system. These materials have found a number of uses, including airbag actua-
tors, earthquake detection systems, tiny linear motors, and damping systems. One 
exciting use of these materials is in flat panel speakers in which a voltage is used 
to make the material vibrate and produce sound waves. However, a majority of the 
lead-based ceramics contain more than 60% of lead. Because of the toxicity of lead, 
global trend is shifting toward the adoption of lead-free functional ceramics.

The functional materials are described from the mixed valences and stoichio-
metry points of view to understand the structural evolution and transformation 
of different materials systems. The mixed valence compounds are elucidated as 
the fundamental for performing unique functionality. There are numerous books 
describing the properties, preparations, electronic structures, and crystal structures 
of transition and rare earth metals and their oxides. One of the aims is to explore 
new routes for synthesizing functional materials from the fundamental structure 
building blocks.

Conventionally, there are two technical challenges in nanoceramics processing: 
high-temperature annealing and longer holding time. This stage is known as  sintering. 
Nanoceramic sintering techniques are divided into four categories: pressureless sin-
tering, pressure sintering, electrically assisted sintering, and other sintering-related 
techniques. Pressureless  sintering has mainly evolved around modifying sintering 
schedules, improving nanoparticle-packing characteristics, and using additives to tai-
lor the diffusion rates. Pressure sintering, which includes hot pressing, hot isostatic 
pressing, and sinter forging, can effectively achieve full densification for nanostruc-
tured ceramics, but microstructural inhomogeneity and sintered shape limitation are 
difficult to overcome. For electrically assisted sintering, many nanoceramics have been 
sintered to full density with spark plasma, even though the atomic diffusion process is 
not well understood; MW sintering can achieve fast heating and has ability to produce 
control grain growth. 

MW processing. The application of MW energy to the processing of various 
materials, such as ceramics, metals, and composites, offers several advantages over 
conventional (CV) heating methods. Figure 6.1(a) and (b) shows the CV and MW 
furnace used for ceramic sintering. In CV furnace, the heating elements mostly 
used are silicon carbide (SiC) or molybdenum disilicide (MoSi2) or superkanthal. 
During CV heating, materials get heated from outside to inside. This heat transfer 
requires time and depends on the materials. Moreover, heat treatment of thin films 
using CV furnace often results in delamination and cracks due to thermal mis-
match between the substrate and the thin films materials. Moreover, properties of 
CV heat treated materials vary from furnace to furnace, which mostly arise due to 
the inhomogeneous thermal zone. In MW heating, the materials get heated from 
inside to outside. MWs are electromagnetic waves with wavelengths 1 mm to 1 m 
and corresponding frequencies between 300 MHz and 300 GHz. The most com-
mon frequency of 2.45 GHz is used for MW heating. These frequencies are chosen 
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for the MW heating based on two reasons: The first is that they are in one of the 
industrial, scientific, and medical (ISM) radio bands set aside for noncommunica-
tion purposes, and the second is that the penetration depth of the MWs is greater for 
these low frequencies. However, heating is not necessarily increased with decreas-
ing frequency, as the internal field (E) can be low depending on the properties of 
the material. A frequency of 2.45 GHz is mostly used for household MW ovens, 
and 0.915 GHz is preferred for industrial/commercial MW ovens. MW furnaces 
with variable frequencies from 0.9 to 18 GHz have been developed for materials 
processing. MWs are coherent and polarized and can be transmitted, absorbed, 
or reflected depending on the material type.14 MW heating is fundamentally dif-
ferent from the CV one in which thermal energy is delivered to the surface of the 
material by radiant and/or convection heating that is transferred to the bulk of the 
material via conduction. In contrast, MW energy is delivered directly to the mate-
rial through molecular interaction with the electromagnetic field. MW heating is 
the transfer of electromagnetic energy to thermal energy and is energy conversion 
rather than heat transfer. Since MWs can penetrate the material and supply energy, 
heat can be generated throughout the volume of the material resulting in volumetric 
heating. Hence, it is possible to achieve rapid and uniform heating of thick materi-
als. Therefore, the thermal gradient in the MW-processed material is the reverse 
of that in the material processed by CV heating. In CV heating, slow heating rates 
are selected to reduce steep thermal gradient leading to process-induced stresses. 
Thus, there is a balance between processing time and product quality. During MW 
processing, the potential exists to reduce processing time and enhance product 
quality, as MWs can transfer energy throughout the whole volume of the material. 
In this case, energy transfer occurring at a molecular level can have some addi-
tional advantages. When MW energy is in contact with materials having different 
dielectric properties, it will selectively couple with the higher loss tangent material. 
Therefore, MWs can be used for the selective heating of the materials.15 One of the 

(a) (b)

FIGURE 6.1 (a) CV furnace and (b) MW furnace.
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objectives of this chapter is to present a comparative analysis of both CV and MW 
processing of different materials. MW furnace consists of three major components: 
the source, the transmission lines, and the applicator, as shown in Figure 6.1(b). The 
source generates electromagnetic radiation, and the transmission lines deliver the 
electromagnetic energy from the source to the applicator, while the energy is either 
absorbed or reflected by the material in the applicator. Generally, the processing is 
performed within a metallic applicator (e.g., single-mode applicator, traveling wave 
applicator, and multimode applicator). The type of applicator used depends on the 
materials to be processed. The single-mode applicator and the traveling wave appli-
cator are successful in processing materials of simple geometries. However, the 
multimode applicator has the capability to produce large and complex components. 
Therefore, multimode systems are used for industrial applications.15

MW–material interaction. MW energy is transferred to the material by interaction 
of the electromagnetic field at the molecular level. The dielectric properties determine 
the effect of the electromagnetic field on the material.15 The interaction of MWs with 
a dielectric material results in translational motions of free or bound charges and rota-
tion of the dipoles. The resistance of these induced motions due to inertial, elastic, and 
frictional forces causes loss resulting in volumetric heating.14 The power absorbed per 
unit volume, P (W/m3), is expressed as14

 P E f E= = ′σ π ε ε δ2
0 r

2
2 tan    (6.1)

where:
E is the magnitude of the internal field (V/m)
σ is the total effective conductivity (S/m)
f is the frequency (GHz)
ε0 is the permittivity of free space (ε0 = 8.86 × 10–12 F/m)
ε′r is the relative dielectric constant
tan δ is the loss tangent

Equation 6.1 demonstrates that the power absorbed varies linearly with the  frequency, 
the relative dielectric constant, the loss tangent, and the square of the electric field. 
The penetration depth of MWs (D) at which the incident power is reduced by one 
half is expressed as14

 D =
λ

π δ ε ε

3

8.686 tan
0

r 0

1/2  ′( )
 (6.2)

where λ0 is the incident or free-space wavelength.
The relative dielectric constant and the loss tangent are the parameters that 

describe the behavior of a dielectric material under the influence of the MW field. 
During heating, the relative dielectric constant and the loss tangent change with 
temperature. One of the drawbacks is the thermal runaway, that is, when ceram-
ics are processed in nonuniform electromagnetic fields, the local temperature 
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varies within the material. If a local area reaches the critical temperature before 
the rest of the material, it begins to get heated more rapidly. Thus, the tem-
perature of that local region begins to increase even more resulting in local-
ized thermal runaway, leading to high enough stresses and material fracture.15 
Nevertheless, MW can still be a very useful and economic sintering process to 
achieve advanced ceramic.

6.4.1 MW-Processed AdvAnced cerAMics

In general, ceramics processing involves mostly two stages: calcination and sinter-
ing. Calcination is a comparatively low-temperature heat treatment process, where the 
unwanted carbon-based compounds are generally removed from the mixed component 
powders, and a nucleated form of ceramic develops. After the calcination, the nucleated 
ceramic powders are required to be consolidated into a desired shape and heat-treated 
at an elevated temperature, which is termed as sintering. At this stage, the ceramics 
generate a grain growth and densify. In functional ceramics, the functionality is 
mostly dipole centric; it may be the application of supercapacitor, pyroelectric sen-
sor, ferroelectric random access memory, and so on. Therefore, the density closer to 
the theoretical value is more desired. However, at present, achieving high-density 
ceramics involves many challenges. Many different properties of ceramics depend 
on the final grain size of the ceramic body. In this regard, BaTiO3 (BT) is being 
chosen, as it has several important functional properties, in addition to its lead-free 
nature. BT is stable under high temperatures in various applications capacitors. 
Especially, multilayer ceramic capacitors based on BT are one of the most impor-
tant electronic components in surface-mounted electronic circuits.14,16–18 Similarly, 
NiZnFe2O4 (NZF) is also one of the technologically important ferrites and is found 
very useful in high-frequency applications, as well as its MW absorption proper-
ties,19 because of its high resistivity and low eddy current losses.20–23 Moreover, BT 
and NZF are being studied as the multiferroic ceramic composites.24,25 Although 
BT and NZF ceramics are well studied, they are still a topic of active research in 
order to further enhance or optimize their properties. Most of the useful properties 
of BT and NZF ceramics are governed by their grain size, so control of homoge-
neous grain growth at reduced temperatures will be quite useful for the scientific 
community and the industry. 

This work attempts to compare the grain growth of commercial BT and NZF 
powders heat-treated by CV and MW techniques in the temperature range of 
850°C–1000°C and time 0.5–2 h. We have also tested the effect of LiF as flux and 
its effect on the microstructures. Preparation of BT and NZF ceramics is carried 
out using MW technique simply by using the mixed oxides of the raw powders and 
consolidating them using cold isostatic pressure of 4, 6, and 8 tons followed by heat-
ing using MW at 1000°C for 15 min. Figure 6.2 depicts the crystalline quality of the 
MW-sintered ceramics. 

The heat-treated samples for their surface morphologies. Figure 6.3 shows 
the surface morphologies of the various sintered BT samples. It is observed that 
the grains are coalesced more and increase with increasing pressure, which is 
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remarkable; of course, the threshold pressure needs to be established to produce 
highly dense ceramics, which may vary across materials systems. It is interesting to 
note that when a higher pressure is applied, big clusters of grains are surrounded by 
small nanosized particles. It is observed that the small nanosized particles coalesce 
to become big clusters.

The shrinkage of the sintered disc samples decreased with pressure. Table 6.1 
depicts the linear shrinkage of the BT ceramic heat-treated using MW at 920°C for 
10 min. 
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FIGURE 6.2 XRD patterns of BT from milled raw powders MW sintered at 1000°C for 15 min.
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FIGURE 6.3 Surface morphologies of the BT ceramics prepared using different compres-
sive forces (a) 4 tons, (b) 6 tons, and (c) 8 tons.
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Realizing the impact of the MW sintering experiments for BT ceramics, fur-
ther study has been conducted to understand the mechanism of consolidation of the 
nanoceramic powders specifically for the BT and NZF ceramics. A thorough study 
of grain structure and electrical and magnetic properties of BT and NZF ceramics 
sintered using MW and CV techniques as the grain grows in polycrystalline ceram-
ics during sintering process of powders is extremely important. In this aspect, start-
ing source powders were taken as the nanoform of the individual ceramics, which 
were consolidated followed by heat-treating using various conditions. The crystalline 
quality of the sintered pellets was analyzed by XRD analysis and scanning electron 
microscope (SEM). An atomic force microscope (AFM) was used to statistically 
estimate the porosity in the sintered ceramics through surface topography analysis. 
A thin layer of silver paste was applied to the polished surfaces of the sintered BT 
and NZF samples for measuring their electrical properties. An impedance analyzer 
(HP, 4194A) and a ferroelectric testing system (Radiant Technology, Inc., RT66A) 
were used to measure dielectric and ferroelectric properties, respectively. The mag-
netic properties of the NZF samples were measured using the physical property mea-
surement system (PPMS; Quantum Design, San Diego, California). 

The crystalline quality of all the BT and NZF ceramics sintered using MW and CV 
processes in the temperature range of 850°C–1000°C is analyzed. For the purposes of 
simplification and close comparison, the results are presented for the samples sintered at 
the temperature between 900°C and 1000°C for 2 h using CV process and 0.5 h using MW 
process, respectively, as these two types of recepies produced most reasonable results. 
Results for the specimens sintered at other temperatures are presented where applicable. 
Figures 6.4 and 6.5 depict the XRD spectra of the BT- and NZF-sintered specimens. No 
evidence of unwanted phase formation has been found, which indicates that there is no 
loss of stoichiometry in these ceramics, that is, they remain phase pure single phase.14,26 
However, sharper peaks observed for MW-sintered samples indicate bigger grain sizes 
compared to those observed for CV-sintered BT samples. All of the characterized peaks 
are marked with the standard Joint Committee on Powder Diffraction Standards card 
nos. 05-0626 and 019-0629, respectively, for BT and NZF ceramic specimens.

Figure 6.6 shows the shrinkage of the NZF ceramics disc samples before and 
after sintering. The average shrinkage for BT ceramics sintered using CV and MW 
methods is in the range of 5%–7%. Noticeable shrinkage of 9%–11% was observed 

TABLE 6.1 
Linear Shrinkage of the BT Ceramics

Cold 
Consolidation 
Pressure
(tons)

Dimensions (mm)

Diameter

Linear Shrinkage (%)
Db – Da × 100/Db Thickness

Before
Sintering (Db)

After 
Sintering (Da) 

4 10.23 8.4 17.88 1.79

6 10.24 8.49 17.09 1.55

8 10.24 8.66 15.43 1.6
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for NZF ceramics using CV processing and 12%–15% for MW-sintered samples.27,28 
The maximum shrinkage of 15.45% was observed for NZF ceramics sintered at 
950°C using MW. 

Microstructures of sintered BT and BT + LiF are shown in Figures 6.7 and 6.8. 
No considerable grain growth is observed up to a sintering temperature of 1000°C for 
pure BT. The pure BT ceramics could still be in the initial sintering stage; henceforth, 
the grain sizes are still small. However, the average grain size of the BT + LiF samples 
sintered using MW at 900°C for 0.5 h is ~3.1 µm, which is approximately twice larger 
than the BT + LiF samples sintered using CV at 900°C for 2 h, with an average grain 
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size of ~1.7 µm. It can be observed that there is a trend of increased grain growth size 
as the MW sintering temperature increases from 850°C to 1000°C. The average grain 
size values of MW-sintered samples are also approximately twice larger than those 
of CV-sintered samples at the same temperature. Grain sizes of MW-sintered NZF at 
900°C are nearly twice those of CV-sintered samples (Figure 6.9). As seen from the 
results, the MW-sintered samples reach the intermediate or final stage of the sintering 
process much earlier under the impact of the MW field compared to CV-sintered sam-
ples. The highest average grain size of ~1.2 µm is measured for MW-sintered samples 
at 1000°C, and the lowest grain size of 1 µm is measured for CV-sintered samples at 
900°C. These results can be backed up from the XRD scans as stated earlier.

(a) (b)

(c) (d)

FIGURE 6.7 SEM morphologies of (a) BT-CV-900°C for 2 h, (b) BT-CV-1000°C for 2 h, 
(c) BT-MW-900°C for 0.5 h, and (d) BT-MW-1000°C for 0.5 h. (From Shannigrahi S.R. and 
Tan C.K.I., Technologies, 3, 47–57, 2015.)

FIGURE 6.6 Sintered (left) and pre-sintered (right) samples. (From Shannigrahi S.R. and 
Tan C.K.I., Technologies, 3, 47–57, 2015.)
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(a) (b)

(c) (d)

FIGURE 6.8 Surface morphologies of (a) BT + LiF-CV-900°C for 2 h, (b) BT + LiF-CV-
1000°C for 2 h, (c) BT + LiF-MW-900°C for 0.5 h, and (d) BT-LiF-MW-1000°C for 0.5 h. 
(From Shannigrahi S.R. and Tan C.K.I., Technologies, 3, 47–57, 2015.)

(a) (b)

(c) (d)

FIGURE 6.9 Surface morphologies of (a) NZF-CV-900°C for 2 h, (b) NZF-CV-1000°C for 
2 h, (c) NZF-MW-900°C for 0.5 h, and (d) NZF-MW-1000°C for 0.5 h. (From Shannigrahi S.R. 
and Tan C.K.I., Technologies, 3, 47–57, 2015.)

© 2016 by Taylor & Francis Group, LLC

  

http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-009.jpg&w=141&h=107
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-010.jpg&w=141&h=105
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-011.jpg&w=141&h=107
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-012.jpg&w=141&h=107
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-013.jpg&w=136&h=103
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-014.jpg&w=135&h=104
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-015.jpg&w=135&h=102
http://www.crcnetbase.com/action/showImage?doi=10.1201/b19168-7&iName=master.img-016.jpg&w=137&h=103


160 Nanomaterials

Sintering of crystalline materials occurred through several mechanisms such as 
atomic transport, vapor transport (evaporation/condensation), surface diffusion, lat-
tice (volume) diffusion, grain boundary diffusion, and dislocation motion. Figure 6.10 
shows a schematic representation of sintering mechanisms for four particles. During 
the CV heating process, vapor transport, surface diffusion, and lattice diffusion from 
the particle surfaces to the neck lead to neck growth and coarsening of the particles 
without densification. This densification mechanism leads through grain boundary 
diffusion and lattice diffusion from the grain boundary to the neck.29 During MW 
heating, the specimen gets heated from inside to outside just opposite to CV heating. 
Moreover, the MW absorption mainly depends upon the complex permittivity and 
permeability of the specimens. As both the specimens already developed a dipole, 
they responded well to MW and resulted in good densification of the samples at a 
short sintering period.

The variations of dielectric constant (ε) and dielectric loss (tan δ) for both 
MW-sintered and CV-sintered BT and NZF ceramics samples are shown in 
Figures  6.11 and 6.12. For BT, it can be seen that the CV-sintered pellets show 
the highest dielectric constant at 100  kHz. For the MW-sintered BT  +  LiF at 
1000°C, the value of ε is 1240, whereas at the same temperature for the CV-sintered 
sample the value of ε 800.30–32 For all MW-sintered samples, it can be observed 
that the values of ε are higher compared to the CV-sintered samples; this may be 
attributed to the higher density in the MW-sintered specimens. The value of ε for 
all samples decreases slowly and gradually as the frequency increases from 100 
to 10,000 kHz. For NZF, the MW-sintered pellets show the highest value of ε at 
100 kHz. A value of 25 was obtained for NZF MW-sintered sample at 950°C. It 
is evident that as the sintering temperature for CV methods increases from 900°C 
to 1000°C, the dielectric constant decreases. As NZF is a magnetic material, the 
dielectric properties should be poor as shown in the results. 

The room-temperature P–E hysteresis loops of the BT samples sintered under 
various conditions are presented in Figure 6.13. It can be seen that the polarization 
of MW-sintered BT samples at 1000°C is the highest among all the studied speci-
mens as recorded, although all the samples show poor ferroelectric properties. It can 
be observed that samples sintered at low temperatures end up with a leaky nature. 
BT + LiF samples also exhibit a leaky nature even when sintered at 900°C, which is 
attributed to the leakage from lithium itself and/or porosity.

Sintering

PoresPowder
particles

FIGURE 6.10 Schematic representation of sintering mechanisms for a system of four par-
ticles. (From Shannigrahi S.R. and Tan C.K.I., Technologies, 3, 47–57, 2015.)
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Figure 6.14 depicts the room-temperature M–H loops of NZF ceramics sintered 
using CV and MW techniques. It can be observed that in CV-sintered ceramics, 
the saturation magnetization (Ms) reaches its highest value of 68 emu/g at a sinter-
ing temperature of 1000°C, whereas in MW-sintered ceramics, the highest value 
of Ms observed is 88 emu/g at a sintering temperature of 950°C. Additionally, the 
Ms values for the MW-sintered samples strongly correlate with the sintering tem-
perature. This higher Ms value can be due to the 2.45 GHz MW field interacting 
with charged cations, thus causing a change in Zn2+ and Fe3+ arrangements, which 
are critical in the alteration of dipole moments.14,19

Using AFM topography, we have estimated the statistical value of porosity in the 
sintered ceramics. Figure 6.15a–c depicts the AFM technique, which includes AFM 
raw topography, flattened topography (undulation removed) followed by threshold-
ing. The percentage of voids is reflected as the percentage of black pixels. Based on 
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the estimated statistical data for NZF-sintered ceramics, we have derived the relation-
ship between the porosity and the magnetic coercive field as shown in Figure 6.15d. 
Coercive force is probably the property most sensitive to porosity and grain size. The 
increase in coercive force with porosity is linear as expected. Again, this effect may 
be caused because the high-porosity samples contain smaller particles, which have 
higher coercive force.

Besides the BT and NZF ceramics, another technologically important materials 
system namely BiFeO3, popularly known as BFO, is one of the most studied mate-
rials for its room temperature multiferrocity. BFO thin films were  developed using 
the sol–gel spin coating technique on SiO2/Pt/Ti substrate. The green gel coated 
films were heat-treated using MW and CV techniques. Figure 6.16 compares the 
surface morphologies BFO thin films heat-treated using different recipes.

It is found that the average grain sizes are 105 and 180 nm, respectively, for 
the BFO samples sintered using CV and MW processes. This clearly defines the 
advantages of ceramic processing using MW heat treatment techniques. The grain 
sizes of MW-sintered BT and NZF are evidently larger than those of CV-sintered 
samples. This improvement in the structural properties influences the electrical 
and magnetic properties of the samples. The magnetic properties of MW-sintered 
NZF have significantly improved. However, dielectric results show that BT with 
LiF samples sintered using CV process portray a leaky nature due to the presence 
of lithium and/or porosity due to low density, which is similar to that of NZF 
specimen sintered using CV technique, which exhibits low dielectric properties. 
Therefore, we can conclude that MW sintering methods do show that at a much 
shorter processing time for the same temperature, it is able to achieve close to 
final stages of sintering compared to the sample sintered conventionally at the 
same temperature. In a close comparison, this information will be very much 
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MW, 550°C, 3 min MW, 550°C, 5 min CV, 550°C, 5 min MW, 550°C, 5 min
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FIGURE 6.16 Surface morphologies of the sol–gel processed BiFeO3 thin films developed 
using microwave (MW) sintering (a) at different temperatures for a fixed time, (b) at different 
times for fixed temperature in comparison to conventional (CV) sintering, and (c) the cross- 
sectional morphology of the sol–gel processed BFO films developed on Pt/Ti/SiO2/Si substrate 
and sintered using microwave.
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useful for the BT–NZF composite fabrication for multiferroic research purposes 
too. Moreover, much research should be conducted on MW sintering to process 
BT and NZF ceramics using solid-state reaction technique including calcination.
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Design of Magnetic 
Semiconductors 
in Silicon

Michael Shaughnessy, Liam Damewood, 
and Ching-Yao Fong

ABSTRACT Controlling magnetic phenomena in semiconductors may allow 
new technological advances. In this chapter we review theoretical progress in 
understanding magnetism in silicon by doping transition metal elements. An 
in-depth study of single dopant energetics and bonding features at different 
sites is given. Spin-polarized densities of states, spin-polarized charge densi-
ties, and structural parameters are calculated and studied to yield a physical 
picture of the magnetic structure around transition metal dopants in Si. Next, 
other structures composed of many transition metal atoms in silicon, namely 
digital ferromagnetic heterostructures (DFHs) with and without defects, and 
trilayers, are studied to understand properties of extended transition metal 
structures. In particular, the conditions for half metallicity are described.

7.1 INTRODUCTION

The discovery of a magnetic layer structure formed by Fe(100)/Cr(100) exhibiting 
magnetoresistance (MR) (Baibich et al. 1988) stimulated tremendous interest in 
developing new devices utilizing spin or spin and charge for information storage. 
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In 1992, magnetoresistive memory technology was first reviewed (Daughton 1992). 
Magnetic random access memory (MRAM), composed of layers of transition metal 
elements (TMEs), such as iron (Fe) and cobalt (Co) separated by a thin insulator, is 
now a common component in computers (Savtchenko et al. 2003). In 1996, the term 
spintronics was conceived (Wolf et al. 2001) and has since been a popular term in 
the device materials research community. This term means to integrate the spin of 
carriers into semiconductors for information storage and transport. In Table 7.1, the 
advantages of spintronics are compared to those of conventional electronics.

Semiconductors formed by the group IV element silicon (Si) have a simple  crystal 
structure: the diamond structure. Si has been the backbone of various transistors for 
modern-day electronic applications. Thus, mature technologies for its growth and 
doping processes have been developed (Voutsas 1997). Si is a natural candidate for 
doping magnetic transition metal (TM) elements to cultivate spintronic materials 
for manipulating charge- and spin-carrying information. Among the TM elements, 
 manganese (Mn) is the most effective because of its large atomic magnetic moment, 
5 µB, where µB is the Bohr magneton. The large moment is a consequence of its elec-
tronic configuration. There are five d electrons and two s electrons giving a valence of 
7 to the Mn. The s-electron spins antialign and compensate their moments, whereas 
the five d electrons occupy the five d states (the orbital angular momentum, l, is 2) and 
align their spins under Hund’s first rule to reduce the Coulomb repulsions. With the 
g-factor equal to 2 for the 3d states, the resultant magnetic moment of the atom is 5 µB.

The mature technological foundation of Si may facilitate the realization of 
spintronic devices. Recently, several groups around the world have been explor-
ing Si-based spintronic materials (Zhang et al. 2004; Bolduc et al. 2005) because 
of predicaments associated with realizations of spintronic devices using other 
materials, such as Heusler alloys (De Groot et al. 1983) and CrO2 (Ji et al. 2001). 
In particular, TC of CrO2, determined by the point-contact Andreev reflection 
method (Ji et al. 2001), is far below room temperature (4 K). The TC is 88 K for 
half-Heusler alloy NiMnSb through photoemission measurements (Hordequin 
et al. 2000).

In this chapter, we focus on progress in the design of Si-based magnetic semicon-
ductor materials. In Section 7.2, the common influences of the diamond structure 
on the electronic states of a TM dopant are given. Mn-doped Si will be presented 
in Section 7.3. Section 7.4 concerns the designs of MnxSi1–x in the form of a digital 

TABLE 7.1
Comparison of Electronics and Spintronics

Electronics Spintronics

Carrier Charge Spin or both charge and spin

Comparison Limited in speed and dissipation High speed at very low power

Information storage 0 and 1 bits More possibilities: Qbits, if 
angular momentum is involved

Volatile  MR (0,1)
Non-volatile
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magnetic heterostructure and trilayers. Finally, in Section 7.5, a summary and critical 
comments on the future prospects of spintronic devices will be made.

7.2  FEATURES OF THE DIAMOND STRUCTURE ON 
THE ELECTRONIC STATES OF A TM DOPANT

When a TME, such as Mn, substitutes a Si in the diamond structure, the  surrounding 
four Si atoms impose the effect of the crystal field with tetrahedral symmetry. 
Figure 7.1a shows the atoms in a unit-cell with the dopant shown in large shaded 
circle. The black lines outline a cube to guide the eyes. The cube is the conventional 
unit-cell of the diamond. The fivefold degeneracy of d states of TM atom are lifted 
into two groups: The triply degenerate states are composed of the dxy, dyz, and dzx 
orbitals, the so-called t2g states, and a doubly degenerate manifold is constituted by 
dz2 and dx2 − y2, the eg states (Figure 7.2). The linear combination of t2g states forms 
orbitals pointing to the four nearest neighbors (nn), whereas the lobes of the eg orbit-
als point to the regions between the nearest neighboring atoms. The former orbital 
interacts with one of the sp3 type of orbitals of a nn Si to form the bonding and anti-
bonding states, separated by a large gap as shown in Figure 7.2. The center section 
schematically shows the physical situation. Such d and p mixing is called the d–p 
hybridization. The doubly degenerate states form the nonbonding states located in 
the gap of the bonding and antibonding states. Without the exchange interaction, the 
three sets of states have spin degeneracy. To illustrate clearly and convincingly, we 
use the crystal of MnAs in zinc blende structure to exhibit the charge distribution 
of the bonding and nonbonding states (Pask et al. 2003). Figure 7.3 gives the charge 
distributions of t2g and the eg states of MnAs along the chain of the group III and 
V atoms. One of the t2g electrons of the Mn and one of the sp3 electrons of As form 
bond charges, indicated by an arrow. The contours of the eg states point away from 
the As atom. They show the nonbonding character. This is the essential picture to 

Si

Mn

(a) (b)

Si

Mn

FIGURE 7.1 (a) Conventional cell of Si with a Mn occupying a substitutional (S) site. (b) Mn 
occupying an interstitial (I) site. Mn atoms in both cases are shown in large shaded circles 
and labeled.
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understand the physical properties of TM-doped Si when the Mn substitutes a Si, a 
substitutional site (S) (Figure 7.1a). The local magnetic moment at the Mn is formed 
by the remaining d electrons at the Mn. The action of the exchange interaction causes 
a difference in occupation of the majority spin and minority spin states, resulting in 
a net magnetic moment of the doped sample.

t2g eg

As As

Mn Mn Mn
(a) (b)

Mn

5

4

3

2

1

0

5

4

3

2

1

0

FIGURE 7.3 The charge distributions of the t2g (a) and eg (b) states of MnAs in the section 
formed by [110] and [001] vectors. The section contains chain of atoms formed by Mn and As.

3d Atom Crystalfield Hybridization Crystalfield 4p Atom

t2g

sp33d 4p

4seg

Bonding

Nonbonding

Antibonding
Δ Bond−antibond

FIGURE 7.2 Schematic diagram of energy levels from atomic (sides) to bonding (t2g), anti-
bonding (t2g

*) and nonbonding (eg) states (center). The t2g type of orbitals is formed by the 
linear combination of the degenerate dxy, dyz, and dzx states of Mn in the tetrahedral environ-
ment: the effect of the crystal field. One of these lobes points toward the nn Si. The sp3 is a 
mixture of the s- and p-like states of Si also under the tetrahedral environment with one lobe 
pointing toward the Mn. They form d–p hybridization to give the bonding, antibonding, and 
nonbonding states.
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The other possible location for the TME impurity in the diamond structure is to 
occupy an interstitial site (I) (Figure 7.1b). The physical features of this case will be 
elaborated later in this chapter.

7.3 Mn-DOPED Si

7.3.1 Motivation

Doping Mn into Si can form magnetic Si-based materials. They can be in both clus-
tered and well-mixed alloy forms. In this chapter, we concern ourselves with the 
bulk alloys with a special quality: the Mn-doped Si alloys exhibit the so-called half-
metallicity. In 1984, De Groot et  al. (1983) predicted an interesting half-metallic 
half-Heusler alloy, nickel manganese antimony (NiMnSb), to be a half-metal. This 
prediction stimulated a worldwide search for half-metals. A half-metal should satisfy 
two conditions: (1) One of its spin channels exhibits metallic behavior, whereas the 
oppositely oriented spin channel shows semiconducting properties. A typical density 
of states (DoSs) of half-metallic CrAs (Pask et al. 2003) is shown in Figure 7.4. The 
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FIGURE 7.4 DoS of CrAs, a predicted half-metal. The top panel shows the metallic majority 
spin channel gives the semiconducting properties of the minority spin states. The unique features 
are as follows: Fermi energy, EF, intersects finite DoS of the spin-up states and is in the gap of the 
spin-down channel. The bottom panel shows the partial DoS of Cr d states and As s and p states.

© 2016 by Taylor & Francis Group, LLC

  



172 Nanomaterials

unique feature is that the Fermi energy, EF, intersects the finite DoS of the majority 
(up) spin channel and is located in the gap of the minority (down) spin states. (2) The 
magnetic moment/unit-cell must be an integer. The reasons are as follows:

 1. The total number of electrons/unit-cell, Nt, is an integer.
 2. The number of electrons/unit-cell filling up to the top of the valence band 

(VB) in the semiconducting channel, Nmin, is an integer. The moments of 
these electrons are canceled by an equal number of electrons in the other 
spin channel as shown in Figure 7.4.

 3. For 3d electrons, the g-factor is 2.0.
 4. The magnetic moment/unit-cell is Nt − 2Nmin, an integer in units of µB.

This integer condition requires that the magnetic moment deduced from the measured 
saturation magnetization be close to integer value; however, the condition should be 
strictly satisfied by theoretical calculations.

The usefulness of a half-metal in spintronics is explained below. According to the 
Julliére formula (Julliere 1975), the MR of a ferromagnetic sample is expressed in 
terms of P, the spin polarization at EF:

 MR =
−
2

1

2

2

P
P

 (7.1)

where:

 P = −
+

↑ ↓

↑ ↓

DoS DoS
DoS DoS

 (7.2)

and the DoSs are evaluated at EF. For MnCrAs, a half-metal, P = 1 (as a reference, 
P of iron is 0.45). In this perfect situation, MR = 100%. Consequently, a half-metal 
is an ideal candidate for spintronic applications that utilize the MR mode because its 
conductivity is completely spin polarized.

Various half-metallic, half- and full-Heusler alloys (De Groot et  al. 1983; 
Galanakis and Mavropoulos 2003), oxides, such as CrO2 (Ji et al. 2001) and Fe3O4 
(Dedlov 2004), TM chalcogenides (Galanakis and Mavropoulos 2003), pnictides 
(Galanakis and Mavropoulos 2003; Pask et al. 2003), and MnC (Pask et al. 2003; 
Qian et  al. 2004) have been investigated theoretically and experimentally. There 
is, however, no spintronic device made of these half-metallic materials. All half-
metallic alloys and compounds mentioned above show serious impediments for 
making devices operating at room temperature. For example, Heusler alloys are dif-
ficult to grow due to their complicated structures (Fong et  al. 2013). In addition, 
half-metallicity vanishes in NiMnSb, a half-Heusler alloy, at 88 K (Hordequin et al. 
2000). CrO2 shows half-metallicity at 4 K, but it disappears precipitously as the tem-
perature increases (Ji et al. 2001). For Fe3O4, it is known to suffer from the Verwey 
transition (Verwey 1939), a structural phase transition, at 120 K causing the disap-
pearance of its half-metallic properties (Dedkov 2004). Furthermore, there is still 
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no direct experimental evidence showing half-metallicity in the pnictides or MnC, 
even though thin-film forms of CrAs have been grown and its measured saturation 
magnetization agrees well with the theoretical prediction (Akinaga et al. 2000; Pask 
et al. 2003).

Since 2005, groups around the world have begun to focus their efforts to develop 
magnetoelectronics by leveraging the mature Si technology. The searches began with 
the explorations of half-metals composed of Si. In Japan, Kubota et al. (2009) reported 
half-metallicity in film forms of Si-related materials, such as Heusler alloys involving 
Si, Co2FexMn1–xSi using magnetic tunneling junction  measurement. Sagar et al. (2011) 
studied the effects of interfaces on magnetic activation volumes in films of Co2FeSi. In 
China, a group at Fudan University performed molecular beam epitaxial (MBE) growth 
of TME doped in Si (Su et al. 2008). Mn wires on Si (100) surface have been grown in 
the United States (Liu and Reinke 2008). However, there is no magnetic measurement 
on these  nanowires. Clusters of MnxSiy, where 1 ≤ x ≤ 34 and 1.7 ≤ y ≤ 66 are  magnetic 
 materials, have also attracted much attention (Karhu et al. 2012). On the theory side, 
Durgun et al. (2008) and Xu et al. (2009) studied half-metallic Si nanotubes. Magnetic 
properties of Si films doped with Mn and Mn on the Si(100) surface were reviewed 
by Zhou and Schmidt (2010). We currently have two unpublished cases of Mn on the 
 reconstructed Si(100) 2 × 1 surfaces that are magnetic insulators with integer moments.

7.3.2 DeterMination of the Doping Site

We started to design half-metallic Si-based alloys in 2005 with a simplest approach: 
substituting a single Si atom with a single Mn atom, as was done for GaAs. It so 
happens that there is experimental evidence for this simple scenario (Bolduc et al. 
2005). The experiment was carried out by doping Mn in Si using the ion implantation 
method. The method uses an energetic ionic beam at a base pressure of 5 × 10–6 torr 
and at an energy of 300 keV with doses of 1 × 1015 cm−2 and 1 × 1016 cm−2 incident 
on a bulk Si with either n- or p-type lightly doped commercial samples.

This method is commonly used for doping semiconductors. They reported of grow-
ing MnxSi1−x with x = 0.1% and 0.8%, and measured the magnetic moment per Mn, m. 
The value of m is 5 µB for the 0.1% case. It is known that the magnetic moment of a free 
Mn atom is 5 µB as discussed in Section 7.1. How can a Mn atom in the Si lattice avoid 
interaction with the nearby Si atoms and exhibit the same moment as a free atom?

Let us apply the so-called ionic model, originally proposed for estimating the 
magnetic moment/atom in CrO2 (Schwarz 1986), based on the charge transfer from 
less electronegative element to more electronegative element. The electronegativity 
is 1.5 for Mn and 1.8 for Si. Thus, there should be charge transfer from Mn to Si in the 
alloy according to the model. Mn, having seven valence electrons, is surrounded by 
four nearest neighbor (nn) Si and transfers four of its electrons to each of its nn Si to 
form the d–p hybridized bonding and antibonding states as shown in Figures 7.2 and 
7.3. This leaves three electrons at the Mn. Under Hund’s first rule with the g-factor of 
2 for a 3d electron, the m value should therefore be 3 µB instead of 5 µB.

To resolve this conflict, we started with a series of small Si supercells to model 
the alloy by stacking up conventional cells of Si along three directions and placing 
one Mn close to the center. Models with 8, 64, and 216 atoms give m to be less than 
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5 µB but larger than 3 µB. The important results are that the moments are not integer 
because there are interactions between the center Mn and Mn in the neighboring 
supercells. Finally, we tried models consisting of 512 Si atoms. In one such model, 
after substituting the center Si by a Mn, we did not remove the substituted Si. We 
show, in Figure 7.5, the 513-atom model corresponding to a doping concentration of 
0.19%, which simulates the experimental MnxSi1–x alloy at x = 0.1% to within a factor 
of 2 (Shaughnessy et al. 2009). This model should be sufficient to isolate the Mn atom. 
Before reducing the forces acting on atoms inside the supercell due to the alloying, 
we checked that the maximum component of the forces acting on those Si atoms, 
located farther away from the Mn atom (at the edge of the supercell), is already small: 
0.015 eV/Å. The small force indicates that the dopant is isolated and has a small effect 
on Si atoms that are far from the Mn. In the 216-atom cell, the corresponding force 
components are 0.08 eV/Å. Due to the doping in the supercell, Si atoms, particularly 
those near the Mn atom, should experience strains. We carried out ionic relaxation 
calculations to reduce the forces acting on the atoms to be less than 6.0 meV/Å.

Now, the model we focus on has the substituted Si occupying an interstitial (I) 
site serving as the second neighbor (sn) of the Mn atom. We call this group of atoms 
formed by the Mn, one of its nearest neighbors (nn), and the second neighbor Si as 
the Mn–nn Si–sn Si complex, shown in Figure 7.6.

We began with the experimental Si lattice constant of 5.43 Å and optimized it 
with the Mn impurity present in its relaxed configuration. The optimized lattice 
constant is 5.46 Å.

We found the presence of the sn Si weakens the d–p hybridization between the 
Mn and the nn Si causing the following:

Mn nn Si sn Si

FIGURE 7.5 The relaxed 513-atom supercell. Mn is shown in large shaded circle, Si in 
small circle, and the second neighbor (sn) Si at I site in double rings.
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 1. The d electron, formerly participating in the d–p hybridization between the 
Mn and its first nn of the complex, retreats back to the Mn and increases the 
local moment at the Mn from 3 to 4 µB (calculated by integrating the spin 
density around the atom).

 2. The sp3 electron of the nn Si participating in the same d–p hybridization moves 
closer to the Si. Its spin is now uncorrelated with the d electron that retreated 
to the Mn. The spin moment at the Mn polarizes this sp3 electron. The total 
moment of the sample is 5 µB in agreement with the experimental measurements

The spin density with the sn Si in the section containing the complex is given in 
Figure 7.7.

Si(3)

Si(1)

Si(2)

sn Si

nn Si

Mn

FIGURE 7.6 The Mn–nn Si–sn Si complex.
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FIGURE 7.7 The spin density difference of the up and down spin channels. The arrows show 
the positions of the relevant atoms and selected contour values (e /Å3). All distances are in ang-
strom. The x-axis of the partial cross-section is the [110] direction of the supercell and the y-axis.
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The agreement between the experimental and theoretical magnetic moment 
in MnxSi1–x with x  =  0.1% provides two pieces of information: (1) The Mn 
atom doped in Si occupies an S site under the growth method of ion implanta-
tion and (2) it is important to build models as close as possible to those in the 
experiments.

7.4 MnXSi1–X

7.4.1 Si-relateD Digital ferroMagnetic heteroStructure

An intuitively simple doping in Si is in the form of a δ-layer. In fact, Kawakami et al. 
(2000) attempted to grow δ-layer doping of Mn in GaAs. Even though theoretical 
(Sanvito and Hill 2001) results show that it is a two-dimensional (2D) half-metal and 
is now called digital ferromagnetic heterostructure (DFH). Experiment encountered 
difficulties in controlling the spread of Mn from a single layer for growing a perfect 
δ-layer doping with MBE method. It is still possible to improve the growth tech-
niques (Kitchen et al. 2006).

We decided to design such a structure in Si by stacking eight conventional cubes 
of the diamond structure to form a supercell and model the DFH by substituting 
(S site) one layer of Si by Mn (Qian et al. 2004). Instead of using the usual cubic 
axes in directions perpendicular to the z-axis for the supercell, we used the vectors 
along the [110] and [−110] with length of a/√2, where a is the lattice constant of 
the conventional cell so the lattice constants in the plane perpendicular to the z-axis 
are just the distances from the atom at the corner of the cube to the atoms at one of 
the face centers of the diamond structure. In this model, the total number of atoms 
is 32 instead of 64. Only one Mn per supercell is needed to model the δ-layer. The 
model is shown in Figure 7.8.

The optimized lattice constant is 5.45  Å. The DoS is shown in Figure  7.9. EF 
falls in the gap of the semiconducting spin-down channel. The calculated magnetic 
moment is 3 µB. The results satisfy the conditions of a half-metal. Relaxation has 
several effects, some of which are as follows:

• It decreases the total energy.
• It enhances the DoS at EF.
• It opens the gap in the semiconducting channel.

By examining the band structure, this DFH is a two-dimensional (2D) half-metal as was 
the DFH formed in GaAs. To see this, we show the band structure (Figure 7.10a) and 
Fermi surfaces (Figure 7.10b) of the ↑ spin channel inside the projected 2D Brillouin 
zone. Around Γ, there is no band nearby until k is more than halfway between Γ and R, 
the contour labeled 1 (Figure 7.10a). This band defines the hole surface at Γ. The labels 
“2” and “3” around R are occupied states: these are the electron surfaces. Along the Γ–Z 
path, there is no intersection of the bands near EF. One feature of this DFH is the pres-
ence of EF near the top of the VB. Its significance will now be discussed.

In the well-known half-Heusler alloy NiMnSb, experiments show that its half-
metallic properties disappear at 88 K (Hordequin et  al. 2000). A possible cause is 

© 2016 by Taylor & Francis Group, LLC

  



177Design of Magnetic Semiconductors in Silicon

FIGURE 7.8 The 32-atom supercell. Mn atoms are indicated by the large shaded 
circles. 
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FIGURE 7.9 DoS of the DFH showing the half-metallicity. EF intersects the DoS in the ↑ 
spin channel and is in the gap but near the top of the VB of the ↓ spin states.
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thermally excited spin-flip transitions for electrons at EF in the metallic channel to the 
bottom of the conduction bands (CBs) in the semiconducting channel because the EF 
of NiMnSb lies just below the bottom of the CB. In Figure 7.11a, a schematic energy 
diagram near EF for NiMnSb described above and the diagram of the DFH are shown.

The nearness of EF to the top of the VB in the Si-DFH, however, suggests the 
spin-flip transitions may not be as effective in destroying the half-metallicity. As 
shown in Figure 7.11b, the EF is close to the top of the VB. The gap is 0.25 eV, which 
is 10 times room-temperature thermal energy (0.025 eV) as shown in Figure 7.11. 
Thus, the thermal excitation from EF to the bottom of the CB is ineffective. However, 
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FIGURE 7.10 The band structure of Si-DFH (a) and the Fermi surfaces of the ↑ spin chan-
nel (b) in the 2D Brillouin zone.
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FIGURE 7.11 Schematic diagrams of the bands near EF for (a) NiMnSb and (b) the DFH. 
The energy gap between the EF and the bottom of the CB is denoted by δ and Δ is the gap of 
the semiconducting channel.
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spin-flip transitions from the top of the VB to the metallic states at EF are greatly 
reduced by the matrix element effect. The VB states are localized near Si atoms, 
whereas the metallic states are formed by the d states of the Mn. Therefore, the 
overlaps between the initial and final states of transitions between the VB and the 
metallic states are small.

We recognized that it is extremely difficult to realize ideal δ-layer doping experi-
mentally (Kawakami et  al. 2000), so we decided to investigate whether the half-
metallicity can be sustained under imperfections in the δ-layer. We considered three 
defects in the δ-layer of the DFH, but only two were reported (Fong et al. 2009). 
The model of 32 atoms (Figure 7.12b), containing only one Mn in a supercell, can-
not be used to examine defects in the δ-layer. We expanded the supercell model to 
contain a total of four Mn in the x–y plane. The expanded ideal model is given in 
Figure 7.12a. The optimized lattice constant is 5.47 Å. Without relaxation, both the 
32- and 64-atom models have metallic properties in the ↑ channel. The gaps are 

(a) (b)

FIGURE 7.12 Perfect δ-layers: (a) the 64-atom supercell; and (b) the 32-atom supercell. Mn 
atoms are shown in large shaded circles.
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0.21 eV (32-atom) and 0.21 (64-atom) in the ↓ channel. For the 64-atom model, the 
total energy after relaxation is lower by 0.141 eV. The ↑ channel is metallic, whereas 
the ↓ states have a gap of 0.25 eV. All of these agree with the relaxed 32-atom case. 
Because the 64-atom cell has four Mn, its magnetic moment is 12.0 µB/unit-cell.

The results of the optimized lattice constants, the gap values in the semiconduct-
ing channel, and the magnetic moment are summarized in Table 7.2.

The three defect models are shown in Figure  7.13. One Mn in the δ-layer is 
replaced by a Si in case (a). In case (b), a vacancy is created in the δ-layer. In case (c), 
a Mn atom replaces a Si atom above the δ-layer. This latter case simulates the spread 
of the δ-layer during growth.

The first two cases show similar half-metallic properties as the ideal case. We 
plot the DoS of case 1 in Figure 7.14. EF intersects the finite DoS of the majority 
spin channel and is located in the gap of the semiconducting minority spin channel. 
The DoS of case 2 shows similar results. The DoS, the gap values, and the magnetic 
moments of three defective models are given in Table 7.3.

It is clear that half-metallicity is robust in cases 1 and 2. Case 3 (Figure 7.12c) has 
Mn atoms in the nn configuration of two adjacent layers. In this case, half-metallicity 
is not predicted because the d–d interaction between the neighboring Mn reduces 
the bonding and antibonding gaps. We suggest during growth that it is necessary to 
avoid such Mn–Mn nearest neighbor interactions. In reality, this can be difficult to 
accomplish. If the MBE growth method (Kawakami et al. 2000; Kitchen et al. 2006) 
is used, it is necessary to have the beam concentration of Mn less than one monolayer.

A side comment is in order. Another possible method is as follows: in principle, the 
atomic layer deposition (ALD) method (Leskelä and Ritala 2003) guarantees atomically 
thin monolayers, which will be worth to try. By using large processing window, the 
deposition is not sensitive to fluctuations in temperate and rate of flow of the precursors.

The above results for the defective δ-layer are summarized as follows:

• Perfect δ-layer doping of Mn in Si, DFH, is a 2D half-metal. It is unlikely 
that the Curie temperature, TC, will be lowered by spin flip transitions.

• It is not necessary to have a perfect δ-layer doping for a DFH to have half-
metallic properties.

• It is advised to avoid having two Mn atoms forming a nearest neighbor pair.

TABLE 7.2
Summary of the Optimized Lattice Constant, the Gap Energy 
(eV) in the Semiconducting Channel, and the Magnetic Moment 
(µB/cell) of the 32- and 64-Atom Supercells and the Gap Energy 
in the Relaxed Models

Case
Optimized Lattice 

Constant (Å) Energy Gap (eV)
Magnetic Moment 

(µB/Unit-Cell)

32-atom 5.45 0.25 3

64-atom 5.47 0.25 12

© 2016 by Taylor & Francis Group, LLC

  



181Design of Magnetic Semiconductors in Silicon

(a) (b) (c)

FIGURE 7.13 Models of three defect cases: (a) Mn replaced by a Si, (b) vacancy where the 
center Mn is removed, and (c) Mn over the δ-layer, that is, the spread of the δ-layer. Mn atoms 
are shown in large shaded circles.
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FIGURE 7.14 DoS for case 1.
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7.4.2 Single Doping of fe anD Mn in Si

The S-site doping of Mn has experimental evidence (Bolduc et  al. 2005) as sup-
ported by our theory (Shaughnessy et  al. 2009). Zhu et  al. (2008) suggested that 
codoping with As can lower the S-site doping barrier of Mn and half-metallicity can 
be preserved. There remains another issue: is this the only possible site for doping? 
This issue was addressed by Wu et al. (2007) using the Wien2K code (Blaha et al. 
2001) and a similar model by Qian et al. (2006). They found that there is an intersti-
tial (I) site with a lower total energy for doping Mn compared to the one for the S site, 
but they did not report the energy difference. In Figure 7.15, the images of the S and 
I sites are given. Furthermore, they showed that for one-fourth monolayer coverage, 
the I-site doped model is a half-metal. At higher concentrations, the half-metallicity 
disappears due to the interaction between the interstitial Mn atoms.

About the same time, we addressed more basic questions (Shaughnessy et  al. 
2010):

 1. What is the energetic difference between the two doping sites?
 2. What is the physical origin causing the difference?
 3. What are possible distortions in the immediate neighborhood of the  dopant—

contraction or expansion? Can they be predicted before growth?

TABLE 7.3
Properties Relevant to Half-Metallicity of the Three Defective Cases

Case

DoS at Fermi Energy (EF) 
(States/eV Unit-Cell)

Gap (eV)
Magnetic Moment 

(µB/Unit-Cell)↑ ↓
1 5.88 0.00 0.29 9.00

2 2.03 0.00 0.49 9.00

3 3.96 3.87 – 5.52

Si

Mn

Si

Mn

(a) (b)

FIGURE 7.15 Elementary picture of (a) an S site and (b) an I site. Mn atoms are shown in 
large shaded circles.
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These basic questions are answered by examining single dopings of Fe and Mn in Si 
at the two sites. To answer question 1, we start with the expression of the formation 
energy:

 E E Nfor coh Si TME= − −µ µ  (7.3)

where:
N is the number of Si atoms in a supercell
µSi is the chemical potential of a Si atom, −5.433 eV/Si

The chemical potential of the TME is denoted by µTME and Ecoh is the cohesive energy 
of the system. We then calculated the difference between the formation energies of the 
TME at the two sites. Because the number of Si atoms in the two cases differs by 1, the 
difference of the formation energies is

 ∆ = ( ) − ( ) + E E Efor coh coh SiI S µ  (7.4)

The results are given in Table 7.4. As the last column of the table shows, the I site 
has a lower formation with the TME at the S or I site. Table 7.4 shows that the energy 
difference is on the order of 0.5 eV. The physical origin can be understood by using 
Figure 7.16.

In Figure 7.16, the plots provide the answer to question 2. The different character 
of the bonding at S and I sites leads to the energetic difference. The dark arrow 
in Figure 7.16a indicates a d–p hybridized bond, whereas in Figure 7.16b the light 
arrow shows charges of Mn shifted to the open space by the attraction of the nuclear 
charge of the neighboring Si. There is no bond formed in the case of Figure 7.16b. 
In order to dope Mn at an S site, there is a bond breaking between the substituted 
Si and its four neighbors. The energy of new bond formation between the Mn and 
the same neighboring Si atoms cannot compensate energy required for breaking 
the bonds. No such bond breaking involved at the I site. Fe doping shows similar 
features.

TABLE 7.4
The Relaxed Formation Energy Difference, 
ΔEfor = Efor(I) − Efor(S) of the 8-, 64-, and 
216-Atom Cases with the TME at the S or I Site

Element Cell Efor(I) − Efor(S) (eV)

Mn 8-atom −0.164

64-atom −0.452

216-atom −0.528

Fe 8-atom −0.415

64-atom −0.503

216-atom −0.473
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Question 3 is answered in Table 7.5. For Mn, the lattice expands independent of 
the doping sites, whereas Fe doping causes lattice contraction at the S site but lattice 
expansion at the I site. From atomic radii, 1.61Å for Mn, 1.56Å for Fe, and 1.11Å for 
Si, it is possible to predict the contraction of Fe case at the S site because its radius is 
smaller than that of the Mn atom.

There are several interesting findings when comparing the magnetic moments 
of various dopings in Table 7.6. The magnetic moments at both sites in the small 
8-atom supercell are not integers. This agrees with the result obtained by Wu et al. 
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FIGURE 7.16 Charge density plots. (a) Mn occupies at an S site. A d–p bond, indicated by 
the dark arrow, is formed between Si and Mn. (b) There is no bond-breaking process between 
Si and Mn when Mn occupies an I site. Instead, the Mn shifts its charge to the open space 
toward the second neighbor Si, where the light arrow points.

TABLE 7.5
Bond Length (Å) between the Transition Metal Element and Its 
Nearest Neighbor Si

Element Case Site Bond Length (Å) Bond Relaxation (Å)

Mn 8-atom S 2.38 0.02

I 2.41 0.05

64-atom S 2.40 0.04

I 2.40 0.04

216-atom S 2.40 0.04

I 2.43 0.07

Fe 8-atom S 2.32 −0.04

I 2.36 0.00

64-atom S 2.26 −0.10

I 2.40 0.04

216-atom S 2.25 −0.11

I 2.40 0.04
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(2007), in which no half-metallic properties are found for the I site doping if the 
layer has more than one-fourth of coverage. In the 8-atom cases, physically there 
is an interaction between the Mn atoms in the neighboring supercells. For larger 
supercells, the moment of Mn at the S site is 3 µB, which can be characterized by 
the ionic model. Additionally, Fe is a valence 8 element. In the presence of four nn 
Si at the S site, Fe shares four of its electrons to form d–p hybridized bonds. Thus, 
the ionic model predicts the moment to be 4 µB. The calculated moments of Fe are 
smaller than the prediction, in particular at the S site. The contraction around the 
doping does not provide enough volume for the localized d electrons to obey the 
Hund’s first rule. Some spins flip to have antiparallel configurations. Thus, the net 
moments are reduced.

The results are summarized as follows:

 1. At an I site, both Fe and Mn cause local expansion. This explains qualita-
tively the results of Fe doping in Si showing an increase in measured lattice 
constant of the alloy with respect to the pure Si (Su et al. 2008).

 2. At an S site, Fe doping shows contraction, whereas Mn doping shows 
expansion. It is possible to predict this behavior from the atomic radii.

 3. At an I site, there is no bond formation. However, due to the open diamond-
type structure, some of the d electrons of the TME shift their charges into 
the open regions as shown in Figure 7.16. Local moment can still be formed 
by the remaining d electrons at the Mn.

 4. The physical origin of the energetic differences between the two sites is due 
to the requirement that four Si–Si bonds have to be broken at the S site. The 
energy cost is not fully compensated by the formation of new d–p hybrid-
ized bonds. No bond-breaking process happens at an I site. The energy 
difference between the two sites is about 0.5 eV.

TABLE 7.6
Comparison of the Calculated Magnetic Moments (µB/Mn) for 
Mn and Fe in 8-, 64-, and 216-Atom Cells and at the S and I Sites

Element Case Site Magnetic Moment (µB/Mn)

Mn 8-atom S 2.97

I 3.16

64-atom S 3.00

I 3.00

216-atom S 3.00

I 3.00

Fe 8-atom S 1.76

I 2.05

64-atom S 0.00

I 2.00

216-atom S 0.00

I 2.00
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 5. The ionic model does not predict the magnetic moment of Fe at the two 
sites because of the local distortion. The difference is a demonstration of 
the Pauli exclusion principle.

We emphasize that the Si systems are interesting, because the simple physics, such 
as the Pauli exclusion principle, the Hund’s first rule, and unit-cell sizes, provide the 
understanding of the calculated results. Based on point 4, it should be energetically 
possible to dope Mn atoms at I sites in Si.

7.4.3 trilayer

With the δ-layer results showing half-metallicity and lower doping barrier for the I 
site, we decided to design a trilayer in which Mn occupy I sites conforming to the 
metallic device configurations (Baibich et al. 1988). The model without any further 
doping is shown in Figure 7.17a with the Mn shown in large shaded circles and Si 

Si

Mn

Al

Si

Mn

(a)

Si

(b)

FIGURE 7.17 (a) A model of a trilayer having two layers of Mn (large shaded circles) at 
I sites. Si atoms are shown as yellow circles. (b) A trilayer with hole doping (small shaded 
circles; either Al or Ga) in the Si layers between the two Mn layers. The labeled atoms are 
included in the section of the charge density plots in Figure 7.18.
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shown in small circles. As in the 64-atom model, the x, y, and z axes are along [110], 
[−110], and [001] of the conventional cubic cell, respectively. Any device fabricated 
from this type of trilayer can operate under the MR mode.

To operate in the MR mode, a possible configuration has the current flowing per-
pendicular to the layer planes. This is the so-called current perpendicular to plane 
(CPP) configuration. However, we realize from the model shown in Figure 7.17a 
that there are Si layers between the Mn (large shaded circles) layers that would 
inhibit the current flow. To enhance the current, we consider doping the Si layers 
between the Mn layers. Either n-type or p-type doping in Si can be easily carried 
out by experiments because of the mature Si technologies. We make a decision so 
that experimentalists will save their efforts and avoid the time-consuming trial and 
error process.

For n-type doping, the donor electrons may reduce the gap of the Si. A smaller gap 
of the host material can reduce the likelihood of getting a half-metal. Furthermore, 
the donors may overlap with the electronic wave functions of the Mn. This can lead 
to the sample behaving as a ferromagnetic metal. For a metal, such as Fe, the spin 
polarization at EF is in general less than the one formed by local moments. This is 
not favorable for half-metallicity. Alternatively, p-type doping can possibly increase 
the gap. In addition, the presence of holes causes some of the electrons of the Mn to 
shift their charges toward the holes similar to the case of the Mn at I site discussed 
in Section 7.3.4.

The p-doping may enhance the formation of local moments of the sample. We 
decided to consider p-doping with either Al or Ga (Yang et  al. 2013). The hole-
doped model is shown in Figure 7.17b with the Al or Ga in small shaded circles. The 
relaxed lattice constants, the magnetic moment, and the energy gap in semiconduct-
ing channel are summarized in Table 7.7.

Without hole doping, the trilayer is not a half-metal. This result is consistent with 
the one given by Wu et al. (2007). The gaps for Al and Ga dopings are determined 
by the generalized gradient approximation (Perdew et al. 1996), which in general 
underestimates the magnitude of a semiconducting channel but can be improved by 
using the GW method (Damewood and Fong 2011). At this point, we have not tuned 
the gap by layer separation.

TABLE 7.7
Lattice Constants in the x–y Plane and the z Direction 
(Specified by the Factor Which Should Be Multiplied against 
the Lattice Constant in the x–y Plane), Magnetic Moments 
(µB/Unit-Cell), and Gaps for the Al- and Ga-Doped Trilayers

Hole 
Dopant

x–y-Lattice 
Constant (Å) Factor 

Magnetic Moment 
(µB/Unit-Cell) Energy Gap (eV) 

None 5.473 3.970 12.3 NA

Al 5.470 3.970 14 0.030↑
Ga 5.458 3.995 14 0.044↑
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Because the DoSs of both dopants exhibit the same qualitative features, we only 
plot the DoSs of the Al doping in Figure 7.18. EF is in the gap of the spin-up channel 
and intersects the finite DoSs of the spin-down states. Therefore, with integer mag-
netic moments, both hole-doped trilayers are half-metals.

Based on the results of single doping of Mn in Si, the magnetic moment should 
be 3 µB/Mn. In our model, there are four Mn atoms. The moment/unit-cell should be 
12 µB/unit-cell; however, the calculated moment is 14 µB/unit-cell. The other 2 µB/unit-cell 
comes from the dangling bonds at the site of the substitutional group III element. 
To show this, we calculated the difference of the spin density without and with hole 
doping. The results are shown Figure 7.18. The contour labeled (1) has a value of 
0.0205 electrons/Å3 and is close to where Si atoms are located. This contour and the 
corresponding one on the other side are associated with the dangling bonds of the nn 
Si to the Al (as shown in Figure 7.19).

The results are summarized as follows:

• With Mn at I sites in the trilayer structure, half-metallicity can be obtained 
by doping with either Al or Ga in the region between the Mn layers.

• The dangling bonds due to the p-type doping can contribute to the magnetic 
moment of the sample.

There are several ways to improve the results we have. The first step is recogniz-
ing each layer needed to be one-fourth filled. At this moment, we have results on 
one Mn in each layer (less than 1/4 doping) and three group III elements. The gap 
is increased to 0.1 eV, even without a GW correction, which is 4 times larger than 
room temperature. By optimizing the layer spacing, the gap in the semiconducting 
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FIGURE 7.18 The DoS of the trilayer with additional Al doping. EF falls within the gap of 
the spin minority channel, fulfilling the first criteria for a half-metal.

© 2016 by Taylor & Francis Group, LLC

  



189Design of Magnetic Semiconductors in Silicon

channel can possibly be improved. Because the type of doping of Mn at the I site 
does not need to break a bond between pairs of Si, the energy barrier for this doping 
is at least 0.5 eV per atom less compared to the doping at an S site. Furthermore, 
the Mn layer needs not be an ideal δ-layer to facilitate the growth and the hole dop-
ing in Si should be feasible due to the mature technology. The results of the trilay-
ers are extremely encouraging for realizing spintronic materials using Si. We hope 
that experimentalists will use layer growth methods, in particular the MBE growth 
method, to try.

We realized that spin injection is still a challenging research topic (Jansen 2012; 
Dankert et al. 2013). The general approach is to use ferromagnetic metals to inject 
and detect spin in Si. This type of setup causes serious impedance mismatch. To 
address this, Fe/Al2O3 has been used as an injector to reduce the mismatch. We sug-
gest that besides using trilayers as active devices, they can also be used as spin source 
for injection because their magnetic moment/Mn is about 4  µB. The current in a 
trilayer can be nearly 100% spin polarized. It is also possible to grow Si on top of 
it. There is no lattice constant mismatch to worry about. If there is a barrier needed 
in the interface between the trilayer and Si, it can possibly be overcome by growing 
a thin SiO2 layer, so the injection can be operated under tunneling processes.

Recent work (Naji et al. 2014) has explored phase diagrams and magnetic prop-
erties of trilayer structures, using the Ising model and a mean field approximation. 
Depending on the intra- and interlayer couplings between the spins of the electrons 
on the atoms in the layers, different collective magnetic states are predicted, includ-
ing ferromagnetic, ferrimagnetic, and antiferromagnetic. By carefully tuning the 
layer separation, the doping in the region between the layers, and the type of TM 
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FIGURE 7.19 Differences of spin densities with and without hole doping. The section con-
tains the Al, Si, and Mn shown in Figure 7.17b. The label Al-Si indicates the position where 
Al replaces Si. The Si dangling bonds located near the Al atoms are indicated by (i). The 
value of the maximum at (i) is 0.0088 electrons/Å3. The regular bond is labeled by (ii) and the 
value of the contour at (ii) is 0.0027 electrons/Å3.
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composing the layers, the trilayers (Yang et al. 2013) offer a rich ground to explore 
the coexistence of phases and other interface magnetic properties.

7.5 SUMMARY

Let us first make a few general comments on the lessons learned from first-principles 
calculations.

• With the dilutely doped Mn in Si, MnxSi1–x with x = 0.1%, our predictions of 
the magnetic moment/Mn do not agree with the measured value of 5 µB/Mn 
until the model of the superlattice has x within a factor of 2 of the experi-
mental value. This implies that to get agreement between experiment and 
theory, a realistic model is essential. Otherwise, quantitative disagreement 
is to be expected. For example, if the small supercells alone were tried, 
the theory would conclude that the measured magnetic moment would be 
questionable.

• It is advised that one should completely understand the outputs of any first-
principles code. We have shown that the results bring new microscopic 
insights, which are relevant to the physics involved in the Si systems. The 
Pauli exclusion principle, the Hund’s first rule, and the local environments 
are all manifested in the outputs.

For the Mn doped in Si, we took the following steps:

 1. We first explained the measured magnetic moment in dilutely doped Mn 
in Si to explore the possible doping sites. It suggests that Mn occupies an 
S site.

 2. Next, we showed 2D half-metallicity in δ-layer doping of Mn at S site in Si.
 3. The basic properties of doping a TME, in particular the energetic difference 

between S and I sites, were also studied. The single doping of Fe and Mn in 
Si shows the physical origin of different properties of the S and I sites.

 4. Finally, we designed trilayers with Mn at I sites doped in Si. With an addi-
tional hole doping in the Si region between the Mn layers, the trilayers 
exhibit half-metallic properties.

We realize that there are still challenges ahead to make spintronic devices using the 
Mn-doped Si. It is hoped that experimentalists will make use of these results, particu-
larly the trilayer, to grow these materials. They are appealing because the spin–orbit 
effect in these materials is small and the simple crystal field and d–p hybridization 
can characterize the important physics in them. We have shown that an ideal δ-layer 
doping of Mn is not necessary. However, it is necessary to avoid Mn atoms as nn. 
The 2D features of the DFH and trilayers can offer new physics in low-dimensional 
systems. There remain several difficult issues to be resolved, such as how to avoid Mn 
atoms occupying nn sites and whether the Curie temperature can be pushed above 
room temperature.
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8 Solution-Based 
Fabrication of Carbon 
Nanotube Thin-Film 
Logic Gate

Yan Duan, Jason Juhala, and Wei Xue

ABSTRACT Carbon nanotubes (CNTs) have attracted significant attention 
for numerous research fields due to their exceptional electrical properties. The 
prospect of creating sophisticated CNT devices offers enormous potential for 
electronic circuits and systems. A critical step in the development of practi-
cal electronics is the creation of complementary logic circuits. Such circuits 
require both p-channel and n-channel semiconductors. However, the CNT 
field-effect transistors (FETs) usually exhibit p-channel characteristics under 
ambient conditions with holes as the majority carriers. Previous approaches 
such as potassium doping and high-temperature annealing to convert p-channel 
CNT FETs into n-channel devices rely on expensive systems and are time-
consuming. In this chapter, we report the fabrication of low-cost p-channel and 
n-channel thin-film transistors (TFTs) using single-walled CNT (SWCNT) thin 
films. The p-type TFTs are fabricated with two solution-based approaches: one 
device uses aligned SWCNTs prepared by dielectrophoresis, whereas the other 
contains random-network SWCNTs prepared by layer-by-layer self- assembly. 
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A  comparative analysis of these two TFTs is conducted. Their electrical 
 characteristics are analyzed and compared with a focus on the on/off ratios. 
After the verification of the p-type characteristics, the devices are converted to 
n-type with surface coating of an electron-donating polymer polyethylenimine 
(PEI). The p-type and n-type TFTs are combined to form a logic gate device: a 
voltage inverter. The results demonstrate low-cost, solution-based methods for 
fabricating SWCNT-based electronic devices. We believe that the combination 
of the simple fabrication methods, easy conversion of the transistors, and satis-
factory logic gate switching performance can influence fundamental research 
in nanomaterials and practical applications of nanoelectronics.

8.1 INTRODUCTION

Carbon nanotubes (CNTs), as one of the most studied novel materials, have gained 
significant attention due to their potential as an alternative nanomaterial to be  utilized 
in micro/nanoscale electronics. Their physical and electrical properties make them 
an excellent candidate for devices of this scale. At room temperature, the intrinsic 
mobility of an individual semiconducting single-walled CNT (SWCNT) can exceed 
1,000,000 cm2/Vs [1], which is greater than any other known semiconductors. Field-
effect transistors (FETs) based on SWCNTs have demonstrated high carrier mobil-
ity of 3000  cm2/Vs [2]. Therefore, the semiconducting SWCNT-based FETs are 
considered to be a promising candidate as the building block for future nanoscale 
 electronics. One unique feature of CNTs is that they can behave as a semiconductor 
or metallic material depending on their physical properties. As a result, they have the 
potential to be used as the active material for transistors or as interconnects between 
electronic components. A wide variety of devices, including transistors, integrated 
circuits (ICs), optoelectronics, and high-frequency electronics, have been success-
fully developed using CNTs [3,4].

Continuous improvement of the quality and performance of CNT electronics has 
resulted in a number of novel manipulation methods. In particular, dielectrophoresis, 
a simple electrical approach using alternating current (AC) signals, has emerged as 
an effective approach for the precise deposition of aligned CNTs. There has been 
extensive research on the mechanisms of dielectrophoresis using both experimental 
and numerical approaches [5–7]. Previous research has indicated that dielectropho-
resis has a selection effect on semiconductor CNTS (sCNTs) and metallic CNTs 
(mCNTs), as they react to an electric field differently [8,9]. Such a phenomenon 
can be critical for the development of CNT devices, especially of transistors where 
 electrical  switching performance is the primary concern. These previous studies 
have focused on the dielectrophoresis process through numerical analysis and mod-
eling approaches. The experimental investigation of the selection effect on practical 
 electronic devices has been underexplored, which has limited our understanding of 
the process and the potential of CNTs in practical applications.

With the semiconducting SWCNTs as the active channel material in FETs, the 
next critical step in assessing the suitability of the resulting devices for nanoelectron-
ics involves the integration of individual SWCNT FETs to form logic gates, which 

© 2016 by Taylor & Francis Group, LLC

  



197Solution-Based Fabrication of Carbon Nanotube Thin-Film Logic Gate

are the basis of today’s digital computer technology. Most logic gates require both 
p-type and n-type FETs. However, the SWCNT FETs usually exhibit p-type char-
acteristics under ambient conditions with holes as the majority carriers. Numerous 
research efforts have been devoted in the past decade to develop novel and low-cost 
ICs using CNT FETs and thin-film transistors (TFTs). Complementary logic devices 
have been fabricated using potassium doping or vacuum annealing methods to cre-
ate n-type CNT FETs [10–12]. With the use of commercially available high-purity 
semiconducting nanotube solutions, high-mobility and high-on/off-ratio CNT TFTs 
were fabricated [13]. Mechanically flexible logic gates such as NOT, NAND, and 
NOR devices were also demonstrated using CNT TFTs [14]. Combining these basic 
logic blocks, more sophisticated ICs can be readily constructed by cascading mul-
tiple stages of logic gates [15,16]. For example, a 4-to-16 decoder consisting of 88 
CNT TFTs was demonstrated [4]. This also represented the first medium-scale ICs 
using CNTs. However, the p-to-n conversion effects introduced by potassium dop-
ing or annealing usually vanish upon air exposure. Consequently, the n-type transis-
tors can only be operated in vacuum (but not in standard temperature and pressure), 
which is undesirable for practical applications. In addition, the fabrication processes 
including the special treatment of these CNT-based FETs are usually expensive and 
time consuming. Reduction in cost and the complexity of production are therefore 
needed.

In this chapter, we report the experimental evaluation of two solution-based 
approaches for the development of CNT transistors and logic gates. These two 
approaches result in two different configurations of CNTs: one transistor uses dielec-
trophoresis-aligned CNTs, whereas the other contains random-network CNTs using 
layer-by-layer self-assembly. The CNT random-network assembly has no selec-
tion toward mCNTs or sCNTs, resulting in a perfect mixture from the pristine CNT 
samples. Electrical characteristics of the two transistors are obtained and analyzed 
comparatively. The comparison of the on/off ratios (Ion/Ioff) of the two transistors 
demonstrates that mCNTs are more responsive to the dielectrophoretic forces during 
the deposition process. The device fabricated with layer-by-layer self-assembly has 
a high on/off ratio and is therefore more suitable for electronic switching applica-
tions. We further our experiments by combining two transistors to form a logic gate 
inverter. Both transistors contain random-network SWCNTs with controlled pat-
terns. After the verification of the p-type characteristics, one of the two transistors 
is converted to n-type with a polyethylenimine (PEI) surface coating. The resulting 
device, performing as a logic voltage inverter (or NOT gate), is air stable outside a 
vacuum or an inert environment. Electrical characteristics of the logic gate inverter 
are obtained and analyzed. Because the functional logic inverter consists of transis-
tors fabricated with low-cost and easy-to-control methods, it has great potential to be 
used as an alternative to conventional silicon technology.

8.2 MATERIALS

The 90% pure semiconducting SWCNT (IsoNanotubes-S) solution used in this project 
was purchased from NanoIntegris Inc., Skokie, Illinois. It has a CNT concentration 
of 0.01 mg/ml and a high content (90%) of sCNTs. The sCNTs are 1.2–1.7 nm in 
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diameter and 0.1–4 µm in length. To maintain the original properties of the sCNTs, no 
chemical or physical modifications were introduced to the solution. The polyelectrolytes 
used in self-assembly, including poly(dimethyldiallylammonium chloride)  (PDDA) 
(molec ular weight 200,000–350,000, polycation) and poly(sodium 4-styrenesulfo-
nate) (PSS, molecular weight 70,000, polyanion) were obtained from Sigma-Aldrich 
Co, St. Louis, Missouri. The PDDA and PSS were diluted in deionized (DI) water 
with final concentrations of 15 and 3 mg/ml, respectively. The pH values of PDDA 
and PSS were measured as 7.5 and 6.5, respectively. In order to increase the ionic 
strength and enhance the adsorption of the polyions, 0.5 M NaCl was added to both 
polyelectrolyte solutions [17]. PEI (average molecular weight 25,000) was purchased 
from Sigma-Aldrich Co., then diluted in methanol to produce a 20 weight percent 
(wt.%) solution. Low-resistivity silicon wafers (resistivity 0.001–0.005 Ω cm) were 
purchased from Silicon Inc, Boise, Idaho. The silicon wafers were covered with 
100 nm-thick thermal SiO2 layers on their surfaces. They are sputtered with 100 nm 
of Cr (adhesion metal) and 200 nm of Au (electrode metal) for electrodes.

8.3 DEPOSITION OF CNTs

Individual CNT-based devices have been investigated extensively [18,19]. However, 
the difficulty of manipulating individual nanotubes reduces the device throughput 
due to the small dimensions of the CNTs. The process of fabricating individual 
CNT-based devices is time consuming and difficult to control. CNT thin films, in the 
form of either aligned arrays or random networks, to the contrary can avoid these 
problems. The process of producing CNT thin films is faster and simpler, and has 
higher yield. CNT thin films have been readily integrated into many novel devices 
[20,21].

Alignment of the CNTs is of particular importance in their applications. Well-
oriented CNTs can increase the overall quality of the resulting films, such as the 
thermal and electrical conductivity, and the mechanical strength. Researchers 
have been investigating various methods to align CNTs in a predefined order. The 
most common method to align CNTs is to use different catalysts on substrates 
during the synthesis process through which CNTs can be aligned either horizon-
tally or vertically [22,23]. It is a delicate process where catalysts and accurate 
control on temperature and gas flow are required. Another method is to implement 
fluidic microchannels in the aligning step [24–27]. Surface-patterning techniques 
and fluids make it possible to obtain highly oriented CNT arrays with controlled 
pitches.

Dielectrophoresis has emerged as an effective approach for the precise deposition 
of aligned CNTs. It is a simple process conducted at room temperature under low 
voltages. A number of parameters such as solution concentration, frequency, deposi-
tion period, and AC current amplitude can greatly influence the deposition of CNTs. 
The process of dielectrophoresis commonly described as the motion of polarized 
particles in an aqueous environment due to an external, nonuniform electric field. 
The dielectrophoretic force exerted on a CNT is proportional to the real number part 
of Clausius–Mossotti factor fcm, which can be simplified as follows:
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 f n m

m
cm = −ε ε

ε

* *

*  (8.1)

where:
ε*  =  ε  −  jσ/ω is the complex permittivity that contains the information of 

 permittivity ε, conductivity σ, and angular velocity of the external electric 
field ω

The subscripts n and m represent the CNT and the medium, respectively

More detailed discussion on the process can be found in our previous publications 
[28,29].

Previous analytical studies show that at low frequencies, the force is determined 
by the conductivity σ, whereas at high frequencies, the force is determined by 
the permittivity ε [28]. Conductivity values are estimated as 108 and 105 S/m for 
mCNTs and sCNTs, respectively, and permittivity values are estimated as 2.5ε0 
(sCNTs) and 2000ε0 (mCNTs). In practical operation frequency ranges of dielec-
trophoresis, the mCNTs are expected to experience stronger dielectrophoretic 
forces and are more responsive in the deposition process, resulting in a selection 
effect for separating the mCNTs from the sCNTs. This has been proven by model-
ing efforts from various groups. For example, Dimaki and Bøggild demonstrated 
that the force on an mCNT was more than 100 times stronger than that on an 
sCNT under a frequency between 1 Hz and 1 GHz. Peng et al. further explored the 
forces in the high-frequency range, showing that mCNTs experienced much stron-
ger forces (>1000 times) than sCNTs in a frequency range of 500 MHz–1 GHz [9]. 
In addition, there is a significant difference between the mCNTs and the sCNTs 
in terms of their polarizability, as explained in previous reports [30,31]. When the 
mCNTs are placed in an alternating electric field, they are aligned parallel to the 
induced field. This occurs because the mCNTs have a band gap at or near zero, 
allowing their polarizability to be along the tube axis. Different from the mCNTs, 
the sCNTs have a nonzero band gap, leading to their semiconducting properties. 
The band gap creates transverse polarizability, which is comparable to the polar-
izability along the tube axis. This variation causes the sCNTs to be aligned in a 
pseudorandom configuration [31].

Various deposition methods have also been used to develop random-network 
CNT transistors. Such devices can be fabricated using commercially available 
CNT products, simplifying the fabrication process and lowering the cost for mate-
rial preparation. The deposited films contain both mCNTs and sCNTs with their 
predetermined ratios. However, one major disadvantage of this approach is that the 
nanotube–nanotube cross-junctions in the films introduce additional energy barri-
ers, which can reduce the effective electric current in the devices [32,33]. Research 
suggests that using shorter CNTs as well as electrical breakdown can improve the 
performance of random-network CNT transistors [34,35]. In this project, we use 
the layer-by-layer self-assembly process, which is a solution-based and easy-to-
control procedure, to deposit CNTs. This assembly process is based on electro-
static attraction of materials with opposite charges. A blanket of random-network 
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CNTs can be assembled to cover the entire surface. The assembly process can be 
combined with lithography and liftoff of sacrificial materials to create complex 
structures.

8.4 CNT THIN-FILM TRANSISTORS

8.4.1 TransisTor Design anD FabricaTion

Figure 8.1 illustrates the structures of the CNT TFTs. The call-out box highlights the 
structural comparison between aligned and random-network CNT films. The device 
has a back-gate transistor configuration on a low-resistivity silicon substrate, which 
also acts as the gate terminal to simplify the fabrication and testing procedures. 
Contact lithography and wet etching techniques are used to fabricate the Cr/Au elec-
trodes on a low-resistivity Si/SiO2 wafer. The patterned Cr/Au electrodes are used as 
the source and drain terminals for the transistor, whereas the substrate is used as the 
back-gate terminal. The detailed information of the electrode design and fabrication 
procedures can be found in our previous publications [36–38].

Two solution-based methods are used to deposit CNT films. The first method is 
to use dielectrophoresis to align CNTs on the wafer. In this process, the 90% sCNT 
solution is placed between the source and drain electrodes. The CNTs are aligned 
across the electrodes by applying an AC voltage source (frequency of 5 MHz and 
peak-to-peak voltage of 10 V) using a function generator. After 60 s, the AC signal is 
turned off and a miniaturized vacuum pump is used to remove the CNT solution from 
the device, leaving only the CNTs in contact with the substrate on the electrodes.

The second method used to fabricate CNT transistors is based on electrostatic 
self-assembly of CNTs and a liftoff process to remove sacrificial materials [39]. 
During this process, a random network of CNTs is generated with no selection of 
mCNTs or sCNTs. After electrode fabrication, a sacrificial layer of photoresist is pat-
terned using spin coating, contact lithography, and development. The wafer is treated 

CNTs CNTs

Low-resistivity silicon (back gate)

SiO2
Source Drain

CNT thin film

FIGURE 8.1 Structure of the CNT TFT. Call-out box shows the top views of aligned CNTs 
based on dielectrophoresis and a random network of CNTs based on self-assembly.
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with polyelectrolytes, PDDA (positive charge) and PSS (negative charge), to obtain 
desired charges on its surface. The 90% sCNT solution is placed on the device for 
30 min to form a random-network CNT film. A liftoff step in ultrasonic is used to 
remove the photoresist sacrificial layer, along with the other films on top. The surface 
charging properties of CNTs (negative charge) and PDDA (positive charge) have 
been determined with a zeta potential instrument. The positive PDDA molecules are 
used as electrostatic glues for uniform deposition of the negatively charged SWCNTs 
on the substrate.

A sample die containing an array of eight CNT transistors is shown in Figure 8.2 
(top). Structural characterization of the devices is carried out using scanning elec-
tron microscopy (SEM). SEM images of aligned CNTs and random-network CNTs 
between the source and drain electrodes are shown in Figure  8.2 (bottom). As 
depicted, the CNTs are successfully positioned between the electrode teeth patterns, 
in a 3 µm gap. Based on the measurement of five arbitrarily selected devices which 
have the same channel length and width, we estimate the numbers of CNTs between 
the two electrodes under the SEM. The results show that the densities of CNTs from 
dielectrophoresis and self-assembly are on the same order of magnitude (on the order 
of 100), suggesting that these two films are comparable for this study.

FIGURE 8.2 An optical image of a fabricated device on a one-dime coin (top) and SEM 
images of aligned SWCNTs (bottom left) and random-network SWCNTs on top of a PDDA/
PSS bilayer (bottom right) between the source and drain electrodes.
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8.4.2 comparaTive analysis

The electrical characteristics of both transistors are obtained using a semiconduc-
tor device analyzer. The testing conditions for both transistors are as follows: the 
drain voltage is swept from 0 to −5 V in −100 mV increments, with the gate voltage 
sweeping from 0 to −5 V in −1 V increments. The current–voltage (I–V) character-
istics of a dielectrophoresis-aligned CNT transistor are shown in Figure 8.3a. The 
transistor demonstrates p-type characteristics with an explicit field effect. However, 
the on/off ratio, defined as the high current (Ion) over the low current (Ioff) at a drain 
voltage of −5 V, is low (~1.20). Figure 8.3b illustrates the I–V characteristics of a 
transistor using the random-network CNTs. The curves show a greater field effect 
(larger separation between adjacent curves) compared with the results of the aligned 
CNT transistor. The on/off ratio obtained at a drain voltage of −5  V is found to 
be ~16.62.

0 −1 −2 −3 −4 −5

0

−20

−40

−60

−80

−100

I d
ra

in
 (μ

A
)

Vdrain (V)

Vg = 0 V
−1 V
−2 V
−3 V
−4 V
−5 V

Vg = 0 V
−1 V
−2 V
−3 V
−4 V
−5 V

(a)

0 −1 −2 −3 −4 −5

0

−20

−40

−60

−80

−100

I d
ra

in
 (μ

A
)

Vdrain (V)(b)

FIGURE 8.3 Current–voltage characteristic of transistors using (a) aligned CNTs and 
(b) random-network CNTs.
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This difference in on/off ratios is not a unique case as it has been frequently 
observed in our characterization of CNT transistors. The statistical comparison 
between the two groups of transistors is illustrated in Figure  8.4a. Group 1 repre-
sents transistors using aligned CNTs, whereas group 2 contains devices using random- 
network CNTs. Each group contains five arbitrarily selected transistors. For the aligned 
CNT transistors, the average on/off ratio and the standard deviation are obtained as 
1.60 and 0.49, respectively. For the random-network CNT transistors, the  average 
on/off ratio and the standard deviation are 19.56 and 2.90, respectively. The apparent 
difference in on/off ratios indicates that the dielectrophoresis process attracts more 
mCNTs than the electrostatic self-assembly method.

The transfer characteristics of the CNT transistors are also investigated to pro-
vide an in-depth understanding of their electrical properties. Figure 8.4b shows the 
Idrain versus Vgate (drain current vs. gate voltage) characteristics of a CNT transistor 
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FIGURE 8.4 Comparison of (a) on/off ratios of the two groups of transistors and (b) the 
Idrain − Vgate characteristics of two transistors.
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fabricated using the dielectrophoresis process as well as a CNT transistor fabricated 
using the self-assembly process. The drain voltages are fixed at −4.1  V for both 
devices. The number of majority charge carriers, holes, is directly proportional to 
the current flowing between the source and drain electrodes. The slopes of the two 
transistors from the dielectrophoresis and the self-assembly processes are estimated as 
−0.9375 and −4.0625, respectively. This indicates that random-network CNT transis-
tors demonstrate a better switching performance than aligned CNT transistors. These 
results are consistent with the estimation of the Clausius–Mossotti factor fcm expressed 
in Equation 8.1 and the polarizability difference between the mCNTs and the sCNTs.

Therefore, when fabricating transistors with the dielectrophoresis method, a 
higher concentration of mCNTs is aligned between the source and drain electrodes. 
The electrical properties, especially the on/off ratio, are shifted toward the metallic 
region. This effect limits the applications of these transistors, especially when they 
are used as electrical switches. Further research will entail reducing the concentra-
tion of mCNTs. One method to accomplish this is to use a higher concentration 
sCNT solution, which contains a lesser percentage of mCNTs. There are commer-
cially available 99% sCNT solutions that could potentially increase the on/off ratio 
of transistors. Burning off mCNTs through electrical breakdown can also be used to 
reduce the concentration of mCNTs [40]. In order to selectively break the mCNTs, a 
positive Vdrain is applied to maintain the sCNTs in the off state. Although this method 
is effective, it can lead to a large reduction in current drive.

8.5 CNT-BASED VOLTAGE INVERTER

8.5.1 inverTer Design anD FabricaTion

Functional CNT transistors can be used for logic circuits. Figure 8.5 shows the over-
all fabrication process of a single voltage inverter. Contact lithography and wet etch-
ing techniques are used to fabricate the device structure on a low-resistivity 4 inch 
Si/SiO2 wafer, as shown in Figure 8.5a. The Si/SiO2 wafer is sputtered with 100 nm 
of Cr (adhesion metal) and 200 nm of Au (electrode metal). The wafer is cleaned 
with acetone and isopropyl alcohol followed by thorough rinsing with DI water. An 
adhesion promoter (MCC primer 80/20) and a positive photoresist (Shipley S1805) 
are applied on the surface of the wafer using a spin coater (300 rpm for 10 s followed 
by 4000 rpm for 30 s). UV exposure is carried out in a hard contact aligner with 
an exposure time of 20 s. The exposed photoresist, Cr, and Au are removed using a 
diluted 351 developer (volume ratio of 20% in water) for 45 s, a Cr etchant for 90 s, 
and a Au etchant for 9 s. The unexposed photoresist is removed using a 1:1 mixture 
of H2SO4 and H2O2 at 110°C for 10 min. The patterned Cr/Au electrodes are used as 
the source and drain terminals for the transistor. Another layer of photoresist is spin 
coated on the wafer surface. A second photomask is used in the UV exposure step 
to open up two areas where the SWCNTs can be deposited onto the wafer. The layer-by-
layer self-assembly process method is used to deposit the semiconducting SWCNTs 
solution as the channel material for transistors at room temperature [41].

Next, the photoresist sacrificial structures are removed with acetone in an  ultrasonic 
bath using a liftoff process. As a result, two individual transistors are fabricated, as 
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shown in Figure 8.5b. Both transistors are expected to exhibit p-type characteristics 
because they are exposed in air after fabrication [42]. The 4 inch Si/SiO2 wafer is cut 
into 1 cm × 1 cm dies with a dicing saw. Each die contains four logic gate inverters with 
two transistors for each inverter. The p-type characteristics of each transistor are tested 
to confirm that they are functional and can be used to form logic gate devices. A preci-
sion syringe is used to place a small drop of 20 wt.% PEI solution on the transistor, 
which is connected to voltage source supply (Vss) during the testing process, as illus-
trated in Figure 8.5c. The PEI coating is left on the device overnight, followed by thor-
ough rinsing with methanol. This rinsing step removes PEI molecules that are loosely 
adsorbed on the sample surface, leaving a thin layer of PEI on the logic gate inverter.

An optical image of a fabricated device after the first lithography step is shown in 
Figure 8.6a. Four logic gate inverters are contained on a single die. Their dimensions 
are relatively large for reliable PEI coating without cross-contamination between the 
transistors. Future miniaturization can be easily achieved using sacrificial structures 
in a liftoff process. A SEM image of a logic gate inverter after the second lithography 
step is shown in Figure 8.6b. The channel areas between the source and drain elec-
trodes are open for the SWCNT deposition. Figure 8.6c shows an optical image of the 
PEI coating on one of the two transistors of an inverter. A SEM image of the random-
network SWCNTs between the source and drain electrodes is shown in Figure 8.6d.

The fabricated logic gate inverter is tested on a probe station. Two metal probes 
are used to supply the positive (Vdd) and negative (Vss) reference voltages; a small 
piece of copper tape is attached to the backside of the substrate as the input terminal 
(Vin). The circuit diagram of the logic gate inverter is shown in Figure 8.7a. This logic 
gate contains a p-type FET and an n-type FET; it can be turned on and off based on 
the applied conditions. Figure 8.7b shows the device design using SWCNT FETs. 
When a negative input voltage (digital “0”) is applied to Vin, the p-FET is turned 
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FIGURE 8.5 Fabrication process of a logic gate inverter. (a) Fabrication flow using lithogra-
phy and self-assembly. (b) Device structure after fabrication. The device contains two p-type 
FETs. (c) Device structure after PEI coating.
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(d)(c)

(b)(a)

FIGURE 8.6 (a) Optical image of a fabricated device on a one-cent coin (penny). 
(b) SEM image of a single inverter after the second UV exposure and liftoff steps. (c) Optical 
image of the device with PEI coating on one transistor. (d) SEM image of  random-network 
SWCNTs on top of a PDDA + PSS bilayer between the source and drain electrodes.
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FIGURE 8.7 (a) Circuit diagram and (b) the device schematic of a voltage inverter (NOT 
gate) using two SWCNT FETs.
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on and the n-FET is turned off. As a result, the output terminal Vout is connected to 
the positive reference voltage Vdd, providing a positive output voltage (digital “1”). 
Similarly, a positive input (digital “1”) at Vin turns the p-FET off and the n-FET on, 
resulting in a negative output (digital “0”) at Vout.

8.5.2 characTerizaTion

The SWCNT FETs usually exhibit p-type characteristics under ambient conditions. 
The p-type behavior is due to the adsorbed oxygen (O2) from the ambient as each O2 
molecule withdraws 1/10 of an electron from the SWCNTs [42], leaving holes as the 
majority carriers.

The two transistors in a logic gate inverter are tested after the deposition of the 
SWCNT films to ensure that both of them can function as p-type FETs. Their elec-
trical characteristics are obtained using a semiconductor device analyzer using the 
following measurement conditions: The drain voltage is swept from 0 to −5 V in 
−100 mV increments, the gate voltage is swept from 0 to −5 V in −1 V increments, 
the positive reference voltage Vdd is fixed at 10 V, and the negative reference voltage 
is Vss is fixed at −10 V. The output characteristics (drain current Idrain vs. drain voltage 
Vdrain) of a self-assembled SWCNT transistor are shown in Figure 8.8a. The transistor 
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FIGURE 8.8 Output characteristics of (a) a p-type FET and (b) an n-type FET based on 
 self-assembled random-network SWCNT thin films. (c) Transfer characteristics of an SWCNT 
transistor before and after the p-to-n conversion using the PEI coating.
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demonstrates p-type characteristics with an explicit field effect. The on/off current 
ratio at a drain voltage of −5 V is found to be ~13.89.

After the fabrication of the devices and the verification of p-type characteristics 
of both transistors on a single inverter device, PEI surface coating is introduced to 
convert the p-type transistor (connected to Vss) to an n-type transistor. PEI contains 
amine groups which have high electron-donating ability, causing hole depletion in 
p-type SWCNTs [43,44]. In addition, a thin layer of PEI on the device prevents the 
SWCNTs from being exposed to air to overcome the adverse effect of p-doping by O2 
adsorption. With the PEI coating step, a p-type FET can be easily converted to an 
air-stable n-type device. Due to the high electron-donating ability of the PEI mol-
ecules, the SWCNTs now have electrons as the majority charge carriers. The output 
characteristics of an n-type FET using self-assembled SWCNTs and PEI coating are 
shown in Figure 8.8b. Both the drain voltage and the gate voltage are in the range 
of 0–5 V. The on/off ratio is obtained as ~10.14. More information about the electri-
cal characteristics of both the p-type and n-type SWCNT FETs can be found in our 
previous publications [37,38].

The two plots in Figure 8.8c show the transfer characteristics (drain current Idrain 
vs. gate voltage Vgate) of the same transistor before and after the p-to-n conversion 
with the PEI coating. The drain voltages are fixed at −4.1 V for the initial p-type 
device and 4.1 V for the resulting n-type device after the PEI coating. From the  figure, 
we can roughly estimate the threshold voltages as Vtp = 1.5 V for the p-type FET and 
Vtn = −4.5 V for the n-type. For both cases, when the gate voltage is increased, the 
number of the majority charge carriers, holes for the p-type and electrons for the 
n-type, in the channel increases. This, in turn, increases the current flowing between 
the source and drain electrodes. The polarity difference between the two plots clearly 
demonstrates the conversion of the transistor from p-type to n-type with PEI coating.

After verifying the functions of the p-type FET (connected to Vdd) and the con-
verted n-type FET (connected to Vss), we perform the electrical characterization to 
obtain the behavior of the logic gate inverter. In this logic device, the input voltage 
is applied simultaneously to the back gates of the two complementary SWCNT 
FETs. The device is tested by connecting the p-type FET with Vdd for a positive 
bias and connecting the n-type FET with Vss for a negative bias. This configura-
tion allows the output bias of the inverter to be controlled by changing the input 
voltage of the two transistors. The static transfer characteristics of the logic gate 
inverter are shown in Figure 8.9. By sweeping the input voltage from −25 to 25 V 
while maintaining the reference voltages constant at 10 and −10 V, respectively, 
the switching of the output signal between two logic states is observed. A positive 
input voltage turns the n-type FET on and the p-type FET off, resulting in the 
transmission of the negative polarization voltage to the output. Alternatively, a 
negative input turns the p-type FET on and the n-type FET off, inducing a positive 
output.

Based on our experimental conditions, the logic gate inverter shows a clear 
and satisfactory switching performance outside the low-power range. However, 
in the lower voltage range between −4 and 4 V, the inverter device is insensitive to 
the input voltage. We believe that such a phenomenon is caused by un-optimized 
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threshold voltages of the two transistors. The threshold voltages play critical roles 
in device operation and the optimized values can significantly improve the device 
performance. A number of approaches that have been demonstrated for other types 
of TFTs can also be used in our SWCNT FETs. The variation of threshold volt-
age as a function of the gate oxide thickness and the effect on TFTs were previ-
ously reported [45]. Motivated by this phenomenon, the thickness of SiO2 in our 
devices can be modified for improved device performance. The influence of the 
channel layer thickness on the electrical performance of TFTs was investigated 
by several groups [46,47]. This approach can be easily adopted into our design by 
controlling the thickness of the SWCNT thin films to fine-tune the device opera-
tion. Furthermore, by introducing a reactive interfacial layer between the SiO2 layer 
and the SWCNT film in TFTs, the threshold voltage can also be tuned for optimiz-
ing the device performance [48]. To take advantage of the entire voltage range, 
especially in the low-voltage range, these approaches will be explored and used in 
our future experiments to advance our understanding in SWCNT-based logic gate 
devices and circuits.

8.5.3 long-Term sTabiliTy

After the successful fabrication and characterization of the logic gate inverter, 
another important characteristic we have investigated is the long-time stability of 
functional devices. The fabricated devices are placed in a glass container in a drawer 
under normal laboratory conditions. The electrical characteristics of the functional 
logic gate inverter are tested 7, 14, 30, and 60 days after they were initially fabri-
cated. As demonstrated in Figure 8.10, an arbitrarily selected inverter shows rela-
tively stable on/off ratios with insignificant changes for its p-type FET and n-type 
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FET during a 60-day period. Although noise starts to appear on the resulting I–V 
curves 30 days after the device is fabricated, the inverter and its two transistors con-
tinue to function and their performance remains reasonably consistent. This demon-
strates that the fabrication methods used in this research provides a reliable approach 
to produce air-stable logic gate devices that can remain stable for at least 2 months. 
Further experimentation is needed to explore the long-time stability of the fabricated 
devices and potential methods to maintain their long-time performance.

8.6 CONCLUSION

We have investigated the thin-film deposition of SWCNTs using two solution-
based deposition methods: dielectrophoresis and layer-by-layer self-assembly. The 
electrical characteristics of SWCNT TFTs from both methods are analyzed and 
compared with a focus on the on/off ratios. The characterization results show that 
the aligned SWCNT FET has a lower on/off ratio, indicating a selection effect to 
separate mCNTs from sCNTs in dielectrophoresis under our experimental condi-
tion. The as-fabricated SWCNT TFTs exhibit p-type characteristics. The n-doping 
of SWCNTs using a polymer with high electron-donating ability results in air-stable 
n-type SWCNT TFTs. By integrating p-type and n-type SWCNT TFTs into one 
design, we are able to demonstrate a functional logic gate inverter with satisfactory 
output characteristics. The long-term stability testing shows that the device remains 
functional for at least 2 months. The results obtained from our experiments provide 
crucial information on how SWCNTs can be used in future research and practical 
devices. We believe that the results can lead to the development of more sophisti-
cated logic circuits in the near future.
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ABSTRACT Graphene research is a fast growing field of opportunities 
 covering a  transversal research landscape from basic science to technology. 
Here, we focus on the possibility of tuning the electronic and transport proper-
ties of graphene through illumination with a laser field. Our driving questions are, 
Is it possible to induce band gaps in graphene through laser illumination? Can 
those gaps be observed? In this chapter, we extend previous works on this sub-
ject while giving a broader and updated introduction to this fascinating field.

9.1 INTRODUCTION

Graphene-based devices offer a wealth of fascinating opportunities for the study of 
truly two-dimensional physics [1]. The last years have seen an unprecedented pace 
of development regarding the study of its electronic, mechanical, and optical proper-
ties, among many others. More recently, the interplay between these properties has 
been at the forefront of graphene research [2–5] opening up many promising paths 
for technology. In this chapter, we give a brief overview to the interplay between 
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optical and electronic properties in graphene and we address the issue of tunability 
of the electronic structure using a laser field.

In graphene-based p–n junctions, Syzranov and collaborators [6,7] predicted in 
2008 the emergence of depletion regions in the density of states (DoS) as a result 
of the interaction with a linearly polarized laser of frequency Ω. These regions, 
located at energies ±Ω/2 above/below the charge neutrality point, are formed by 
the opening of dynamical gaps in each transversal mode. However, after summing 
up all band contributions, instead of a gap, one gets a single point of vanishing DoS. 
Strikingly, this resembles the usual Dirac point at zero energy. Throughout the chap-
ter, we will refer to these regions as dynamical gaps.

Later on, Oka and Aoki [8] predicted that the depletion regions at ±Ω/2 turn into 
a gap when changing the polarization from linear to circular; this was  confirmed in 
Reference [9]. Furthermore, they showed that an additional gap opens up the Dirac 
point due to a higher order process. Similar results were also presented for bilayer 
graphene [10,11]. In relatively small graphene ribbons, additional laser-induced 
gaps at other energies not commensurate with half the photon energy emerged as a 
consequence of the finite size of the sample [12]. These gaps showed to vanish in 
the bulk limit [13].

In what follows, we will show that these strong renormalizations of the electronic 
structure of graphene can be rationalized in a transparent way using Floquet theory, 
which allows to explore electronic and transport properties of materials in the pres-
ence of oscillating electromagnetic fields. The origin of the laser-induced band gaps 
will be shown to be related to an inelastic Bragg’s scattering mechanism occurring in 
a higher dimensional Hilbert space, the Floquet space. In Reference [14], we followed 
this line of analysis trying to answer questions such as the following: What is the role 
of the laser polarization on these dynamical gaps, and which experimental setup would 
be needed to observe them? Our results showed that the polarization could be used to 
strongly modulate the associated electrical response. Furthermore, the first atomistic 
simulations of the electrical response (dc conductance) of a large graphene ribbon 
(of about 1 µm lateral size) were presented. Our results hinted that a transport experi-
ment carried out while illuminating with a laser in the mid-infrared could unveil these 
unconventional phenomena. There are also additional ingredients which add even 
more interest to this proposal: The current interest in finding novel ways to open band 
gaps in graphene and the promising prospects for optoelectronics applications.

Other recent studies have also contributed to different aspects of this field includ-
ing the following: The analogy between the electronic spectra of graphene in laser 
fields and those of static graphene superlattices [15]; the possible engineering of 
the Dirac points [16], similarly to those obtained through a superimposed lattice 
potential [17]; a study of the effects of radiation on graphene ribbons showing that 
for long ribbons there is a ballistic regime where edge transport dominates [18]; a 
proposal to unveil the dynamical gaps using photon echo experiments [19]; and the 
effects of radiation on tunneling [20], or tunneling times [21]. The influence of men-
tioned laser-induced band gaps on the polarizability has also been recently discussed 
in Reference [22]. Laser-induced pumping was studied in Reference [23]. On the 
experimental side, there is a surge of activity on graphene optoelectronics [2,24,25] 
and we expect further experiments along this line.
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Another captivating possibility is the generation, through a circularly polarized 
laser [8,26], of Floquet topological insulators [27–29], whose states are much alike 
those of a topological insulator. The advantage of such a way of generating a topo-
logically protected phase is clear: although topological insulators are usually exotic 
materials, a laser could bring similar states to widely available materials such as gra-
phene and, more importantly, it could allow for the tuning of their properties (bulk 
gap, velocity of the propagating edge states, etc.) [11,16,18,28,30]. Reference [30] 
presents a proposal for achieving this in graphene and offers an analytical solution for 
the resulting Floquet chiral edge states. Other studies focus on the classification of the 
associated topological invariants for this nonequilibrium phase [31,32] and the bulk-
boundary correspondence [33]. The experimental realization of these phenomena is 
also a very active area of research in photonic crystals [34], where scattering-free edge 
transport was demonstrated in a graphene-like optical lattice. Finally, the ac genera-
tion of Majorana modes is also a topic of current interest [35–37]. We expect that these 
will become fruitful research lines in the field of ac transport. Recently, laser-induced 
band gaps have been experimentally revealed at the surface of a topological insulator 
using angle-resolved photoemission spectroscopy [38]. The laser-assisted control of a 
topological insulator is a hot topic [39,40]. The physics is quite similar to the one that 
is reviewed here and therefore allows for cross-links between these areas.

In the following sections, we discuss the interplay of a laser field in both the 
electronic structure and transport properties of graphene. In Section 9.2, we intro-
duce the so-called k.p model to describe in detail the underlying mechanisms for 
the opening of energy gaps both in the vicinity of the low-energy Dirac point and at 
the energies ε = ±Ω/2, where new symmetries are superimposed by the laser field. 
We derive approximate formulas for the new dynamical gaps and contrast them with 
numerical data. In Section 9.3, we turn to a π-orbitals tight-binding (TB) model 
where the explicit structure of the lattice is taken into account. Under this scenario, 
we first incorporate the time-dependent field by using Floquet theory and then we 
calculate the local DoS for a linearly polarized laser. When studying the electronic 
properties of a graphene layer weakly interacting with a boron nitride substrate, 
new Dirac points are found to occur at higher energies related with the wavelength 
of the Moiré pattern induced by the graphene/boron nitride mismatch as reported 
in Reference [17]. In our case, laser illumination induces a superimposed spatial 
 pattern [15], which may lead to a similar phenomenon when the laser polarization is 
linear. Departure from linear polarization leads to a suppression of these new Dirac 
points and dynamical gaps develop. Furthermore, we analyze the transport proper-
ties of the model by calculating the dc conductance for laser wavelengths in the mid-
infrared domain and explore the laser-induced DoS dips for different choices of the 
parameters. Finally, in Section 9.4, we summarize the obtained results and discuss 
about their impact on possible applications.

9.2 DIRAC FERMIONS: k.p APPROACH

Because of the honeycomb lattice symmetry of graphene, the low-energy states that 
are relevant to electronic transport are located close to the two independent Dirac 
points (valleys) K and K′ alternately displayed at the edges of the first Brillouin zone. 
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In clean samples (i.e., without impurities or distortions) and for external ac fields that 
do not couple the valleys, we can treat these two degeneracy points separately.

For each valley, the electronic states can be accurately described within the 
low-energy approximation (also known as the k.p method) where the spectrum is 
assumed to depend linearly on the electronic momentum k. The electronic states are 
then computed by an envelope wave function Ψ Ψ Ψ= ( , )A B

T, where each component 
refers to the two interpenetrating sublattices A and B [41–43], respectively. This is 
usually called the sublattice pseudospin degree of freedom, owing to its analogy with 
the actual spin of the charge carriers. The energies ε and wave functions are thus 
solutions of the Dirac equation:

 HΨΨ ΨΨ= ε  (9.1)

where H is the Hamiltonian operator of the system. The time-periodic electromag-
netic field, with period T = 2π/Ω, is created by a monochromatic plane wave travel-
ing along the z-axis, perpendicular to the plane defined by the graphene sheet. The 
vector potential associated with the laser field is thus written as

 A A( ) Re[ ]t i t= −
0e

Ω  (9.2)

where A0 = A0 (1,eij) refers to the intensity A0 = E/Ω and ϕ to the polarization of the 
field.

In this choice of the parameters, ϕ = 0 yields a linearly polarized field A(t) = 
A0 cos Ωt(x + y), whereas j = p/2 results in a circularly polarized field A(t) = A0 

(cos Ωt x + sin Ωt y). Notice here that the k.p approach preserves circular sym-
metry around the degeneracy point and, in consequence, there is no preferential 
choice for the in-plane directions x and y. As we shall see in Section 9.3, this is 
not the case in the TB model for which an explicit orientation of the lattice has to 
be fixed. In the presence of the ac field, the graphene electronic states are encoded 
through the Hamiltonian:

 H p A( ) ( )t v e t= −[ ]Fσσ⋅  (9.3)

where:
vF ~ 106 m/s is the Fermi velocity in graphene
σσ = ( )σ σ x y,  is the vector of Pauli matrices describing the pseudospin degree of 

freedom

We operate in the nonadiabatic regime in which the electronic dwell time, namely, 
the traverse time along the laser’s spot, is larger than the period T of the laser, such 
that the electron experiences several oscillations of the field before leaving the illu-
minated region. In this situation, the Floquet theory represents a suitable approach 
to describe such electron-photon scattering processes. The Hamiltonian presented 
in Equation 9.3 is thus expanded into a composite basis between the usual Hilbert 
space and the space of time-periodic functions. This new basis defines the so-called 
Floquet pseudostates k,n

±
, where k is the electronic wave vector, characterized by 

its momentum, and n is the Floquet index associated with the n-mode of a Fourier 
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decomposition of the modulation. The subindex refers to the alignment of the 
 pseudospin with respect to the momentum. Considering the K-valley, a + (−) labeled 
state has its pseudospin oriented parallel (antiparallel) to the electronic momentum. 
In this representation of the Hamiltonian, the time dependence introduced by the 
external potential is thus replaced by a series of system’s replicas arising from the 
Fourier decomposition. In this Floquet space, one has to solve a time-independent 
Schrödinger equation with Floquet Hamiltonian H HF = − ∂i t . Recursive Green’s 
function techniques [43] can be exploited to obtain both the dc component of the 
conductance and the DoS from the Floquet Green’s functions [44].

The matrix elements of the resulting Floquet Hamiltonian are then computed as [45]

 H
T

t H t mi j
m n

i j
i m n t

mn ij

T

,
( , )

,
( )( )= +−∫1

0

d e Ω Ω δ δ  (9.4)

where:
d stands for the Kronecker symbol
i and j indicate the pseudospin orientation with respect to the momentum
m and n are Fourier indices related to the field’s modulation

Therefore, for a given vector k = k (cos a, sin a), the m-diagonal block matrix con-
tains both the electronic kinetic terms ±ħvF k and the m-component of the modula-
tion of the field mħΩ, that is,

 Hm m v
k m v

k m v
,

/
=

+
− +









 F

/Ω
Ω

F

F

0

0
 (9.5)

where we have transformed the standard basis (the one related to the nonequivalent 
sublattices) into a diagonal basis for the diagonal block. Due to the particular sinusoi-
dal time dependence of the field, only inelastic transitions involving the absorption or 
emission of a single photon are allowed, that is, Dm = ±1. Therefore, the off-diagonal 
block matrix connecting Floquet states with a different number of photons reads

 H ( , )m m+ =
−











1 1 2

2 1

γ γ
γ −γ

 (9.6)

This term is responsible for the photon-assisted tunneling processes. Here, the direct 
hopping term g1 = eA0vF/2 (cos a + e−ijsin a), with a = tan−1(ky/kx), sets the transi-
tion amplitude between Floquet states with same pseudospin character. On the con-
trary, the off-diagonal term g2 = ieA0vF/2 (e−ijcos a – sin a) introduces an inelastic 
backscattering process that enables pseudospin transitions through photon excita-
tion. This leads to the analog of an inelastic Bragg reflection as found, for example, 
in other context for inelastic scattering in carbon nanotubes [46,47].

In Figure 9.1a, we provide a sketch of the Floquet spectrum for a given orienta-
tion of the momentum. The complete spectrum involves an average over all possible 
orientations and it looks like a series of superimposed Dirac cones touching at ener-
gies mħΩ. The effect that the ac field induces on the electronic structure manifests 
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whenever states with different pseudospin cross. Due to the hopping elements g1 
and g2, a new family of gaps will open in the vicinity of the encircled crossings of 
Figure 9.1a. This defines a region where no states are available and the transport 
becomes drastically suppressed. As we will discuss in the next lines, the width of 
these gaps strongly depends on the intensity, frequency, and polarization of the field. 
For eA0vF < Ω, these effects are clear for energies close to a half-integer of ħΩ, 
where a dynamical gap [6] opens as j increases. However, as pointed out by Oka 
and Aoki [8], around the Dirac point another gap emerges and becomes pronounced 
in the circularly polarized case. As we will make clear later, the crucial difference 
between these two is the involved number of (photon-assisted) tunneling processes 
it takes to backscatter the conduction electrons. For the considered frequencies and 
intensities of the field, processes beyond the second order can be ignored.

In the mentioned studies [6,8], the authors have considered lasers in two ranges: 
the far infrared with ħΩ ~ 29 meV [6] and the visible range [8]. In the former, the gaps 
were predicted to be of about 6 meV for a photocurrent generated in a p–n junction, 
whereas in the latter, the photon energy of about 2 eV is much larger than the typical 
optical phonon energies 170 meV, and severe corrections to the transport properties 
due to dissipation of the excess energy via electron–(optical)phonon interactions can 
be expected. Moreover, as pointed out in [14], appreciable effects in this last case 
would require a power above 1 W/µm2, which could compromise the material stabil-
ity. To overcome both limitations, we quantitatively explore the interaction with a laser 
in the mid-infrared range l = 2–9 µm, where photon energies can be made smaller 
than the typical optical phonon energy while keeping a much lower laser power.

9.2.1 Dynamical Gaps UnveileD throUGh the k.p moDel

The leading order process in the interaction with the electromagnetic field occurs at 
energies e ~ ±ħΩ/2 above/below the charge neutrality point. Focusing on the region 
e ~ ħΩ/2, we can consider an effective two-level system in which the relevant states 

εk
ε+,0

ε−,1

ε−,0

ε+,−1+hΩ +hΩ

−hΩ

+hvF k

γ1

−γ2
−γ1

γ2

−hvF k

−hΩ

0
0k

(a) (b)

FIGURE 9.1 (a) Scheme of the quasi-energies as a function of the electronic momentum 
k. The relevant crossing regions, encircled by dotted and solid lines, yield the dynamical 
and central gaps, respectively. (b) Representation of the Floquet Hamiltonian for the k.p 
approach. Circles correspond to Floquet states and lines denote inelastic hopping elements.
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are k,0 + and k,1
−
. The difference between the eigenenergies is estimated as twice 

the hopping between the mentioned states and the resulting gap is

 ∆ Ωk v e v= ≈ −2 0 1F FA cos sinϕ α  (9.7)

The same analysis can be done around e ~ −ħW/2, where the two-level system is now 
given by the states k,0

−
 and k,1

+
 (see Figure 9.1a). These yield the same value for 

the energy gap.
The width of the dynamical gap clearly shows a linear dependence with the 

field strength and, for a fixed value of A0, is independent of the photon frequency. 
Furthermore, it is interesting to note that when averaging over all orientations of 
the wave vector, no net gap opens in the linearly polarized case (j = 0) because for 
the particular value a = p/4, the hopping vanishes and the backscattering mecha-
nism is suppressed. For the calculation of the DoS, we use the Floquet Green’s 
function technique, in which we define the following Green’s function in the prod-
uct space as

 G k I H k( , ) ( )ε ε= [ ]−− F
1
 (9.8)

where the k-vector dependence of the Floquet Hamiltonian enters in both the diago-
nal blocks (amplitudes) and the off-diagonal ones (directions). The DoS related with 
the m = 0 level includes the sum over all possible values of k and writes

 v k k m G G0
0 0 0 0

0

2

0

1
2

( ) [ ( , ) ( , )],
,

,
,ε

π
ε ε

π

= − ++ + − −

∞

∫∫π
α

d
d

I k k  (9.9)

In Figure 9.2a, we show an example of the calculated DoS around the dynamical gap 
region for different values of the polarization. As can be seen, even in the linearly 
polarized case there is a strong modification in the DoS that would resemble the 
usual Dirac point for a Fermi energy around e ~ ±ħW/2.

The decreasing number of allowed states for different orientations of the elec-
tronic momentum becomes evident through the depletion region. By increasing the 
polarization, one immediately finds that for finite values of j a gap is opened and 
reaches its maximum for the circularly polarized case. Under this situation, it is clear 
from Equation 9.7 that there is no dependence with the orientation of the wave vec-
tor, which can be interpreted in terms of the recovered axial symmetry, character-
ized by the standard one-dimensional van Hove singularities emerging at the edges 
of the gap.

9.2.2 EnErgy gap Tuning around EnginEErEd Low-EnErgy dirac conEs

To describe this mechanism, we refer to the schematic representation of the Floquet 
Hamiltonian depicted in Figure  9.1b. Here, the leading contribution around the 
Dirac point (e ~ 0 and k ~ 0) comes from the four paths connecting the crossing 
states k,0

+
 and k,0

−
 through the first neighboring states. For the calculation, we 

observe that the mixing between these states is produced by the presence of the 
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neighboring states k,±
±

1 . The effective Hamiltonian can be reduced by means of 
a decimation procedure [43] in which the Floquet space dimension is reduced to the 
relevant states k,0

±
 at m = 0 and the other states only enter as a correction term 

accounting for the interaction with the photonic field. This correction to the diagonal 
terms cancels out exactly, that is, no energy shift is introduced by the laser. However, 
this correction does yet contribute through their off-diagonal elements, such that 
an effective mixing between the two pseudospins is now present and produces an 
energy difference:

 ∆
Ω

k
e v

= ≈0
0

2

2
( )

sin
A F



ϕ  (9.10)

The quadratic dependence with the field strength is due to the fact that the mixing 
between these two states involves a twofold process where both the absorption and 
the emission of a single photon are needed. Additionally, the inverse dependence 
with the frequency quantifies the amount of energy absorbed and emitted during 
the tunneling event. For the constrain eA0vF < ħΩ considered here, this gap is much 
smaller than the dynamical gap discussed before. Note also that there is no depen-
dence of the gap with the orientation of the k-vector, because we are assuming k = 0. 
By inspecting Equation 9.10, it is easy to observe that the maximum value of the 
gap is reached in the circularly polarized case, whereas no net gap opens for the 
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FIGURE 9.2 DoS in graphene for several values of the laser polarization. (a) Lowest-order 
effect around e ~ ħΩ/2, k ~ Ω/2vF. (b) Second-order effects around e ~ 0, k ~ 0. The chosen 
parameters are given by eA0vF/ħΩ = 0.1.
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linearly polarized case. According to the present approximation, we notice that in 
this last case no ac effects should be observed in the DoS. However, as can be seen 
in Figure 9.2b, there is a strong modification around the Dirac point region reflected 
by an increased slope in comparison with the usual DoS without any laser field. To 
explain this, it is convenient to include the effect induced by the crossing between 
states k,−

+
1  and k,1

−
 around e = 0 and k = W/vF (right circle with solid line in 

Figure  9.1a). Although in this case the total energy difference going from k,0
+
 

to k,0
−
 is 2ħW, we are in a resonant condition where transitions via virtual states 

k,±
±

1  involve the same energy difference ħW. The presence of states k,2
±
 also 

contributes to the self-energy correction and the effective hopping term connecting 
the m = 0 states originates a gap:

 ∆
Ω

Ωk v
e v

= ≈ − −/
/( )

[ cos sin cos sin ]F

A F0
2

2 2 1 2

2
5 2 2 3 2



ϕ α ϕ α  (9.11)

This equation drops to zero for j = 0 and a = p/4 (analogous to the dynamical gap), 
and reaches its maximum when j = p/2. This contribution, on the same order than 
Dk = 0, is responsible for the modification of the DoS around the Dirac point even for 
j = 0. It is interesting to observe that, in addition to the gap, this transition yields two 
surrounding peaks that persist even in the linear case.

In addition, we observe that this effect reduces by approximately a half the pre-
dicted value of Oka and Aoki [8]. Here, we neglect higher order contributions because 
we consider that the strength of the laser is small compared to the driving frequency. 
However, as recently discussed in Reference [48], in the opposite limit eA0vF > ħW, 
the number of photon transitions becomes large, allowing additional scattering pro-
cesses that enable the existence of states around the studied regions: In this limit, then, 
more and more states within the gaps are available and the gap is effectively closed.

9.3 TIGHT-BINDING MODEL

In Section 9.2, we have shown how the laser field modifies the electronic structure 
of 2D graphene in any experiment carried out over a time much larger than the 
period T. A natural question is if these effects would be observable in a transport 
experiment and how. To answer this, we turn now to the calculation of the transport 
response using Floquet theory applied to a tight-binding p-orbitals Hamiltonian. 
As we shall see, the correspondence between this model and the k.p approach 
becomes evident in the bulk limit where the width of the ribbon is on the order of 
the laser’s spot.

In the real space defined by the sites of the two sublattices A and B, the electro-
magnetic field can be accounted for through an additional phase in the hopping gij 
that connects two adjacent sites ri and rj, that is, the Peierls substitution:

 γ γ π ⋅ij

r

r

i t
i

j

=












∫0

0

2
exp ( ) d

Φ
A r  (9.12)
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where:
g0 ~ 2.7 eV is the hopping amplitude at zero field
F0 is the quantum of magnetic flux

The intensity of the magnetic vector potential is assumed to be constant along the 
whole sample where the irradiation takes place. Therefore, the computation of such 
a phase is simply the scalar product between the vector potential and the vector con-
necting the two sites.

For numerical convenience, we consider an armchair edge structure for the lattice 
and the vector potential is defined as A(t) = Ax cos Ωt x + Ay sin Ωt y, where x and 
y coordinates are on the plane of the nanoribbon. It is important to observe that the 
particular choice of the edges does not restrict the outcoming results once the bulk 
limit is reached. For the armchair structure, we can distinguish three principal orien-
tations according to the angle between rj–ri and A(t). By considering the scheme in 
Figure 9.3b, we define the hopping elements g+,±(t) and g2+,0(t) where the subindices 
denote the x and y components of two adjacent sites. In this representation, we have 

 γ γ π
+ ± = ±( )







, ( ) cost i A t A tx y0

0

3exp sin
a
Φ

Ω Ω  (9.13)

for those terms with simultaneous x and y components and

 γ γ π
2 0 0

0

2
+ =









, ( ) cost i

a
A txexp

Φ
Ω  (9.14)
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FIGURE 9.3 (a) Schematic view of the Floquet space for the TB model in real space. 
(b) Opening, longitudinal, and closing hopping matrices according to the relative direction 
between the adjacent sites and the vector potential in an armchair edge structure.
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for the hopping element with only the x component, respectively (see Figure 9.3b). 
Here, a ~ 0.142 nm is the nearest carbon–carbon distance. The Fourier decompo-
sition of these expressions is based on the Anger–Jacobi expansion that yields an 
m-transition amplitude in terms of Bessel functions:

 γ+ ±

=−∞

∞

−= ±∑, ( ) ( )m k

k

k x m k yi J z J zγ0  (9.15)

 γ γ2 0 0 2+ =, ( )m m
m xi J z  (9.16)

where:

 z
aA

x
x= π

Φ0

and

 z
aA

y
y=

3

0

π
Φ

In contrast to the k.p approximation, in this situation we may have processes involv-
ing the absorption or emission of several photons at once. However, they decay rap-
idly with the number of photons and the main contribution still comes from the 
renormalization at m = 0 and the leading inelastic order m = ±1.

We compute the hopping matrices as those connecting two adjacent transverse 
layers such that the difference in Floquet indices is m. If N denotes the number of 
transverse states, that is, the number of electronic sites in each vertical layer, the hop-
ping matrices are N × N blocks expressed as

 V V1 2

2 0

2 00
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m m

m m
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

 (9.17)

where we coin them opening, longitudinal, and closing matrices, respectively, accord-
ing to the connectivity they induce (see Figure 9.3b). Therefore, in the natural basis 
defined in real space, the total Floquet Hamiltonian is composed by a periodic block 
tridiagonal structure where the off-diagonal block matrices contain the Vi

m terms 
and the diagonal block only accounts for the site energies Em = mħΩ because no gate 
voltages are applied to the sample. For the proposed values of the field and a typical 
energy uncertainty of h ~ 30 µeV [43], the bulk limit is reached for N > 104. Hence, 
it is necessary to decompose the Floquet Hamiltonian in terms of transverse modes 
because otherwise one should deal with O(N3) operations, increasing enormously the 
computation time. For this reason, we limit ourselves to the linearly polarized case 
in which Ay = 0, which is already enough to give a hint on the transport effects. Other 
choices of the laser orientation and/or polarization would be subjected to the use 
of better adapted lattice bases or the employment of parallel computing techniques 
which are beyond the scope of this work.
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The total Hamiltonian is transformed according to the normal modes of the 
sublattices A and B. The rotation matrix results in a trivial expansion of that in the 
appendix of Reference [49] on the composite Floquet basis. The spatial part of the 
Hilbert space is thus reduced and the hopping matrices have now the dimension 
2N + 1 of the (truncated) Fourier space. The resulting single-mode layers preserve 
the same Hamiltonian structure with V Vi

m
i
mq q N( ) cos [ /( )]= +2 2 1π  for i = 1, 3 and 

V V2 2
m mq( ) = , where q is the mode number.
The DoS is therefore obtained through the Floquet Green’s functions defined as

 G I HF F
F

q q
q

( ) ( )ε ε ε= − −










−

∑∑
1

 (9.18)

where H q
F  is the q-mode Hamiltonian containing the diagonal block of the Fourier 

components and is written as the following matrix:

 HF
q ( )ε =

−

+

























�

�

�

�

Ω

Ω

0 0

0 0 0

0 0

 (9.19)

The self-energy ΣΣF
q  is a correction term arising from the presence of the neighbor 

sites on both sides of the chain. The effective Hamiltonian Heff
q

F
q

F
q( ) ( )ε = +H ∑∑ ε  for 

a transverse layer can be calculated recursively by using a decimation procedure [43] 
and the DoS is thus obtained from the resulting Green’s function as

  v F
q

0
0 0

1
( ) ( )

,
ε

π
ε= −  ∑ Im G

q

 (9.20)

where the subindex 0,0 corresponds to the zero photon state
Note the similarity of this expression with Equation 9.9, where the amplitude and 

direction of the electronic momentum are discretized in the q modes.
By employing this numerical strategy, we compute the DoS for an armchair edge 

structure and compare it with the one obtained from the k.p approach. As we can 
observe in Figure 9.4, there is in general a good agreement between both results. In 
particular, the depletion region around the resonances e ~ ±ħΩ/2 is also reproduced 
by the TB model. However, a closer look of the peaks reveals small differences 
between both curves. For the TB method, we see two peaks that surround the peak 
obtained in the k.p model (see inset of Figure 9.4). The origin of the splitting of the 
peaks in the DoS can be attributed to a trigonal warping effect that is inherently 
included in the TB Hamiltonian, where the explicit structure of the lattice is taken 
into account.

The peak splitting is also present in the region close to the Dirac point. Here, both 
the k.p and TB results reproduce an increased slope compared with the bare result 
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without a laser. This, however, is not visible in Figure 9.4 because the intensity of 
the laser is too small compared with the frequency. To estimate the relevance of this 
effect, we explore the DoS around the Dirac point for several values of the intensity 
(Figure 9.5a) and frequency (Figure 9.5b) of the laser field. In the left panel, we fixed 
the frequency at ħΩ = 0.3g0 and increased the intensity (A0 = E/Ω) from 0 to 0.05F0/
pa. As we can observe, the effect the intensity induces on the distance between 
the peaks is approximately linear, as well as the width of the depletion region. In 
Figure 9.5b, we fixed the intensity at this final value and decreased the frequency 
from 0.5g0 to 0.2g0. In this situation, the distance between the two peaks remains 
approximately the same while changing the frequency, thus revealing a small (even 
negligible) dependence.

The numerical analysis of the DoS can be complemented by considering the 
mode decomposition shown in Figure 9.6. This representation allows an alternative 
inspection of the different effects we have been discussing throughout this section. 
Here, we plot the DoS in grayscale as a function of the energy for each transverse 
mode.

The sum of all these contributions gives the standard DoS. In the figure, each 
panel represents a fixed value of the laser intensity, starting from A0 = 0 to 0.05F0/pa. 
In the absence of a laser field, we can observe (see the upper left panel) the linear 
behavior of the single-mode band gaps as we move away from the central mode 
where no gaps occur. This central mode is defined via the identity V V1 2

m mN( )C =  
in which the system would be homogeneous; therefore, no gap should be opened 
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for this mode. In the considered example, this results to be NC ~ 6600. This point 
constitutes the symmetry axis where both contributions on the left and right sides 
are the same. As we turn on the laser, a gap is suddenly opened at ħΩ/2 = 0.15g0 in 
each mode (except the central one) and its width increases linearly with the intensity 
of the laser.

In addition, we observe that the emergence of the splitting of the peaks is man-
ifested by a slight asymmetry in their position with respect to the central mode. 
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FIGURE 9.5 DoS around the Dirac point for a linearly polarized field as a function of (a) the 
laser intensity (ħΩ = 0.3g0, left panel) and (b) laser frequency (A0 = 0.05F0/pa, right panel). 
The white curve in both figures corresponds to the same choice of parameters (ħΩ = 0.3g0 
and A0 = 0.01F0/pa).
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For A0 > 0.03 F0/pa, the contribution from side modes originates the increased slope 
around the Dirac point region. The DoS in this region also shows an asymmetry in 
the size of the lobes, which originates the splitting of the peaks.

9.3.1 electronic transport throUGh irraDiateD Graphene

In order to estimate the influence of the laser field in a transport experiment, we cal-
culate the two-terminal dc conductance through a graphene stripe of 1 µm × 1 µm 
in the presence of a linearly polarized laser. The sample is connected to two leads 
on both sides, considered a prolongation of the stripe to regions where no laser is 
applied.

By following the same strategy we used before in the calculation of the DoS, 
we obtain the dc conductance from the recursive calculation of the Floquet Green’s 
functions. In this sense, the mode decomposition is again a key tool in the numerical 
implementation of the recursive formula for the self-energy correction. In particu-
lar, the semi-infinite leads are incorporated through an initial self-energy where the 
opening, longitudinal, and closing hopping matrices result to be diagonal. Because 
in this region no ac fields are applied, the elements of the above hopping matrices 
are simply γ γ γ+ ± += =, , ,

m m
m2 0 00δ . Therefore, as shown in Figure 9.7, the resulting lat-

tice structure for a single mode in the leads is the one of a dimer with alternating 
hoppings g0 and 2g0 cos [pq/(2N + 1)]. In the sample region, however, the effect of 
the time-dependent field is described by the hopping elements connecting the near-
est transverse layers at different Fourier levels. According to Equations 9.15 and 
9.16, these hoppings attenuate fast with the difference between the involved Fourier 
replicas. For the considered examples in which eA0vF/ħΩ ~ 0.1, it usually converges 
for a small number of photons (~3). The dc conductance is thus calculated through 
the transmittance via the Floquet Green’s functions (see appendix in Reference [44]):

 T Gn

q,n

q
R n L

q
LRL

q
R( ) ( ) ( ) ( )( , ) ( , ) ( , ) ( , )ε ε ε ε= ∑ ←2 20

2

0Γ Γ  (9.21)

where

 Γ Ωq
q

n( , )( ) Im ( )α
α

ε εn = − +∑ 

Left lead Sample Right lead

hΩ

−hΩ

0

FIGURE 9.7 Scheme of the transport setup of the transverse-mode decomposition of the 
Floquet Hamiltonian. The central region (sample) contains additional hopping elements con-
necting different Fourier sheets due to the presence of the time-dependent field.
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The dc conductance is then obtained from Landauer’s formula [50] and we consider 
that the system preserves space inversion symmetry, that is, TRL(e) = TLR(e) = T(e). 
Therefore, the linear conductance reads

 G
e
h

T fF( ) ( )ε ε ε
ε

ε
ε

= −
−∞
∫2 2

d
d
d

( )
F

 (9.22)

with f kT( ) ( )/ε ε= + 1 1 ε−εF  the Fermi’s distribution function. In the zero-temperature 
limit, the derivative of f(e) results to be a Dirac delta and we recover a linear relation 
between these two functions:

 G
e
h

T( ) ( )ε εF F= 2 2

 (9.23)

For the numerical calculation of the conductance, we consider a laser field whose wave-
length lies within the mid-infrared region. We show in Figure 9.8 the resulting conduc-
tance at zero temperature for different values of the laser power. We consider l = 10 µm 
(ħΩ ~ 140 meV) in Figure 9.8a and l = 2 µm (ħΩ ~ 620 meV) in Figure 9.8b, respec-
tively. For the case where no external laser is applied (gray dashed lines in Figure 9.8a), 
the conductance shows a linear dependence with the Fermi energy. In this situation, there 
is a perfect transmission and each channel contributes a unit of the conductance quan-
tum G0 = 2e2/h. This effect becomes evident in the small plateaus along the whole curve, 
whose widths depend on the total number of transverse modes, that is, the width of the 
sample. While increasing the energy of the carriers, more channels participate in the 
transport and the resulting conductance increases. However, when we turn on the laser, 
the interaction with the field induces a significant depletion around the region eF ~ ħΩ/2. 
In the depletion region, we can observe that the minimum value at eF = ħΩ/2 decreases 
with the laser power. Additionally, this minimum value approaches to zero by increas-
ing the size of the sample (i.e., the irradiated area) because the larger is the time spent 
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by the carriers the higher the backscattering probability. Notice that there are no visible 
effects close to the Dirac point eF = 0. This is due to the fact that the laser polarization is 
linear, and the position of the channel bands remains unaffected. By comparing the two 
plots, one can observe that the effect of the laser is relatively more significant in the left 
panel. For instance, we observe that for P ~ 0.03 mW/mm2, the depletion is still visible, 
whereas in the right panel, for P ~ 0.1 mW/mm2, it is hard to distinguish. This is related 
to the slope of the gapped modes in the DoS of Figure 9.6 (see, for example, upper cen-
tral panel), which approximately goes like

 
d
d

∆
ΩΩN
P








ε=

∝  (9.24)

and therefore for smaller frequencies the number of modes affected by the field is 
increased, and thus the stronger is the conductance suppression. We emphasize that 
in the above equation the dependence of the slope (and hence the width and depth of 
the depletion) with the laser power is given by a square root, and in consequence there 
are still visible effects when decreasing this value even by 4 orders of magnitude.

Regarding the effect of static disorder, it is usually found that the presence of local 
impurities or topological defects in the lattice tends to broaden energy gaps produced 
by confinement (as in a graphene nanoribbon) [51]. A priori, a similar effect is to be 
expected here and further studies are needed. In order to estimate the robustness 
of the depletion regions, we calculate the conductance for l = 10 mm and explore 
its behavior for different values of the temperature. This is shown in Figure  9.9, 
where each panel corresponds to a fixed value of the laser power. As we take a small 
finite temperature (~5 K), the plateaus structure is no longer visible and the curve 
is smoothed. The depletion regions are almost the same for the upper panels (large 
power) but slightly reduced in the lower ones. Nevertheless, this is still visible for the 
case P = 0.03 mW/mm2. By increasing the temperature, the width of the depletion 
region also increases, whereas its height decreases to the bare value of zero field.

We emphasize that the dip in the conductance persists for small values of the laser 
power. In particular, even for temperatures around the 20 K, the depletion region 
in the case of a laser power P = 0.03 mW/mm2 is on the order of several units of 
G0; therefore, this should be observable in a clean sample. Such features in the con-
ductance could also be resolved in its derivative, where a peak emerges in the region 
of the depletion.

9.4 CONCLUSIONS

In sum, in this chapter we have shown that a circularly polarized laser field strongly 
modifies the electronic structure of graphene by generating a series of energy band-
gaps and, importantly, it also impacts on the transport response (dc conductance) 
of the irradiated material. We conclude that, for these features to be observable, 
experiments with lasers in the mid-infrared would be particularly timely. The modi-
fications are predicted to arise both around the Dirac point and at ħW/2 leading to 
results that are strongly dependent on the laser polarization, thereby enabling its use 
as a control parameter.
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As pointed out already in the introduction, the potential technological impact and 
the high level of recent activity in this field, makes of this an outstanding area for 
further research and much needed experiments.
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High-Efficiency 
Optical Absorbers 
and High-Performance 
Nanoelectromechanical 
Systems 
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ABSTRACT In this chapter, some key characteristics of carbon-based 
 nanomaterials and the role they play in enabling high-efficiency optical 
absorbers and mechanical resonators for nanoelectromechanical systems 
(NEMSs) are highlighted. In the first case, optical absorbers based on vertically 
aligned multiwalled carbon nanotubes (MWCNTs) are described that show 
an ultralow reflectance, which is 2 orders of magnitude lower compared to 
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a reference material, Au-black, from a wavelength range of λ ~ 350–2500 nm. 
Reflectance measurements on the MWCNT absorbers after heating them in air 
to 400°C showed negligible changes in reflectance. The high optical absorp-
tion efficiency of the MWCNT absorbers over a broad spectral range, coupled 
with their thermal ruggedness, suggests that they have promise in solar energy 
harnessing applications, as well as thermal detectors for radiometry. In the sec-
ond case, it has been shown that the mechanical and electrical properties of 
as-grown, vertically oriented carbon nanofibers (CNFs) are ideally suited for 
NEMS applications that derive benefit from the rugged and resilient mechanical 
properties of these nanostructures. The CNFs are synthesized using a plasma-
enhanced chemical vapor deposition (PECVD) process and high-sensitivity 
optical interferometry is used to conduct mechanical resonance measurements. 
These resonator  measurements show that the flexural resonances in the CNFs are 
in the very-high-frequency (VHF) regime up to 15 MHz, based on the typical 
geometries of the CNFs considered in these experiments. Our proof-of- concept 
measurements on the mechanical resonance characteristics of the CNFs suggest 
that they have exciting prospects for the resonant sensing and detection of radia-
tion, adsorption, and other physical and/or biochemical processes.

10.1 INTRODUCTION

Research on nanocarbons has been at the forefront over the past several decades and 
has unarguably contributed tremendously to the birth of the field of nanotechnology. 
These efforts include providing insights into the novel properties of carbon nanoma-
terials; development of large-area, wafer-scale synthesis techniques; design of new 
characterization tools for understanding the role of imperfections in these materials; 
and development of processing methods to integrate these materials into novel device 
architectures. In particular, in the context of applications of interest to the electronics 
industry, carbon nanomaterials have been proposed as viable alternatives to tradi-
tional materials used in Si integrated circuits (ICs), which include their exploration in 
nanoscale transistors [1–6], interconnects [7,8], field emission displays [9], biosen-
sors [10], heat transporting assemblies [11], and thermoelectric [12], photovoltaic 
[13], and optical materials [14] platforms, as well as nanoelectromechanical systems 
(NEMSs) [15–17] given their remarkable mechanical properties [18].

The origin of the extraordinary material properties [19] prevalent in carbon-based 
nanomaterials arises from the structural arrangement of carbon atoms in the crystal-
line lattice. A diverse spectrum of allotropes is possible with these materials, which 
display a rich variety of physical properties. Even for the commonly known three-
dimensional (3D) form of carbon, namely, diamond and graphite, properties differ from 
the sp3-bonded diamond to the sp2-bonded graphene from which graphite is derived. 
A single layer of these carbon atoms in graphite results in the two-dimensional (2D) 
form of carbon, namely, graphene, which is a honeycomb arrangement of carbon atoms. 
The lowest dimensional forms of carbon, namely, zero-dimensional (0D) buckyballs or 
buckminsterfullerene C60 spheres, were discovered in 1985 by Smalley and coworkers 
[20], for which they received a Nobel Prize in Chemistry in 1997.
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When a 2D graphene sheet is rolled into a cylinder, a one-dimensional (1D) or 
quasi-1D form of carbon results, namely, carbon nanotubes (CNTs). This 1D form of 
carbon has captured the interest of scientists and engineers for nearly two decades 
since its discovery in 1991 [21]. This first form of CNTs synthesized using an arc 
discharge process was for MWCNTs. Two years later, another form of CNTs, namely, 
single-walled CNTs (SWCNTs) [22], was discovered which is a single rolled-up sheet 
of graphene having a typical diameter of 1–2 nm. MWCNTs consist of concentric 
cylinders that have an interlayer spacing of 0.3–0.4 nm and diameters that are at least 
an order of magnitude larger than SWCNTs between 10 and 30 nm. When a 2D gra-
phene sheet is patterned into strips, another 1D or quasi-1D form of carbon results, 
namely, graphene nanoribbons (GNRs) [23]. An additional quasi-1D structure, carbon 
nanofibers (CNFs), comprises graphene layers inclined to the central axis, commonly 
referred to as the fishbone or herringbone crystal structure.

Graphitic carbon nanomaterials such as 0D fullerenes, 1D SWCNTs, quasi-1D 
MWCNTs, and CNFs, and 3D graphite are thus all derivatives of graphene’s 2D 
honeycomb lattice. The sp2 bonding of carbon atoms in graphitic carbon nanomate-
rials generally affords them exceptional material properties, such as a high-charge 
carrier mobility, high-thermal conductivity, and excellent mechanical flexibility, 
which make them attractive for a range of applications [24–27]. It is interesting to 
note that fullerenes—the lowest dimensional form of carbon nanomaterials—were 
the first to be discovered among the graphitic carbon nanomaterial family by Kroto 
et al. [28] in 1985, followed by CNTs in 1991 by Iijima [21], whereas graphene has 
remained elusive until recently despite being the basis for the other forms of carbon 
nanomaterials.

Because the mechanical exfoliation of graphene in 2004 [29], there has been a 
surge in research for unveiling the remarkable properties of this single sheet of car-
bon atoms and applying these properties to a wide range of devices and technological 
applications. As early as 1962, Boehm et al. [30] reported on the synthesis of single- 
and multilayer graphene through the reduction of graphene oxide, and this technique 
has gained renewed interest recently. In addition, graphene was also suggested to 
form on transition metals such as Pt (100) and Ni (111) by hydrocarbon dissociation 
[31–33], and other techniques such as metal intercalation [34]. Although these sur-
face science investigations of graphene on metals [35] occurred several decades ago, 
the exploration of fundamental properties, such as the quantum hall effect and other 
interesting phenomena [36–38], as well as the ensuing applications of graphene, did 
not occur until after 2004, following the seminal experiments of Novoselov and 
Geim on mechanically exfoliated graphene that earned them the 2010 Nobel Prize 
in Physics.

Up until recently, 2D atomic monolayers have been presumed to generally exist 
only as parts of larger 3D structures, such as epitaxially grown crystals on lattice-
matched substrates [39]. The existence of free-standing graphene was dismissed for 
some time as not being thermodynamically stable by Landau [40] and then several 
decades later by Mermin [41]. At the same time, the electronic structure and proper-
ties of graphene were analyzed theoretically by Wallace as early as 1947 [42] who 
showed that a single sheet of sp2-hybridized carbon would have a linear energy dis-
persion relation at the K-point of the Brillouin zone.
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Due to its flexibility, strength, high conductivity, transparency, and low cost, 
graphene has been proposed for a number of applications reviewed recently [43], 
such as a replacement for indium tin oxide (ITO) [44]. It also appears attractive for 
organic light-emitting diodes, as well as displays, touch screens [45], and solar cells 
[46]. The large surface area-to-volume ratio of graphene suggests that it also has 
promise in ultracapacitor applications [47] or chemical sensors [48,49], and coupled 
with its remarkable electronic properties, it is a strong contender for next-generation 
electronic devices in nanoelectronics [50,51]. Graphene and graphene-like materials 
have also been applied to composite materials applications [24,52,53].

In this chapter, we present an overview of nanocarbon materials, focusing specifi-
cally on 1D CNTs, CNFs, and 2D graphene. In Section 10.2, we discuss the applica-
tion of 1D CNTs for optical absorbers. In Section 10.3, we highlight the use of 1D 
CNFs and 2D graphene for NEMS, specifically for resonator applications for mass 
and strain sensing.

10.2 NANOCARBONS FOR OPTICAL ABSORBERS

10.2.1 NaNomaterials for optical absorbers

The ability of nanomaterials to trap light effectively has important implications for 
their use in energy harnessing, optical blacks for radiometry, as well as detectors. 
A survey of a host of nanomaterials, such as CdSe nanocrystals [54], graphene [55], 
and surface plasmon modes in metallic nanoparticles [56], reveals the promise such 
materials have in a wide range of optical applications. In this section, we describe 
another type of nanomaterial, which is exceptional at trapping incoming light as a 
result of its unique physical structure. Such a structure is composed of porous arrays 
of thin (10–15  nm diameter), vertically oriented MWCNTs. Interestingly, poros-
ity in ordered nanostructures has been theoretically [57] shown to enhance optical 
absorption properties, which has also been verified experimentally in Si-based nano-
materials [58,59], and similar conclusions have also been drawn from theoretical 
calculations made on low-density arrays of CNTs [60].

The CNTs synthesized here for the optical absorber applications suggests that 
the mechanism of transducing optical energy into thermal energy may be an attrac-
tive platform for using such absorbers in energy harnessing, high-sensitivity thermal 
detectors, radiative cooling, thermography, antireflection coatings, and optical baf-
fles to reduce scattering. In Section 10.2.2, the synthesis and optical characterization 
of the absorbers is discussed, followed by the ruggedness of these absorbers when 
they are exposed to high temperatures in Section 10.2.3.

10.2.2 syNthesis aNd optical characterizatioN

Previously synthesized MWCNTs [61] and SWCNTs [62] for optical absorber appli-
cations used water-assisted thermal chemical vapor deposition (CVD) [63], which 
yields exceptionally high growth rates with CNT lengths >100 mm; here alignment 
occurs primarily via the crowding effect [64,65]. Although thermal CVD is gener-
ally considered ineffective in aligning short CNTs (<10 mm), here we show that a 
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glow discharge leads to vertically aligned CNTs with lengths more than an order of 
magnitude lower, which nonetheless still yield broadband, high-efficiency optical 
absorption characteristics in the ultraviolet (UV)-to-infrared (IR) range. This vastly 
extends the previously reported measurements on MWCNTs that were conducted in 
the visible [61], to well into the IR regime where it is increasingly difficult to find 
suitable black and opaque coatings. A thin and yet highly absorbing coating with 
absorptance A is valuable for thermal detector applications in the IR, for radiometry 
in order to enhance sensitivity, because the detectivity D A* ∝  [66], and there is also 
a concomitant reduction in the response time.

Besides the importance of vertical alignment in yielding highly absorbing mate-
rials, the other structural trait for enhancing optical absorption efficiency is a high 
site density. Unlike earlier reports where the CNTs were synthesized directly on Si 
or SiO2 [61,62], we demonstrate the growth of high-efficiency MWCNT absorbers 
directly on metallic substrates with site densities as high as ~4 × 1011/cm2. In many 
other applications, it is desirable to grow CNTs directly on metals for lowering con-
tact resistance, but the challenges in stabilizing catalyst particles on metallic surfaces 
at high temperatures have generally reduced site densities of CNTs manyfold (up 
to 100 times). In addition, prior attempts at growing MWCNTs for optical absorber 
applications on substrates other than Si, such as LiNbO3, yielded an absorption effi-
ciency of ~85% from λ ∼ 600 to 1800 nm [67], whereas the CNT absorbers synthe-
sized here on metallic substrates are shown to have an absorption efficiency >99.98% 
from λ ∼ 350 to 2500 nm [68]. Even cermet-based materials, currently used for solar 
selective coatings on metallic substrates such as Cu and Al [69], have absorption 
efficiencies that are several orders of magnitude (up to 104 times) lower than that 
reported in this chapter. A plasma-based process increases the potential of forming 
these absorbers at lower synthesis temperatures compared to thermal CVD, increas-
ing future prospects of integrating such absorbers with a wider range of materials 
such as low-cost, flexible substrates for solar cells or with thermoelectrics, as well as 
fragile, temperature-sensitive micro-machined structures for IR sensing.

The initial substrate for the synthesis of the MWCNTs was a <100>-oriented Si 
wafer on which a layer of 100–200 nm-thick NbTiN—a refractory, high-temperature 
conducting nitride—was deposited reactively in a N2 and Ar ambient using dc magne-
tron sputtering at a power of ~220 W and 5 m torr. Bimetallic layers of Co (thickness 
range 0.6–6 nm) and 2.5 nm-thick Ti were e-beam evaporated and served as the cata-
lyst. Besides the Co/Ti/NbTiN/Si templates, control samples of Co/Ti/Si, Co/NbTiN/Si, 
and Co/Si were also prepared. Multiple samples (area ~ 4 cm2) were placed on a wafer 
during plasma-enhanced CVD (PECVD) growth so that comparative analysis could be 
performed for different combinations of templates under similar synthesis conditions. 
At temperatures in the range of 550°C–750°C, H2 was flowed into the chamber for 
several minutes, and the growth gases acetylene (C2H2) and ammonia (NH3) were then 
introduced to a typical pressure of ~5 torr and the discharge was then ignited.

The choice of the template for PECVD synthesis of our MWCNTs was vital in 
synthesizing a high-density array of CNTs, and directly impacts the optical absorp-
tion characteristics. For example, the scanning electron microscope (SEM) image in 
Figure 10.1a shows amorphous carbon deposits when Co/Ti was placed directly on 
Si at 750°C, exhibiting a largely reflective surface (inset of Figure 10.1a). However, 
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using a Co/Ti/NbTiN template yielded a visually black sample to the naked eye (inset 
of Figure 10.1b), and the SEM image (Figure 10.1b) depicts a high-density array of 
MWCNTs, which traps incoming light and suppresses reflection. The lack of growth 
of MWCNTs on Co/Ti/Si templates (Figure 10.1a) suggests that the presence of a 
refractory metallic nitride, such as NbTiN, is important in stabilizing the catalyst 
nanoparticles to prevent diffusion and alloying of the catalyst with the underlying Si 
at high temperatures. In addition, the density of MWCNTs in the absence of the Ti 
layer on the Co/NbTiN templates was low. It is speculated that the Ti may enable the 
Co to fragment into nanoparticles, similar to the role of Mo in the Co–Mo bimetallic 
catalyst system [70]. The Ti–Co system also appears to incorporate a larger fraction 
of C compared to Co alone, enhancing CNT growth [71]. Besides being of interest as 
absorbers in solar photothermal applications, the high areal density of MWCNTs on 
reflective, low-resistivity (~110 mΩ cm) metallic substrates may substantially reduce 
the CNT-to-substrate contact resistance.

Ti
Co

NbTiN

Si

1 μm

1 μm

Ti

Co

Si

(a) 

(b)

FIGURE 10.1 (a) SEM micrograph of a Co/Ti/Si sample after dc PECVD growth. Top right 
inset shows an optical image of the sample depicting a reflective surface. (b) SEM micrograph 
of a Co/Ti/NbTiN sample after growth, depicting a high-density carpet of MWCNTs. Bottom 
right inset shows an optical image of the sample depicting a visually black sample to the 
naked eye. The spatial uniformity of the MWCNT ensembles is high over large length scales.
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The high magnification image in Figure 10.2a shows the surface of the MWCNT 
arrays which is rough, a factor that also contributes to scattering the incoming light 
diffusively. Figure  10.2b shows the SEM image of our benchmark, a Au-black 
absorber, which was synthesized using approaches similar to prior reports [72], where 
the percolated, random network of such a diffuse metal black should be apparent.

The optical measurements on the samples were conducted from λ ~ 350 to 2500 nm 
using a high-resolution, fiber-coupled, spectroradiometer (ASD Inc., Fieldspec Pro, 
Boulder Co) where a standard white light beam was focused at normal incidence to 
the sample, as shown by the schematic in the inset of Figure 10.2c. The bare fiber 
connector of the spectroradiometer was oriented at ~40° from the normal. Relative 
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FIGURE 10.2 (a) High-magnification SEM image shows the porous, vertically aligned 
morphology of the CNT absorbers, in contrast to the reference benchmark Au-black absorber 
sample and (b) which depicts a percolated, randomly aligned network of fibers. SEMs taken 
at 30° viewing angle. (c) Reflectance measurement from λ ~ 350–2500 nm for the MWCNT 
absorber and a Au-black absorber sample. The measurement setup is illustrated in the bottom 
inset. The Au-black reference sample has R ~100 times larger where R ~ 0.02% at λ ~ 2000 nm 
for the CNT sample compared to 1.1% for the Au-black.
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reflectance spectra were obtained by first white referencing the spectroradiometer to 
a 99.99% reflective spectralon panel. The reflected light intensity from the sample was 
then measured and the spectra were compared for samples synthesized under differ-
ent growth conditions.

The optical reflectance response of the CNT absorber is shown in Figure 10.2c, 
where the spectra are compared to the reference Au-black absorber. The reflectance 
R of the CNT absorber is nearly 2 orders of magnitude lower than that of the Au-black 
absorber, for example, ~0.02% at λ  ~  2000  nm compared to 1.1% for Au-black 
absorber. Other commonly used absorbers, such as NiP, have higher R ~ 0.5%–1% 
for λ ~ 320–2140 nm [73], whereas ultra-black NiP alloy has R ~ 0.16%–0.18% from 
λ ~ 488 to 1500 nm [74] and black paint has R > 2.5% from λ ~ 600 to 1600 nm. 
Top-down synthesized Si nanotips exhibit R ~ 0.09% at λ ~ 1000 nm [75], whereas 
bottom-up synthesized nanocone arrays have been reported to have an absorption 
efficiency of ~93% between λ ~ 400 and 650 nm [76].

The catalyst thickness appears to be an important synthesis parameter that 
impacted the optical absorption efficiency in these carbon-based nanoabsorbers. 
Figure 10.3a shows the reflectance spectra taken for two samples synthesized at Co 
catalyst thicknesses c ~ 5 and 0.9 nm (Ti thickness fixed at 2.5 nm). The sample with 
c ~ 0.9 nm has a wavelength-independent response from λ ~ 350 to 2500 nm with R 
in the 0.02%–0.03% range. The sample with c ~ 5 nm, synthesized at identical condi-
tions, has a wavelength-dependent R which decreased from 0.94% at λ ~ 400 nm to 
~0.33% at λ ~ 2000 nm.

Tentatively, the decreased reflectance/increased absorption may be expressed 
through an exponential decrease of the transmitted intensity I(x) following a simple 
Lambert–Beer law formulation, that is, I I x( ) expx = −( )0 α , where I0 is the initial 
intensity of the incoming light and α is the absorption coefficient. The schematic in 
Figure 10.3b shows the geometry of the optical interrogation, as the incoming light 
traverses through the sparse aerogel-like structure of CNTs with intensity I(x) at 
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FIGURE 10.3 (a) Optical reflectance spectra taken for two samples with c ~ 0.9 and 5 nm. 
The sample with c ~ 5 nm shows a wavelength-dependent R. Inset shows the variation of 
l with c; superimposed in the reflectance vs. wavelength data are theoretical fits from which 
the ratio of κ at c ~ 0.9 and 0.5 nm was determined. (b) The geometry used for the modeling 
analysis.
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any vertical location inside the CNT array. The typical absorption coefficient with 
α ~ 104 cm−1 for I(x = 8 mm) is ~30 times the I(x = 4.5 mm). Now, the reflectance 
seems to decrease to the same order, that is, on the average R drops from ~0.94 to 
~0.03, ~30 times as well. The SEM images of the samples with c ~ 0.9, 2, and 5 nm 
are shown in Figure 10.4a–c, respectively. This yielded an MWCNT site density of 
~4 × 1011/cm2 with MWCNT diameters d ~ 10–15 nm for c ~ 0.9 and a site density of 
~6 × 109/cm2 with d ~ 80–100 nm for c ~ 5 nm. Although the length l of the MWCNTs 
decreased as c increased (inset of Figure 10.3a), with c ~ 5 nm, l was still >5 mm, 
well above λ in these measurements, suggesting that the reduced absorption from the 
thicker catalyst is likely a result of changes in the fill fraction. The ability to engineer 
optical absorption efficiency by controlling the catalyst thickness is an attractive fea-
ture in tuning the optical absorption properties of the MWCNT ensembles.

A mechanism by which porous objects suppress reflection is through a reduction 
in the effective refractive index n. However, porosity alone may not necessarily be 
the primary factor involved because the Au-black absorber samples, a largely porous 
structure (SEM in Figure 10.2b) had higher reflectance compared to the MWCNT 
samples. This enhanced absorption may arise from the weak coupling of electrons 
in the vertically oriented CNTs to the incoming, normally incident radiation, with 
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FIGURE 10.4 The morphology of the MWCNTs is depicted in (a), (b), and (c) for c ~ 0.9, 2, 
and 5 nm, respectively. In (a), thin, vertically aligned tubes are depicted that have a high fill 
fraction, with a site density of ~4 × 1011/cm2 and MWCNT diameters of ~10 − 15 nm, whereas 
in (c) the site density decreases to ~6 × 109/cm2 with MWCNT diameters of ~80–100 nm.
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minimal backscattering and enable light to propagate into the long pores within the 
arrays until it is finally absorbed. A phenomenological model for absorption was 
developed using a formulation where the ensembles were treated as a composite 
medium consisting of nanostructures and air. The intensity at any given point x in 
Figure 10.2b is given by I(x) = I exp(–αx), where α π λ= 4 κ  and κ is the extinc-
tion coefficient. Assuming that there is no effective transmission through the sub-
strate, R x I x( ) − ( ) ∼ 0 I . The corresponding variation of R with λ was then fit to 
 a e aa

1 3
2 λ + , where a1 is related to the incident intensity I a0, 2 is a measure of the 

optical absorption length (=κ · l) and a3 is a constant. The fit to the data is shown in 
Figure 10.3a for c ~ 0.9 and 5 nm. From the fits, the values of a2 were determined 
to be ~0.025 and ~0.026  for c ~  0.9 and 5, respectively, and given that the ratio, 

a a l l2 0 9 2 5 0 9 5( ) ( )  = ( ) ( ) . .
κ κ⋅ ⋅  and that l is 8 and 5 mm, respectively, we obtain 

a ratio of the extinction coefficients, κ0.9/κ5 of ~0.6.
It is interesting that the extinction ratio is smaller for the MWCNTs grown with 

c ~ 0.9 nm compared to the CNTs grown with c ~ 5 nm. This observation can be 
rationalized on the basis of a smaller area fraction in the former case, that is, 0.31 
versus 0.47. Although such a rationalization does not explicitly consider the volume 
absorption due to a larger l in the former case (i.e., 8 vs. 5 mm), it is justified because 
it has previously been shown that for the case of absorption in Si nanowires [77], 
the absorption in a thin film over a wide energy range comparable to the one used in 
the present work is on the average equivalent to the absorption in the nanowires. The 
larger absolute magnitude of R for the sample with c ~ 5 nm compared to the sample 
with c ~ 0.9 nm may indicate an influence of the substrate in the latter, the effect of 
which is more pronounced due to a shorter l for c ~ 5 nm (Figure 10.4c).

A more detailed analysis of the impact of catalyst thickness on the optical reflec-
tance properties of the MWCNT absorbers was conducted for a wide range of cata-
lyst thicknesses (Figure 10.5). This data (at λ ~ 1500 nm) shows a minimum of R at 
c ~ 1 nm. However, R increases when c ~ 0.6 nm due to the inability to nucleate a 
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FIGURE 10.5 The reflectance measurement as a function of c (taken at λ ~ 1.5 mm) for two 
acetylene gas ratios (30% and 23%). Growth conditions were 750°C, 172 W of plasma power, 
30% C2H2, and 5 torr.
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high enough areal density of MWCNTs; such behavior was consistent for two differ-
ent acetylene gas concentrations, as indicated in Figure 10.5.

10.2.3 high-temperature optical performaNce

We now present data that demonstrate the exceptionally low R of the MWCNT 
absorbers even after they were exposed to temperatures as high as 400°C in air under 
an oxidizing environment, as might be expected with incident solar radiation. By 
comparison, the structural characteristics of the Au-black absorber reference gradu-
ally deteriorate with increasing temperature. However, the structural characteristics 
of the MWCNT absorber samples are largely unchanged when heated from 25°C to 
400°C, as can be inferred from the data in Figure 10.6.

From the optical spectra (Figure  10.6), it is apparent that R of the Au-black 
absorber sample increases as it is heated from 25°C to 200°C (2%) and it is ~23% 
at 400°C (at λ ~ 2000 nm). However, the R of the CNT absorbers is still very low, 
~0.022% after heating to 200°C (inset of Figure 10.6), and remains unchanged after 
exposure to temperatures as high as 400°C, which can be correlated to the structural 
integrity of the CNT absorbers to temperatures as high as 400°C.

In conclusion, we have successfully shown that, through catalyst engineering, 
PECVD-synthesized MWCNTs yield a high site density on metallic substrates 
which exhibit ultralow reflectance (~0.02%) over a wide spectral range from UV 
to IR for relatively thin (<10 mm) absorber ensembles. Their highly efficient optical 
absorption properties and exceptional ruggedness at high temperatures suggest their 
promise in solar photothermal applications and IR thermal detectors for radiometry 
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FIGURE 10.6 Optical reflectance measurements were made in the λ ~ 350–2500 nm range 
for the Au-black and CNT absorber samples at 25°C and after subjecting them to tempera-
tures up to 400°C. The figure shows R of the Au-black and CNT absorber samples as a func-
tion of temperature. The Au-black absorber shows R increases up to 23% after heating to 
400°C. The inset shows R of the CNT sample that increases slightly after exposure to 200°C, 
but it is still very low, ~0.022% at λ ~ 2000 nm, and remains unchanged after exposure to 
temperatures as high as ~400°C.
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applications. In addition, the use of a plasma-based process increases the potential 
for synthesizing the absorbers at lower temperatures in the future, increasing the 
likelihood of integrating the absorbers with low-cost flexible substrates, potentially 
for solar cell applications, as well as thermoelectrics and micromachined structures 
for enabling new classes of IR sensors, particularly for rugged environments.

Besides the use of nanocarbons for optical absorbers, we now turn to their use as 
mechanical resonators for NEMS applications, as described in Section 10.3.

10.3 NANOCARBONS FOR NEMS

NEMSs are gaining increasing attention as viable alternatives for beyond-complementary 
metal–oxide semiconductor (CMOS) architectures, for enabling zero-leakage, ultralow-
power, abrupt switching devices due to their inherently mechanical construction [78]. 
Such nanomechanical structures also offer advantages as electronic components opera-
tional in harsh environments, such as high radiation and high temperatures, in contrast to 
conventional solid-state devices which are more vulnerable to failure in hostile environ-
ments. In addition to their utility as potential beyond-CMOS switches, dynamical and 
resonant properties of NEMS has allowed these characteristics to be exploited for various 
sensing applications, such as mass sensing [79], force detection [80], and measurements 
in the quantum-mechanical regime [81].

Although many materials have been explored for NEMS devices, including 
conventional materials such as Si [82] and SiC [83], carbon-based materials have 
also been noted as another promising candidate for NEMS. Nanocarbons, such as 
graphene [84], CNTs [85–87], and CNFs [88,89], exhibit ultralow density and an 
exceptionally high Young’s modulus. Coupled with their high elasticity and mechan-
ical resilience, nanocarbon materials appear to be ideally suited for enabling high- 
performance, high-longevity NEMS resonators. In Section 10.3.1, we discuss the 
application of quasi-1D CNFs for NEMS resonator applications, followed by a dis-
cussion on the use in 2D graphene for NEMS discussed in Section 10.3.2.

10.3.1 cNf-based Nems resoNators

Our CNFs were synthesized using electric field assisted growth. Electric fields applied 
during CVD growth of nanotubes serve to preferentially orient them in the direction of 
the field [90], which has also been observed in the PECVD synthesis of MWCNTs and 
fibers [91,92]. We have also applied the inherent E-fields present in plasma growth to 
develop processes for forming vertically aligned MWCNTs using dc PECVD, where 
a gas mixture of NH3 and C2H2 was used at ~700°C. A stable and uniform dc glow 
discharge results over an area as large as ~75 mm. The plasma is more intensely con-
centrated toward the base electrode as pressure is increased, and the self-charging volt-
age also saturates after the first few minutes of growth under constant current control.

The vertically oriented CNFs were synthesized with pre-patterned Ni catalyst 
islands. Catalyst islands in the 300 nm range were formed in-between the electrodes 
using top-down wafer-scale approaches. After the liftoff process of the e-beam 
evaporated catalyst islands, high-purity acetylene (C2H2) and ammonia (NH3) 
were introduced at 700°C, which served as the carbon feedstock and diluent gas, 
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respectively, for the bottom-up synthesis of the CNFs using dc PECVD. When the 
desired growth pressure had been attained (~5 torr), the dc discharge was ignited at a 
power of ~200 W, and the growth was carried out for a fixed duration to the desired 
length of the CNFs. The CNFs ranged in length from 1 to 10 mm.

Given that the CNFs synthesized here using PECVD are targeted for NEMS applica-
tions, it is important to gain some insights into their mechanical properties. In this regard, 
bending tests were conducted on individual CNFs using a nanoprobe inside a SEM. The 
nanoprobe was mechanically manipulated so that it physically deflected the CNF to the 
right, as shown in Figure 10.7a. The CNF sustained bending angles ϕ as large as ϕ ~ 70° 
(Figure 10.7b), and it then returned elastically to its initial position (Figure 10.7c). The 
CNFs were able to tolerate such severe strains over tens of cycles without detachment 
from the substrate or fracture within the tube body, suggesting that their mechanical 
resilience and elasticity are extremely attractive for NEMS applications.

The resonance measurements are conducted using an optical interferometry setup 
shown in Figure 10.8, where a 633 nm He–Ne laser with a spot size of ~1 µm is 
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FIGURE 10.7 (a) Bending test on a single CNF with a nanoprobe reveals that the CNF is 
extremely resilient and able to tolerate bending angles ϕ as large as 70° as shown in (b). The 
CNF returns elastically to its initial position as shown in (c).
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FIGURE 10.8 Implementing laser optical interferometry on individual CNFs. (a) An opti-
cal interferometry displacement detection system. (b) A schematic illustration of a focused 
laser beam interrogating a single CNF. (c) An optical micrograph of a CNF under a laser spot 
focused near the tip of the CNF. Scale bar: 1 µm.
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focused on a single CNF inside a vacuum chamber equipped with an x–y–z stage. 
The x–y–z stage is manipulated so that the laser spot is placed precisely on the tip of 
the CNF, as shown by the schematic in Figure 10.8b.

Figure 10.8c depicts the optical microscope image of a single CNF captured 
within the focused laser spot. In prior measurements, high laser power was shown to 
melt and oxidize the Ni catalyst, leading to structural deformations in the CNFs [93]. 
It appears that at 500 µW, the laser power is low enough to prevent damage to the 
Ni catalyst, and yet high enough to enable resonance measurements with high preci-
sion. As the reflected light from the CNF and the substrate interferes, the Brownian 
motion arising from fundamental thermal fluctuations in the CNF is detected by a 
photodetector, and the readout is captured by a spectrum analyzer that displays the 
fundamental thermomechanical noise spectrum.

The undriven Brownian motion of a number of CNFs is recorded, with represen-
tative examples shown in Figure 10.9a and b, where the top insets depict the corre-
sponding scanning SEM images of the CNFs under consideration. The Q is extracted 
by fitting the measured thermomechanical noise spectrum to a damped harmonic 
resonator model. Figure 10.9a exhibits a measured resonance at 3.490 MHz with Q 
of 250, whereas Figure 10.9b shows a resonance frequency of 3.789 MHz with Q 
of 300. Most of the devices tested had CNF lengths and diameters in the range of 
L ≈ 2–6 µm and d ≈ 40–100 nm, respectively, and the corresponding fundamental 
mode of the resonance frequency was within ~3–7 MHz.

The resonance characteristics of the CNFs is examined before and after exposing 
the CNFs to electron radiation inside a SEM operated at relatively low acceleration 
voltage (3 kV), high current (1.9 nA), and long irradiation time. The electron beam 
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FIGURE 10.9 Resonances measured from two individual CNFs (a and b). Dashed line 
shows fitting results for determining Q factors of the resonances. Insets are SEM images of 
the CNFs. Scale bars: 1 mm.
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inside a SEM can easily react with residual organic material in the SEM  chamber 
and deposit amorphous carbon on the surface of the CNFs. This is clearly vis-
ible from the SEM images in Figure 10.10, which shows the CNF to be apparently 
thicker after electron beam exposure (Figure 10.10b) compared to before exposure 
(Figure 10.10a).

Figure 10.11 shows the measured multimode resonance response from this single 
CNF before any electron beam treatment in the SEM, with four distinct resonance 
modes detected in the 5–15 MHz range, with Q of 360–760. After irradiation of 
the CNF with the electron beam, the resonance response is immediately measured 
again. As shown in Figure 10.11b, the first two major resonance peaks, originally at 
5.94 and 6.73 MHz, shift down to lower frequencies at 5.63 and 6.15 MHz, respec-
tively, with noticeable changes in Q factors. In addition, the signal amplitudes are 
lowered and the two initially higher frequency resonances at 9.70 and 14.10 MHz are 
no longer present after the electron beam shower. The disappearance of the third and 
fourth modes can also be explained on the basis of carbon deposition, which makes 
those peaks less responsive to optical detection.

The above results indicate that our 1D CNF NEMS devices encounter a reduction 
in resonance frequency due to electron beam irradiation-induced amorphous car-
bon deposition on the surface. Based on the measured frequency shift of the lowest 
resonance mode, the added mass can be calculated by using δ δM M f f/ 2≈ 0 0/ , where 
δM, M, δf0, and f0 are the added mass, the total mass of resonator, the added mass-
induced frequency shift, and the initial resonance frequency of the device, respec-
tively. Given the measured resonance frequency shift of the fundamental mode in 
Figure 10.11b, we estimate the deposited mass on the CNF surface to be δM ≈ 4.4 fg, 
whereas the CNF’s own mass is M ≈ 41.5 fg. Being able to have response to this 
~5.2% frequency shift due to ~10.6% loaded mass suggests that the CNFs have excit-
ing prospects for enabling robust adsorption-based mass sensors with a very wide 
dynamic range.

10.3.2 grapheNe-based Nems resoNators

Just like carbon’s other low dimensionality—0D and 1D structures—2D graphene 
exhibits very interesting properties. Electrons in graphene interact with the honey-
comb lattice in a remarkable way which leads to unique electron transport proper-
ties. Graphene’s charge carriers are referred to as massless Dirac fermions, where 
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FIGURE 10.10 SEM images of a CNF cantilever resonator showing the effects of electron 
beam-induced carbon deposition on surface. (a) Top-view SEM image before electron beam 
shower. (b) After ~15 min of 3 kV, 1.9 nA electron beam irradiation. Scale bar: 1 mm.
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FIGURE 10.11 Multimode resonance responses measured before and after electron beam radiation. (a) A wide-range resonance response of an indi-
vidual CNF before electron exposure. (b) Response spectrum after an electron beam shower. Insets show details of individual resonances. Inset image 
shows a CNF with laser spot. Scale bar: 1 µm.
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the electrons move relativistically at speeds of ~106 ms−1 of instead of 3 × 108 ms−1. 
These unique physical attributes make graphene a remarkable platform in which to also 
examine interesting low-dimensional physics effects, besides the obvious potential it 
has for technological applications. The massless carriers and minimal scattering over 
micron-sized crystallites result in quantum mechanical effects that can survive even at 
room temperature. Graphene exhibits ballistic room-temperature electron mobility of 
2.5 × 105 cm2/V-s [94], the ability to carry ultrahigh current densities ~109 A/cm2 [95], 
an ultrahigh Young’s modulus of 1 TPa with a breaking strength of ~40 N/m [96], an 
excellent elasticity for accommodating strains of up to 20% without breaking, a very 
high thermal conductivity of ~5000 W/m-K [97,98], and optical absorption of 2.3% 
[99]. It also appears to be an excellent barrier for gases [100].

In the work conducted here, we have explored the potential of graphene for enabling 
2D NEMS resonators. The 2D graphene resonators were fabricated by transferring 
monolayer CVD-grown graphene to lithographically pre-patterned microtrenches. 
Although the transfer of graphene from metal growth substrates has become com-
mon practice for laboratory device fabrication, more work is necessary to achieve 
reproducibility and address the issues of defect introduction. As an example, when 
clean interfaces are achieved between two transferred graphene layers, hybridized 
properties emerge that open new scientific and technological opportunities. It is also 
critical to grow graphene directly on high-quality dielectrics such as hexagonal boron 
nitride (h-BN), which is free of dangling bonds and charge in homogeneities, unlike 
SiO2. This is crucial in order to maintain graphene’s high charge carrier mobility and, 
in this regard, all future heterostructure architectures with active graphene elements.

Nonetheless, although polycrystalline CVD graphene consists of various defects 
such as grains boundaries arising from initial growth, and through transfer to other 
substrates, the mechanical properties of CVD-grown graphene are comparable to those 
of mechanically exfoliated monocrystalline graphene [101]. In addition to the excellent 
mechanical properties, polycrystalline CVD graphene can be grown over large areas 
on copper (Cu) foil, facilitating the fabrication of large suspended structures through 
transfer techniques to pre-patterned microtrenches. By contrast, achieving such large 
suspended structures with mechanically exfoliated, monocrystalline graphene has been 
a significant challenge. CVD growth of graphene is performed by using a 1 inch 
(1″-diameter) quartz tube furnace. Before growth, Cu foil is carefully cleaned with 
acetic acid to remove the native Cu oxide and the foil is then annealed at 1000°C for 
3 h in hydrogen (H2) to remove any residual oxide; this anneal also allows for the small 
Cu grains to merge to form larger grains that serve as growth templates for graphene. 
Figure 10.12a shows an optical microscope image of graphene on Cu foil, showing 
the smooth surface of merged large Cu grains during the annealing process. Graphene 
is then synthesized using H2 and methane (CH4) gases at 1000°C for 5 min. During 
growth, we flow 100 sccm of CH4 with 20 sccm of H2 and at a pressure of 10 torr. After 
growth, we perform Raman spectroscopy to characterize the CVD-grown graphene. 
From Raman results, our CVD graphene has very high uniformity and high quality 
[102]. CVD graphene is then transferred to pre-patterned microtrenches to fabricate 
graphene resonators by using conventional wet transfer processes. Figure 10.12 dem-
onstrates examples of transferred graphene onto SiO2 substrates and suspended over an 
array of microtrenches to yield drumhead resonators.
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The resonance characteristics of circular drumhead CVD graphene resonators 
are measured by using an optical interferometry system, similar to the schematic 
shown in Figure 10.8a. Figure 10.13 shows an example of the measured thermome-
chanical noise spectrum from a drumhead graphene resonator. Thermomechanical 
noise at resonance is given by
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where:
T is the temperature
ωm is the angular resonance frequency
kB is Boltzmann’s constant
Q is the Q factor
Meff is the device effective mass
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FIGURE 10.12 CVD graphene on different substrates. (a) An optical microscope image 
of CVD graphene on Cu foil. Different sizes of Cu grains exhibit different surface mor-
phologies. (b) Transferred CVD graphene on 290 nm-thick SiO2 on Si substrate. Graphene is 
continuous over entire optical images. (c) An SEM image of suspended graphene on circular 
microtrenches, demonstrating drumhead graphene resonators.
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From this equation, the calculated Brownian motion of the device at room temperature 
is Sx th m, .1 2 1 20 98ω( ) = pm/Hz  and the responsivity and sensitivity of interferom-
etry system with the graphene resonator are ℜ = =S Sv th x th, ,/ . /pm1 2 1 2 0 358 µV  and 
Sx , .sys pm/Hz1 2 1 20 49= , respectively.

The measured resonance characteristics provide precise mechanical properties 
of graphene. By using the drumhead membrane resonator model, f0 = 2.4048(γ /rt)1/2/pd, 
where, d, γ, r, and t are the diameter, tension (N/m), density, and thickness of the 
resonators, respectively, and the estimated tension in the resonator is γ ~ 0.01 N/m 
(strain of 3 ×  10−5), demonstrating the unique capability of measuring ultrasmall 
strain levels in a 2D NEMS platform.

10.4 SUMMARY AND CONCLUSIONS

In sum, we have successfully shown that dc PECVD-synthesized MWCNTs exhibit 
ultralow reflectance properties over a wide spectral range from UV to IR for relatively 
thin (<10 mm) absorber ensembles. The structural characteristics of the MWCNT 
absorbers were engineered by controlling the bottom-up synthesis parameters during 
PECVD, which enabled optimization of the optical properties of the nanoabsorb-
ers. Such vertically oriented nanocarbon aerogel structures were also found to be 
extremely rugged, withstanding temperatures of up to 400°C, without showing signs 
of any significant degradation in optical properties.

We also demonstrate 1D CNFs and 2D resonant NEMS derived from nano-
carbon materials, where the resonance frequency and the quality (Q) factor of the 
devices are measured experimentally using ultrasensitive optical interferometry. 
The 1D nanocarbon resonators are formed using CNFs which are prototyped into 
cantilever-shaped 1D resonators of few micrometers long, where the resonance fre-
quency and Qs are extracted from measurements of the undriven thermomechani-
cal noise spectrum. The thermomechanical noise measurements yield resonances 
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FIGURE 10.13 Measured thermomechanical resonance response of a monolayer CVD 
 graphene resonator. Inset shows a SEM image. Scale bar: 5 mm.
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in the ~3–15 MHz range, with Q of ~200–800. Significant changes in resonance 
 characteristics were observed as a result of electron beam-induced amorphous car-
bon deposition on the CNFs, which suggests that 1D CNF resonators have strong 
prospects for ultrasensitive mass detection. We also presented results on NEMS 
resonators based on 2D graphene nanomembranes, which exhibit robust undriven 
thermomechanical resonances for the extraction of ultrasmall strain levels.
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11 Carbon Nanostructures 
from Biomass Waste 
for Supercapacitor 
Applications

Ankit Tyagi and Raju Kumar Gupta

ABSTRACT This chapter covers the recent advancements for the effective 
utilization of biomass for the fabrication of carbon nanostructures based elec-
trode materials for energy storage applications in supercapacitors. Biomass is 
available in large quantity and produced from waste generated from various 
sources such as agriculture residue, tree leafs, food waste, nutshells, household 
and industrial activities. They contains celluloses, hemi-celluloses and lignin 
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biopolymers, which can be considered as carbon source and one can get the 
activated carbon of industrial importance. The basic principles of energy stor-
age devices e.g. supercapacitors, synthesis, characterization and performances 
of various electrode materials are discussed. The potential of carbon nano 
particles for energy storage applications has not been fully recognized yet. 
However, the trends for future developments are very promising.

11.1 INTRODUCTION

Energy is an important issue for every country on the earth.1 At present, we depend 
majorly on fossil fuel consumption for our energy needs; energy production from 
fossil fuels will lead to several future impact on world economy and ecology.2,3 

Consumption of fossil fuels gives rise to the CO2 emission, which is rising at an 
alarming rate due to global economic expansion. CO2 gas is the main contributor to 
the global  warming. An increase in the world population is also forcing us to con-
sume more and more fossil fuel. According to the survey made by “World Energy 
Council,” it has been estimated that by the end of year 2050, world will consume 
double the energy what we are consuming today.4 Because of this rapid increase in 
the energy consumption around the world and the harmful effects of the traditional 
energy sources on environment, several challenges are imposed to human health, 
environment, and energy security.5 We have to move toward the energy production 
from the renewable sources in order to meet our energy consumption because fossil 
fuels will not last forever.

Energy in the form of solar energy, wind is available in abundant amount; they are 
the renewable and readily available sources of energy.6,7 However, the availability of 
this energy at the time of need is still an issue because sun is available in day time 
only and wind does not blow all the time. Another issue associated with renewable 
energy is the imbalance in its regional distribution due to which there is very less or 
no renewable energy available in some parts and there is availability of vast amount 
of renewable energy in other parts of the earth.8,9 Energy storage devices play an 
important role in storing renewable energy so that we can utilize it at the time of 
unavailability of energy source.

This will create new opportunities in the development of energy storage devices and 
technologies that utilize energy more efficiently. Market for portable electronic devices 
such as mobiles and the hybrid electric vehicles is also growing rapidly and requires 
the use of clean energy sources.10 Li-ion batteries, fuel cells, and supercapacitors as 
the energy storage systems are receiving most of the attention of scientific community 
at present. These are important in our daily life and play a vital role in completing the 
energy requirement of portable electronics such as cell phones, laptops, and notepads. 
They have also great potentials for future electric vehicles.2,11 However, most of the 
batteries are not able to give large power and suffer from slow power delivery, which 
is required in some applications, for example, at the start of electric vehicles or at the 
time of braking and accelerating the electric vehicles. In the twenty-first century, it is a 
challenge for the storage devices to achieve high power density and long-term cycling 
life.11,12 Supercapacitors can overcome this problem as they can store and release energy 
with high-rate capability and they are high power density devices.
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11.2  COMPARISON OF SUPERCAPACITORS 
WITH CONVENTIONAL CAPACITORS, 
BATTERIES, AND FUEL CELLS

Comparison of all these energy storage devices can be made on the basis of Ragone 
plot, which gives relationship between the specific energy (Wh/kg) versus specific 
power (W/kg) (Figure 11.1).

A Ragone plot showed that batteries and low-temperature fuel cells are typical 
high energy devices having energy density in between 10 and 1000 Wh/kg, although 
they store large amount of energy, but they are not able to deliver this energy at a 
faster rate because of their low power density. Conventional capacitors such as metal 
electrode capacitors or electrolytic capacitors have very high power density on the 
order of 106 W/kg, but the low energy density is a serious problem with this type of 
energy storage system, and they are not able to meet the requirement of long duration. 
Therefore, we are not able to meet all the needs of today’s market in both the cases.14 

Electrochemical capacitors are also called supercapacitors that fill the gap between 
batteries and conventional capacitors. They may store 100 or 1000 times more energy 
compared to conventional capacitors and can release high charge in less time com-
pared to batteries. Hence, they may improve the performance of conventional capaci-
tors in terms of energy density and battery performance in terms of power density. 
They are also expected to have much longer cycle life than batteries (Table 11.1). 

11.2.1 SupercapacitorS

Capacitors that store the energy within the electrochemical double layer at the 
 electrode/electrolyte interface are known under various names which are trademarks 
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FIGURE 11.1 A Ragone comparison of power and energy densities for electrochemical 
capacitors, storage batteries, and fuel cells. (Choudhury, N.A. et al., Energ. Environ. Sci., 2, 
55–67, Copyright 2009. Reproduced by permission of the Royal Society of Chemistry.)
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or established colloquial names such as double-layer capacitors, supercapacitors, 
 ultracapacitors, power capacitors, gold capacitors, or power cache. Electrochemical 
double-layer capacitor” is the name that describes the fundamental charge storage 
principle of such capacitors.14

11.2.2 typeS of SupercapacitorS

Supercapacitors can be classified into three categories depending on the charge stor-
age mechanism at the electrode/electrolyte interface: electric double-layer capaci-
tors, pseudocapacitors, and hybrid electrochemical capacitors. They are described in 
Sections 11.2.2.1 through 11.2.2.3.

11.2.2.1 Electric Double-Layer Capacitors
In the case of electric double-layer capacitors, double layers of charges are formed 
at the electrode/electrolyte interface due to electrostatically reversible adsorption of 
electrolyte ions on the electrode surface. Electrodes are generally high surface area 
carbon electrodes having mesoporosity. There is no chemical reaction between the 
electrode and the electrolyte in this type of charge storage mechanism. Current will 
flow due to the formation and deformation of double layer; hence, the process is 
highly reversible and millions of charge/discharge cycles are possible resulting in 
long lifetime of the electric double-layer capacitors.6,15,16

11.2.2.2 Pseudocapacitors
Pseudocapacitors store electric energy due to faradaic charge transfer between the 
electrode and the electrolyte. Electrode materials for pseudocapacitors include tran-
sition metal oxides such as RuO2, MnO2, Co3O4, or NiO, and conducting polymers 
such as polyaniline (PANI) or polypyrrole (PPy). These materials store energy through 
 oxidation–reduction, electrosorption, or doping–dedoping process. Specific capaci-
tance of pseudocapacitors is 10–100 times higher than that of electric double-layer 
capacitors. It has also been seen that pseudocapacitors show higher working voltage than 
electric double-layer capacitors. In pseudocapacitors, electrochemical process occurs 

TABLE 11.1
Comparison of the Properties of Battery, Electrostatic Capacitor, 
and Supercapacitor

Basis Battery Electrostatic Capacitor Supercapacitor

Discharging time 0.3–3 h 10−3–10−6 s 0.3–30 s

Charging time 1–5 h 10−3–10−6 s 0.3–30 s

Energy density 10–100 Wh/kg <0.1 Wh/kg 1–10 Wh/kg

Specific power 50–200 W/kg >10,000 W/kg ~1000 W/kg

Charge–discharge 
efficiency

0.7–0.85 ~1 0.85–0.98

Number of cycles 500–2000 >500,000 >100,000

Source: Zhang, Y. et al., Int. J. Hydrogen Energ., 34, 4889–4899, 2009.
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near the surface, so that only a thin layer of electrode material is faradaically active and 
takes part in the charge storage mechanism. However, pseudocapacitors usually have 
lower power densities and cycling life than electric double-layer capacitors.6,7,15–18

11.2.2.3 Hybrid Electrochemical Capacitors
As the name suggests, hybrid electrochemical capacitor is a hybrid of  electric double-layer 
capacitor and pseudocapacitor. In the last few years, there are several  electrochemical 
capacitors developed by researchers with asymmetrical configuration, which include a 
carbon electrode having double-layer capacitance and a pseudocapacitive material hav-
ing faradic charge storage at the other electrode. In  general, pseudocapacitive materials 
have been used as cathode in most of the hybrid electrochemical capacitors developed 
till date. Pseudocapacitive electrodes store the charge through faradic process, which 
helps in improving the overall specific capacitance, and extend the working voltage of 
the hybrid electrochemical capacitors. The energy density of hybrid electrochemical 
capacitors is higher than that of electric double-layer capacitors.6,15,16,18

11.2.3 charge Storage MechaniSM in electric Double-layer capacitorS

The electric double-layer capacitors are usually made of carbon electrodes  having high 
surface area. Electric double-layer capacitance is developed at the electrode/electrolyte 
interface where electric charges are distributed on the electrode surface and oppositely 
charged ions are arranged in the electrolyte. The charge storage mechanism depends 
on the surface dissociation as well as ion adsorption from both the electrolyte and crys-
tal lattice defects. Figure 11.2 shows that electric double-layer capacitance developed 
at the interface between the electrode and the electrolyte. Electric charges arrange on 
the electrode surfaces in order to maintain the condition of electroneutrality; electro-
lyte ions of opposite charge counterbalance the amount of charge that builds up on the 

Electrolyte

Discharge

Charge

Separator Separator

Positive
electrode

Negative
electrode

+ − + −

FIGURE 11.2 Mechanism of charge/discharge process for electric double-layer capacitor. 
(Reproduced with permission from Manaf, N.S.A. et al., ECS J. Solid State Sci. Technol., 2, 
M3101–M3119, Copyright 2013, The Electrochemical Society.)
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electrolyte side. During the process of charging, the electrons travel from the positive 
electrode to the negative electrode through an external load. Within the electrolyte, cat-
ions move toward the negative electrode and anions move toward the positive electrode. 
In this way, energy is stored at the double-layer interface. During discharge, the reverse 
processes take place. Because there is no charge transfer across the electrolyte/elec-
trode interface, there are no chemical or composition changes in this process (i.e., non-
faradaic processes). Consequently, charge storage in electric double-layer capacitors is 
highly reversible, leading to very high cycling stabilities (up to 106 cycles). It is generally 
said that the higher the surface area the higher the specific capacitance. However, it is 
not always true as many researchers showed that high surface area carbon may have 
low specific capacitance than lower surface area carbon. Porosity of the surface plays 
a major role in the charge storage mechanism. All the pores are not electrochemically 
active. Only the pores having size more than 5Å are electrochemically active and the 
optimal filling of poresis is achieved for pores having size close to 7–8Å in aqueous and 
organic electrolytes. Generally, high surface area carbon having most of the mesopores 
(2–50 nm in size) is considered as a good electrode material for the electric double-layer 
capacitor. Apart from the above factors, specific capacitance also depends on the sur-
face groups attached on the surface of carbon and the size of electrolyte ion taking part 
in the electrochemical process. Higher oxygen containing or acidic surface functional 
groups on the surface of carbon may result in higher specific capacitance.18–25

11.2.4  MoDelS for charge Storage in electric 
Double-layer capacitorS

To understand the electrical processes occurring at the interface between a solid 
 conductor and an electrolyte in detail, various models have been developed  gradually 
over the years.

11.2.4.1 Helmholtz’s Double-Layer Model
Helmholtz was the first who introduced the concept of double layer at the electrode/ 
electrolyte interface in 1853. After that he compared the metal/metal interface with 
the metal/aqueous electrolyte interface in 1879. Metals are the good conductors of 
charge so that there is no electric field inside the metallic electrode at equilibrium. 
Consequently, he proposed that all the charges in the metallic conductors stay at its 
surface and the counter charge in the solution also resides at the surface to main-
tain the electroneutrality. Thus, two layers of charges are formed at the electrode/ 
electrolyte interface having opposite polarity and are separated by a short distance 
(order of few angstroms). A capacitor is formed at the interface. Differential capaci-
tance of this capacitor is given by the following equation:

 
C

d d
H where= ∂

∂
= =σ

ψ
εε σ εε ψ0 0,

where:
 HC  is the differential capacitance per unit area at the interface
σ is the surface charge density
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ψ  is the voltage drop across the double layer
ε is the dielectric constant of the medium
ε0 is the permittivity of the free space
d is the interlayer spacing

This model failed as it predicts the constant differential capacitance at the interface. 
But for real systems it is not constant, but it varies with potential, and hence consid-
ering d constant is not correct. Thus, we need a more complicated model to explain 
the interfacial phenomena.26–28

11.2.4.2 Gouy–Chapman Model
Gouy and Chapman both independently proposed the idea of diffuse layer so this model 
was named as Gouy–Chapman model. In the early 1900s, Gouy found that capacitance 
in the double layer is not constant and it depends upon the applied potential across 
the electrodes and the concentration of the electrolyte. He revealed that the charge 
on the metallic electrode is confined to the surface, but for electrolyte it is not always 
true, especially for the low concentration of electrolyte solutions. Considerable amount 
of thickness of the electrolyte solution is required in order to balance the charges on 
the electrode surface. According to this model, electric forces are attractive or repul-
sive depending on the polarity of the electrolyte ions acting between the electrode and 
the electrolyte ions, together with the tendency of thermal motion of the ions which 
tries to randomize the electrolyte ions. Thus, the diffuse layer of charges is formed 
on the electrolytic side of the interface, and the constant d in the Helmholtz model 
should be replaced by the average separation of ions in the diffuse layer. From this 
point, they concluded that the capacitance depends on the applied potential on the elec-
trode because the diffuse layer becomes compact as we increase the applied potential. 
Similarly, if we increase the concentration of the electrolyte solution, the compact layer 
becomes compact and the differential capacitance at the electrode/electrolyte interface 
increases. Mathematical formulation of differential capacitance by this model uses 
Poisson’s equation and the Boltzmann equation. Poisson’s equation explains how the 
charge per unit volume depends on the variation of the electrode potential with the 
distance from the electrode surface, and the Boltzmann equation gives the distribution 
of the electrolyte ions because of their thermal motion. According to Gouy–Chapman 
model, differential capacitance at the interface is given by the following equation: 
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z is the magnitude of charge on the ion
e is the electronic charge
n0 is the concentration of each ion in the solution
k  is the Boltzmann constant
T is the absolute temperature

The weakness of this model is that they considered ions as point charge. Because of 
this, ions can approach the surface arbitrarily closer and the capacitance can increase 
infinitely with the increase in potential according to this model, which is not possible 
for the real systems.26–28

11.2.4.3 Stern and Grahame Model
In 1924, Stern modified the Gouy–Chapman model by including both compact 
layer and diffuse layer. In this model, he considered that ions are having a finite 
size and can approach the surface closer till their ionic radius. The closest approach 
of the ion toward the electrode surface also depends on the solvation of ion in the 
solvent because of which the radius of the ion increases. The plane formed by the 
locus of the centers of the specifically adsorbed ions is called the inner Helmholtz 
plane (IHP). The solvated ions can approach the surface of the electrode only 
up to the IHP. The plane formed by the centers of the solvated ions is called the 
outer Helmholtz plane (OHP). Solvated ions can interact only with the electrode 
through long-range electrostatic forces and does not depend on the chemical prop-
erties of the ions; these ions are called nonspecifically adsorbed ions. This model 
is the combination of the Helmholtz and the Gouy–Chapman model, and the dif-
ferential capacitance by this model is given by the following equation: 

 
1

20 0 2
C

d

z e n kT ze kTS 2 2 0 1/2

1

/ cosh /2
= +

( ) ( )εε εε Φ

where:
d is the distance between the electrode surface and the OHP
Φ2 is the potential of the OHP

This equation can also be written as the combination of two capacitors in series: 

 
1

C C CS H G

  
1

  
1= +

This equation gives the result close to the experimental values in most of the situ-
ations. When the concentration of the electrolyte is high or the applied poten-
tial is high, a very compact layer is formed and Helmholtz layer capacitance is 
dominated over diffusion layer thickness; for very dilute electrolyte solutions 
or small electrode potentials, diffusion layer capacitance is higher compared to 
Helmholtz capacitance because a very loose compact layer is formed in this case 
(Figure 11.3).26–29
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11.2.4.4 Bockris, Devanathan, and Müller Model
J. O’M. Bockris, M. A. V. Devanathan, and K. Müller (BDM) proposed a model 
for electric double-layer in 1963 and they included the effect of solvent during elec-
tric double-layer formation. The earlier models neglected the intermolecular forces 
among the dipoles, which is an important parameter in deciding the rate of change of 
dipole orientation with applied electrode potential. They suggested that the first layer 
of water is present at the surface of electrode within the IHP having dielectric con-
stant 6. The dipoles of water molecules in this layer are aligned in a fixed direction 
due to the charge on the electrode surface. Some water molecules may be displaced 
by specifically adsorbed ions. In the second layer of water molecules, the dipoles of 
the water molecules are not fixed in direction compared to the first layer and have 
dielectric constant 32 (Figure 11.4).27,29,30

11.2.5 charge Storage MechaniSM for pSeuDocapacitorS

The major problem with the carbon-based electric double-layer capacitors is their 
low specific energy. Most of the commercially available products have specific 
energy up to 10 Wh/kg, whereas the most lead acid batteries have specific energy 
up to 35–40 Wh/kg. The specific energy storage further increases up to 150 Wh/kg 
for the Li-ion batteries. The most active transition metal oxide for pseudocapaci-
tors is hydrous RuO2 because of its high-specific capacitance and high electrochemi-
cal stability. Being a noble metal oxide, RuO2 is very costly and has some harmful 

Stern layerDiffuse layer

(a) (b) (c)

Diffuse layer

Solvated cation

Anion

IHP    OHP

d

Positively charged surface

Positively charged surface

Positively charged surface

ψ0 ψ0 ψ0

ψ ψ ψ

FIGURE 11.3 Models of the electrical double-layer at a positively charged surface: (a) the 
Helmholtz model; (b) the Gouy–Chapman model; and (c) the Stern model, showing the IHP 
and OHP. The IHP refers to the closest approach of specifically adsorbed ions (generally 
anions) and the OHP refers to that of the nonspecifically adsorbed ions. The OHP is also the 
plane where diffuse layer begins. d is the double-layer distance described by the Helmholtz 
model. ψ0 and ψ are the potentials at the electrode surface and the electrode/electrode inter-
face, respectively. (Zhang, L.L. and Zhao, X.S., Chem. Soc. Rev., 38, 2520–2531, Copyright 
2009. Reproduced by permission of the Royal Society of Chemistry.)
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environmental effects. Therefore, the scientists are trying to replace it with an 
environment-friendly and low-cost material. The U.S. military is using RuO2-based 
supercapacitors for missile and aerospace applications, because cost is not an issue 
for these applications. MnO2 is the most promising material after RuO2 for pseudo-
capacitors due to its high theoretical specific capacitance of ~1370 F/g, low-cost and 
environmental benign. Many researchers tried to study the charge storage mecha-
nism of the MnO2; two mechanisms of them got attention. In the first mechanism, 
it is considered that the electrolyte metal ions (C+ = Li+, K+, Na+, etc.) or H+ ions 
intercalate and deintercalate into the bulk MnO2. During intercalation, reduction and 
oxidation occur during the deintercalation process. 

 MnO H  e MnOOH2 + ++ −


or

 MnO C e MnOOC2 + ++ −


The second mechanism considered the adsorption of electrolyte metal cations at the 
surface of MnO2 electrode. 

 MnO C e MnO C2 surface 2
+

surface
+ + ( )+ − −



In both mechanisms, the oxidation state of Mn changes from +3 to +4 during 
oxidation and +4 to +3 during reduction process. It is also seen that there is no 
change in the oxidation state for the bulk material so that only a thin layer of MnO2 
electrode is electrochemically active. Although the uptake of cations during the 
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FIGURE 11.4 BDM double-layer model including layers of solvent.
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intercalation process is still not very clear, H+ can directly intercalate into MnO2 
structure but not the cations.6,7,17,31,32 Electrochemical activity of MnO2 is known 
to be dependent on the water content in the MnO2 and also on the thermodynamic 
stability of MnO2 phase.31,33 In addition, manganese dissolution and oxygen evo-
lution reaction are two factors that strongly influence the cycling properties of 
the MnO2 electrode. It has been observed that most of the MnO2-based pseudo-
capacitors show ~20% reduction in specific capacitance after ~1000 charge/dis-
charge cycles, suggesting the difficulty in achieving long-term cycling stability for 
a device (Figure 11.5).6,7,31,32

11.2.6 coMponentS of SupercapacitorS

Supercapacitors mainly consist of two electrodes, a separator, and an electrolyte. The 
electrodes are made up of a metallic collector, and of an active material, which is a 
high surface area carbon, a metal oxide, or a conducting polymer. These two electrodes 
are separated by a membrane called separator. Separators allow the movement of ions 
through it but inhibit the conduction of electrons in order to prevent the short circuit-
ing. Space between the electrodes is impregnated with an electrolyte. The electrolyte 
may be of solid-state electrolyte, organic electrolyte, ionic electrolyte, or aqueous type 
depending on the application. The working voltage of supercapacitor is determined by 
the decomposition voltage of the electrolyte and depends mainly on the environmental 
temperature, current intensity, and the required  lifetime (Figure 11.6).34

11.2.6.1 Electrolytes
The type of electrolyte used in supercapacitors has a considerable effect on its perfor-
mance, that is, the amount of energy stored, and how quickly this stored energy can 
be released. The relationship between the amount of energy stored (E), the operating 
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FIGURE 11.5 Energy storage mechanism for pseudocapacitors. (Reproduced with permis-
sion from Manaf, N.S.A. et al., ECS J. Solid State Sci. Technol., 2, M3101–M3119, Copyright 
2013, The Electrochemical Society.)
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voltage (V), and the specific capacitance (C, i.e., E = ½CV2) is important for the 
determination of energy density, so that the decomposition voltage of the electrolyte 
determines the operating voltage of the electrochemical capacitors. The electrolyte 
may be of the solid-state, organic, or aqueous type. Organic electrolytes are produced 
by dissolving quaternary salts in organic solvents. Their dissociation voltage may be 
greater than 2.7 V.34 Aqueous electrolytes are typically KOH or H2SO4, presenting 
a dissociation voltage of only 1.23 V. Ionic liquids are generally used these days for 
attaining higher voltage window up to maximum 4.2  V. Electrolyte conductivity 
has a marked effect on the equivalent series resistance, which determines the power 
output. Aqueous electrolytes due to their high conductivity and low viscosity tend to 
produce faster rates of charge/discharge. Relatively higher concentration of electro-
lytes is required to minimize the equivalent series resistance and hence maximize 
the power density. However, strong acids and strong bases determine the materials of 
construction for the cell. The use of concentrated electrolytes also increases the rate 
of self-discharge displayed by the capacitor.3,14

11.2.6.2 Separators
Most of the separators available in the market are designed for batteries only. Hence 
there is a need to develop the separator that is specific for the electrochemical capaci-
tors in order to achieve the exceptional performance of the electrochemical capaci-
tors. If organic electrolytes are used, polymer (typically polypropylene) or paper 
separators are applied. With aqueous electrolytes, glass fiber separators as well as 
ceramic  separators are generally used.34
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FIGURE 11.6 Schematic representation of a supercapacitor cell. (Bose, S. et al., J. Mater. 
Chem., 22, 767–784, Copyright 2012. Reproduced by permission of the Royal Society of 
Chemistry.)
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11.2.7 bioMaSS WaSte uSeD for Supercapacitor applicationS

Puthusseri et al. have prepared high surface area carbon derived from waste paper via 
the hydrothermal method followed by KOH activation in the inert environment and 
used it for supercapacitor applications. The Brunauer–Emmett–Teller surface area was 
reported to be 2341 m2/g. The as-synthesized material had both mesopores and micro-
pores with 70% pore volume due to the micropores and rest due to mesopores, hav-
ing 2–3 nm size. A solid-state supercapacitor device was fabricated with ionic liquid 
polymer gel electrolyte having maximum power density of 19,000 W/kg and energy 
density of 31 Wh/kg. The Li-ion electrochemical capacitor was also constructed using 
waste paper carbon as cathode which showed an excellent energy density of 61 Wh/kg 
(Figure 11.7).36

Karthikeyan et al. have used pine cone to produce high surface area carbon. They 
selected pine cone or coulter pines and their seeds because it is a common biomass, 
which has existed for over 200 million years, low cost, and present in abundant 
amount. They showed that raw pine cone has highly organized crystalline cellulose 
fibers, lignin, carbohydrates, and uronic acid in it, and microfibers have an external 
diameter of 45  µm. They produced the maximum surface area (~3950  m2/g with 
an average pore size of 2.9 nm) for the 1:5 ratio of KOH to pine cone carbon when 
heated under Ar atmosphere, which is much higher than that reported for carbona-
ceous materials derived from various other biomass precursors. They showed the 

(d)
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(a) 1 μm10 μm

100 nm200 nm

FIGURE 11.7 (a–d) Field emission scanning electron microscope images of carbon from 
waste paper at different magnifications. (From Puthusseri, D., Aravindan, V., Anothumakkool, 
B., Kurungot, S., Madhavi, S., and Ogale, S. From Waste Paper Basket to Solid State and 
Li-HEC Ultracapacitor Electrodes: A Value Added Journey for Shredded Office Paper, Small. 
2014. 10. 4395–4402. Copyright Wiley-VCH. Reproduced with permission.)
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maximum specific capacitance of 198 F/g or energy density of 61 Wh/kg for 0–3 V 
voltage window at a current density of 0.25 A/g for activated carbon with 5 wt.% 
KOH, using symmetrical supercapacitor cell configuration. They also reported that 
small oxygen-containing groups present in activated carbon surface are crucial to 
ensure long cyclability and maintained ~90% retention in specific capacitance after 
20,000 cycles.37

Hao et al. have used bagasse as a raw material and produced hierarchical porous 
carbon aerogel for the supercapacitor applications. Bagasse is an industrial waste 
from sugar industry, a leftover after the extraction of sucrose from sugarcane plant. 
Demand of sugar is growing in the world so that more and more bagasse will pro-
duced as industrial waste, present in abundant amount and considered as a renew-
able source of biomass. It contains high proportion of cellulose, which was extracted 
through alkaline hydrolysis. Bagasse carbon aerogel was obtained through freeze 
drying of cellulose solution, which was further activated with KOH at different 
 temperatures in order to get activated carbon aerogel. It was used for supercapacitor 
applications and a specific capacitance of 142.1 F/g at a current density of 0.5 A/g 
was achieved. As-prepared electrode showed 93.9% retention in specific capacitance 
after 5000 cycles.38

Jin et al. have used big bluestem, also called Andropogon gerardii or prairie tall-
grass, which is a type of grass species found in the Midwest United states. Originally, 
these are used to produce biofuels via thermochemical processes, which produce 
biochar as a waste. They reported that biochar wastes generated from biofuel pro-
duction have 30% of initial biomass and can be utilized further for the supercapaci-
tor applications. They used three different activation agents (NaHCO3, NaOH, and 
KOH) to activate the big bluestem biochar through carbonization under N2 flow. 
The maximum specific surface area obtained was 552, 1616, and 2490 m2/g when 
NaHCO3, NaOH, and KOH were used as activating agents, respectively. The carbon 
produced after activation has multilayer graphene structure as confirmed through 
Raman spectroscopy. Symmetrical two-electrode configuration was used for elec-
trochemical characterization. The maximum specific capacitance was 283 F/g for 
KOH-activated sample in 6 M KOH electrolyte at the current density of 0.1 A/g.39

Peng et  al. have used pomelo peel as a biomass source to generate carbon for 
the supercapacitor applications. Pomelo is a fruit found in Southeast Asia and the 
south of the Yangtze River in China; it belongs to the citrus family. Pomelo peel was 
carbonized under Ar atmosphere, followed by activation with KOH in order to get 
high surface area carbon (P-AC, 2191 m2/g).This activated carbon was again heated 
under Ar atmosphere to get low oxygen content activated carbon (H-AC, 2057 m2/g). 
The specific capacitance of P-AC was found to be 342 F/g, whereas it was 286 F/g 
for H-AC under similar conditions. Symmetric supercapacitor with H-AC sample 
showed that it can work up to 1.7 V voltage window with 1 M NaNO3 aqueous elec-
trolyte and can retain 90% specific capacitance even after 1100 cycles at the current 
density of 2 A/g during charging/discharging.40

Xu et  al. have prepared two-dimensional porous carbon with high surface area 
(1069 m2/g) and high micropore volume ratio (83%) through the KOH activation of car-
bonized pistachio nutshell. They have reported that pistachio nutshell having 2D lamel-
lar structure remains as it is after carbonization. Thickness of each slice in carbonized 
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shell is ~200  nm. Because of this structure, the ion transport length decreases and 
helps in fast charge transport in supercapacitors. After KOH activation, more pores are 
generated having an average pore size of 0.76 nm; this size is slightly higher than that 
of TEA+ ion (0.68 nm) in tetraethylammonium tetrafluoroborate organic electrolyte. 
These desolvated TEA+ ions may approach the electrode surface more closely so that 
thickness of the double layer decreases, resulting in higher capacitance (20.1 µF/cm2). 
The electrochemical activity of carbon was tested in aqueous as well as organic electro-
lytes. High energy density of 10/39 WH/kg at a power of 52/286 kW/kg was reported 
in 6 M KOH aqueous electrolyte and 1 M TEA BF4 in ethylene carbonate-diethyl car-
bonate (1:1) organic electrolyte, respectively (Figure 11.8).41

Jin et al. have prepared activated carbon fibers at different activation time from 
waste wood shavings generated from fir (Cunninghamia lanceolata), waste from a 
furniture factory in China. First, they prepared fibers through a self-made spinning 
apparatus and activated them with the help of steam–nitrogen mixture gas. Maximum 
specific and micropore surface areas were 3223 and 2300 m2/g, respectively, and the 
average pore size of 3–4  nm for 180  min activated sample. The electrochemical 
characterization showed a specific capacitance of 280 F/g at 0.5 A/g current density 
and retained 81.8% at 10 A/g in 1 M H2SO4. As-prepared carbon fibers showed high 
capacitance retention of 99.3% after 2000 charge/discharge cycles. Electrochemical 
impedance spectroscopy confirmed that as-prepared activated carbon fibers were 
having small equivalent series resistance (0.72–0.78 Ω) and charge transfer resis-
tance (0.21–0.35 Ω).42

5 μm 5 μm 10 nm 2 nm

(d)

0.76 nm

(b)

Carbonization
at 270 °C for 2 h and 750 °C for 3 h

KOH activation
at 750 °C for 3 h

(c)(a)

FIGURE 11.8 The simulation model as well as the scanning electron microscopic (SEM) 
and high-resolution transmission electron microscopic (HRTEM) images of four characteris-
tic states of the carbon representing the reaction process. (a) SEM image of the pistachio nut-
shell, which has a continuous, uniform, and lamellar natural structure. (b) SEM image of the 
carbonized nutshell, which possesses a curved 2D lamellar structure with certain shrinkage 
compared with that of the natural structure. The resultant porous carbon preserves a wealth 
of natural plant features of the pistachio nutshell. (c and d) HRTEM images with different 
magnification times highlight the porous structure of AC-SPN-3. The diameter of the pore is 
about 0.5–1 nm. (Reproduced with permission from Xu, J. et al., Sci. Rep., 4, Copyright 2014, 
Nature Publishing Group.)
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Wang et al. have used kenaf stems to produce hierarchical porous carbon with the 
help of Ni etch process using hydrochloric acid. Different sized pores were produced 
via carbonizing carbon surface using a different concentration of Ni (34 ± 10 nm). 
The maximum specific surface area was found to be 1408 m2/g with a pore size of 
3.92 nm for the lowest concentration of Ni salt. It was also reported that electric con-
ductivity of the carbon is lowest for this sample (1.52 s/cm). Etched and pyrolyzed 
carbon showed poor conductivity than only pyrolyzed carbon due to its more fluffy 
structure. Fourier transform infrared spectroscopy (FTIR) and X-ray photoelectron 
spectroscopy (XPS) results confirmed that as-prepared carbon was having oxygen-
containing groups attached to its surface. As-prepared sample showed highest spe-
cific capacitance of 327 F/g at 2 mV/s scan rate and retained 84.7% of the specific 
capacitance at 100 mV/s scan rate. Charge/discharge characterization showed 95.6% 
specific capacitance after 5000 cycles at a current density of 1 A/g (Figure 11.9).43

Bhattacharjya et  al. have prepared activated carbon from cow dung via KOH 
 activation and used it for supercapacitor applications. Cow dung is present in abun-
dant amount on the earth, currently used as fertilizer and cooking fuel in most of the 
developing countries. They partially carbonized the cow dung, mixed with KOH in 
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FIGURE 11.9 (a) Typical C–V curves of PKSC0.016 electrode obtained at different scan rates 
of 2, 5, 10, 20, 50, 70, and 100 mV/s. (b) The plot of specific capacitance of PKSC0.016 elec-
trode as a function of scan rate. (Wang, L. et al., RSC Adv., 4, 51072–51079, Copyright 2014. 
Reproduced by permission of the Royal Society of Chemistry.)
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different mass ratio, and then carbonized the mixture in N2 atmosphere, resulting 
in highly porous carbon with irregular surface morphology. Interconnected pores 
were obtained after carbonization for the optimized amount of KOH. The carbon 
as- prepared had Brunauer–Emmett–Teller surface area of 1984 m2/g and 68% micro-
pore volume ratio. Electrochemical characterizations were carried out using full-cell 
symmetric supercapacitor configuration in organic electrolytes at 0–2.5 V. The maxi-
mum specific capacitance was 124 F/g at a current density of 0.1 A/g for 2:1 ratio 
of KOH and precarbonized char (ACDC-2), and remained at 117 F/g at an increased 
current density of 1 A/g. The energy density of cell was found to be 28 Wh/kg at 
1 A/g current density. Charging/discharging was done at 1 A/g current density and 
showed 85% retention of specific capacitance after 1000 cycles. Electrochemical 
impedance spectroscopy results showed that the  internal resistance is minimum for 
ACDC-2 sample (6.35 Ω), whereas equivalent series resistance remains almost simi-
lar for all the samples.44

Li et al. have used walnut shell to prepare activated carbon/ZnO composite for 
the supercapacitor applications. They used hydrothermal technique followed by 
heat treatment at different temperatures to get activated carbon/ZnO composite. 
Irregular morphology was obtained for carbon and flowerlike ZnO clusters were 
present on the surface of activated carbon. Raman and FTIR showed the graphitic 
nature of carbon and the presence of oxygen-containing groups on the surface of 
activated carbon, respectively. Precursor ZnCl2 played multiple important roles 
together; it helped in increasing the surface area, improved the surface oxygen 
groups, and also transformed into ZnO, resulting in improving the pseudocapaci-
tance of the supercapacitor. The specific surface area was obtained up to 818.9 
m2/g for activated carbon/ZnO composite and 1072.7 m2/g for activated carbon at 
800°C after removing ZnO. The maximum specific capacitance of 117.4 F/g was 
obtained for activated carbon/ZnO composite at a current density of 0.5 A/g dur-
ing charge/discharge experiment in 6 M KOH aqueous electrolyte. There was no 
obvious decay in specific capacitance after 1000 charge/discharge cycles at 0.5 A/g 
current density.45

Huang et al. have prepared phosphorus- and oxygen-rich activated carbon through 
phosphoric acid activation of fruit stones (a mixture of apricot and peach stones), 
a lignocellulosic waste. They reported that the specific surface area decreased as 
the carbonizing temperature increased (up to 800°C) due to pore shrinkage of car-
bon structure or the blockage of the pores by surface functionalities and increased 
slightly at temperature of 900°C and 1000°C due to the decomposition and vola-
tilization of phosphocarbonaceous compound. XPS showed that carbon, oxygen, 
and phosphorus were present in all the samples, but maximum phosphorus (2.58%) 
was present in 900°C sample (APP900). Electrochemical characterization for two-
electrode configuration in 1 M H2SO4 showed that oxygen functionalities contrib-
uted in pseudocapacitance at low current densities (0.05  A/g), but also increased 
the equivalent series resistance and resulted in deterring the specific capacitance 
of supercapacitors. APP900 sample showed the maximum specific capacitance of 
165 F/g at 0.1 A/g current density for an operating voltage window of 1.5 V in 1 M 
H2SO4 aqueous electrolyte. The charging/discharging was done up to 20,000 cycles 
and 99% capacitance retention was achieved for APP900 sample.46
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Jin et al. have used distillers dried grains with soluble (DDGS) generated biochar 
waste for the supercapacitor applications. DDGS is the by-product of the corn-based 
ethanol industry; it contained 31.8% crude protein as its main constituent, natural 
fiber fat, and moisture. They converted it into the activated carbon through KOH 
activation at two different temperatures (950°C and 1050°C). The samples were half 
graphitic in nature as confirmed by Raman spectroscopy. The maximum surface area 
was found to be 2959 m2/g with a pore diameter variation from mesoporous (2–5 nm) 
to microporous (<2 nm). The electrochemical characterizations were performed in 
1 M tetraethylammonium tetrafluoroborate in acetonitrile organic electrolyte. The 
maximum specific capacitance was found to be 150 F/g for 950°C sample at a cur-
rent density of 0.5 A/g. The specific capacitance degraded 12% after 1000 cycles.47

Sun et al. have prepared porous graphene-like nanosheets (PGNSs) with a large 
surface area of 1874 m2/g via low-cost simultaneous activation–graphitization route 
from coconut shell, a renewable biomass waste. PGNSs exhibited a high specific 
capacitance of 268 F/g, which is much higher than that of activated carbon fabricated 
by only activation (210 F/g) at 1 A/g. These also had excellent cycling properties and 
retained 99.5% of Coulombic efficiency after 5000 cycles in KOH electrolyte. They 
also tested the performance of PGNSs in organic electrolytes and found an outstand-
ing capacitance of 196 F/g at 1 A/g having an energy density of 54.7 Wh/kg at a high 
power density of 10 kW/kg.48 

Peng et al. have collected five different types of tea leaves from China and pre-
pared activated carbon by carbonizing them at high temperature followed by KOH 
activation. They found high specific surface area ranging from 2245 to 2841 m2/g for 
such activated carbon. As-prepared material was tested electrochemically in a three-
electrode system in KOH electrolyte and showed a maximum specific capacitance 
of 330 F/g at 1 A/g. All materials showed 92% retention in specific capacitance after 
2000 cycles.49 He et al. have prepared high surface area carbon derived from rice 
husk. They impregnated the rice husk with ZnCl2 and carbonized at 1123 K for 1 h 
and achieved a specific surface area of more than 1442 m2/g for a different mass ratio 
of ZnCl2 to rice husk. Three-electrode system was used to characterize this mate-
rial electrochemically in KOH electrolyte. As-prepared material retained a specific 
capacitance of 243 F/g after 1000 charge–discharge cycles at a current density of 
0.05 A/g.50

Li et  al. have prepared supercapacitor electrode material by carbonizing the 
chicken egg shell membrane, a common livestock biowaste. They achieved a three-
dimensional structure by carbonization of egg shell membrane, which was com-
posed of interwoven connected carbon fibers containing 10% by weight oxygen and 
8% by weight nitrogen. As-prepared material was tested electrochemically in three-
electrode system in acidic (H2SO4) and basic (KOH) electrolytes. They reported 
specific capacitances of 297 and 284 F/g in basic and acidic electrolytes, respec-
tively, and observed only 3% decay in specific capacitance after 10,000 cycles at a 
current density of 4 A/g.51 Cuna et al. have prepared biocarbons and activated BCs 
from Eucalyptus grandis wood dust. They reported different activation methods. 
The activating agent solution-to-wood weight ratio was 7:1 for LiOH, 5:1 for H3PO4, 
6:1 for KOH, and 1:1 for ZnCl2. The electrical conductivity of the obtained carbons 
varies rapidly from 10−8 to 1 S/cm in the temperature range of 500°C–700°C. The 
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maximum specific capacitance of 203 F/g was reported for chemical activation with 
ZnCl2 in acidic electrolyte (2 M aqueous H2SO4) at 1 mV/s scan rate for 0–1 V volt-
age window.52

11.3 CONCLUSION

Biomass is produced in such a large quantity from various industrial institutions 
and household activities that it can be considered as a renewable source. The dis-
posal of the biomass is an important issue these days, and this problem can be 
resolved by utilizing generated biomass to produce various carbon nanostructures 
for the energy storage applications. The carbons thus produced have different mor-
phologies, sizes, porous structures, surface functionalities, and crystallinities, and 
such properties of carbon nanomaterials have a great significance for their practi-
cal applications in supercapacitors. The properties change as the source of the car-
bon changes, and a great amount of research is going on to control the properties 
of the carbon nanostructures produced from biomass waste. In sum, the potential 
of carbon nanostructures from various biomass wastes for energy storage applica-
tions has not been fully recognized yet. This chapter summarizes few reports on 
utilizing carbon nanostructures obtained from biomass waste for supercapacitor 
applications. 
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Honeycomb lattice symmetry of graphene, 217
Hookian spring, 69
Hund’s first rule, 173, 185
Hybrid electrochemical capacitors, 265
Hydrogen fuel cell vehicle (HFCV) technique, 9

plots, 10f
Hydrothermal method, 273, 277
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I

Indium tin oxide (ITO), 240
Inductively coupled plasma mass spectrometry 

(ICP-MS), 107
Inner Helmholtz plane (IHP), 268
In silico models, 109
Integrated circuits (ICs), 238
Intercalation process, 271
Interconnect–dielectric setup, 3, 3f
Interlayer dielectrics (ILDs), 4, 6
Interstitial (I) site doped model, 182, 182f
Ionic liquids, 272
Ionic model, 173
Ion implantation method, 173
Ion vs. particle forms of chemical, 105–106
Iron (Fe), 168

magnetic moments in atom cells, 185t
Iron(III) porphyrin, 16

J

Johnson, Kendall, and Roberts (JKR) model, 60
Joint Research Centre (JRC), 97
Julliere formula, 172

K

Kelvin probe force microscopy (KPFM), 13f, 54
Kelvin radius, 61
k.p model, 217–223

dynamical gaps unveiled through, 220–221
energy gap tuning, 221–223
Floquet Hamiltonian for, 220f

L

Laser-induced band gaps, 217
Laser optical interferometry on CNF, 249f
Layer-by-layer self-assembly process, 199, 204
Lead zirconium titanate (PZT), 151
Legacy compounds, 108
Liftoff process, 204, 248
Ligand field theory, 148
Light-emitting polymers, 149
Li-ion electrochemical capacitor, 273
Linear DNA molecules, 75
Linear rate law, 132
Logic gate inverter

characteristics of resulting, 209f
fabrication process of, 205f
functional, 209
SEM image of, 205, 206f
transistors in, 207

Logic gates, mechanically flexible, 197
Lowest unoccupied molecular orbital (LUMO), 

11, 13

Low-k dielectrics, 3–6
challenges to top-down approaches, 4
SAMs as diffusion barrier, 4–6, 5f

Low-resistivity silicon wafers, 198
Lymnaea stagnalis (freshwater snail), 107

M

Magnetic force microscopy (MFM), 54
Magnetic random access memory (MRAM), 168
Magnetoresistance (MR), 167
Magnetorheological fluid, 150
Manganese (Mn), 168

atoms, 177f, 179f, 182f
conventional cell of Si with, 169f
in δ-layer, 180
-doped Si. See Mn-doped Si
local magnetic moment at, 170
magnetic moments in atom cells, 185t
replaced by Si, 181f

Massless Dirac fermions, 251
Mechanically flexible logic gates, 197
Metal gate technologies, 7–10
Metal-insulator-semiconductor capacitor 

(MISCAP), 5
capacitance–voltage characteristics for, 6f
SIMS performed on, 6

Metallic CNTs (mCNTs), 196, 199
Metalloporphyrins, 2

dipolar monolayers of, 11
Metal NPs, 25
Metal–organic framework (MOF) materials, 38

continuous synthesis systems for, 39f–40f
Metal oxide NPs, synthesis of, 33–35
Metal-oxide-semiconductor capacitor 

(MOSCAP), 5
normalized C–V curves for, 9
SIMS depth profile of, 7f

Microelectromechanical system (MEMS) devices 
for sensing applications, 13–20

Microfluidic device for NC self-assembly, 37f
Microreaction technology, 25

for producing core–shell NPs, 32
Microreactor-assisted chemical processes, 25, 40

film deposition techniques using, 42f
Microreactor-assisted NPs deposition process, 

38f
Microreactor-assisted solution deposition 

(MASD), 40
over CBD process

on control of nanostructures, 44–45
on growth rate, 43–44
scale-up, 45–46
surface morphology and film quality, 

41, 43
ZnO nanostructures fabricated by, 45f

Microreactor fabrication technology, 24
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Microreactor systems
continuous flow, 24, 29f

chemicals for colloidal NPs in, 26t
deposition of nanostructured thin films 

by, 40–46
metal–organic frameworks by, 38–39

continuous hot injection, 29f
development of, 24
droplet-based liquid–liquid, 31f
scheme, 34f
segmented flow in, 35f

Microwave (MW)
absorption, 160
energy, 151–153
furnace, 151, 152f

components, 153
heating, 152
material interaction, 153
processing, 151–153
sintered ceramics, 161
sintering technique, 151

Mn-doped Si, 171–176
determination of doping site, 173–176
motivation, 171–173

Mn–nn Si–sn Si complex, 174, 175f
MnXSi1–X, 176–190

single doping of Fe and Mn in Si, 182–186
Si-related DFH, 176–181
trilayer, 186–190, 186f, 187t

Molecular beam epitaxial (MBE), 173, 176
growth method, 180

Molecular orbital theory, 148
Moment/unit-cell, 188
Monolayer CVD graphene resonator, 255f
MR mode, 172, 187
Multilayer ceramic capacitors, 154
Multimode applicator, 153
Multiwalled carbon nanotubes (MWCNTs), 239

morphology of, 245f
optical reflectance properties of, 246, 246f

MW-processed advanced ceramics, 154–165
Mytilus galloprovincialis (mussels), 107

N

Nanobio interaction, 99–100
Nanocarbons

for NEMS, 248–255
CNF-based NEMS resonators, 248–251
graphene-based NEMS resonators, 

251–255
for optical absorbers, 240–248

high-temperature optical performance, 
247–248

nanomaterials, 240
synthesis and optical characterization, 

240–247

Nanoceramic sintering techniques, 151
Nanocrystal engineered materials, 148
Nanocrystals (NCs), 24

CdSe, 240
microfluidic device for, 37f

Nanoelectromechanical systems (NEMSs), 238
nanocarbons for, 248–255

CNF-based resonators, 248–251
graphene-based resonators, 251–255

Nanoenvironmental interaction, 99–100
Nanografting methodology, 81
NanoIntegris Inc., 197
Nano manipulation, 82f
Nanomaterials (NMs), 95, 145

commercialization of, 146
control materials, 111
grouping of, 110
for optical absorbers, 240
regulation in United States, 112
regulatory aspects of, 111–113
research needs, 113
role of, 146
toxicity of, 96

Nanoparticles (NPs), 24
Ag

bioaccessibility, 98
BSA-coated, 106
citrate-capped, 107
FBS-coated, 99
protein corona of, 99
risk assessment (RA) of, 98
toxic materials, 105

applications of, 97
assembly of

multifunctional, 36f
ZnO, 36–37

Au
in aquatic environment, 105
BSA-coated, 107
citrate-coated, 35
droplet-based synthesis of, 32f

concentration, 106–108
concentration–response curves of, 103, 105f
corona-coated, 99
Cu, 106
detection in environment, 97
entering environment and their 

agglomeration/fate, 97–98
high-quality, 25
impact of NP biomolecule, 100f
labeling of, 111
localization, 106–108
metal, 25
metal oxide, 33–35
monodispersed ZnO, 38f
nonregulated use of, 100
processes affecting fate of, 104f

© 2016 by Taylor & Francis Group, LLC

  



289Index

p-type ZnO, 34
stable-isotope enrichment, 111
syntheses of semiconductor, 27
synthesis of colloidal, 25–35

of fluorescent core–shell, 31–33
segmented flow, 29–31, 35f
single-phase flow, 25–28
synthesis of metal oxide, 33–35

synthetic methods of, 24
tissue distribution, 106–108
toxicity of, 106
unary, 27f

Nanostructured metal oxides, 33
Nanostructures, self-assembly of, 35–37
Nanotechnology, 238

Feynman’s vision of, 55
general idea of, 54
market for, 146
structural DNA, 67, 75

Nanowires in MEMS devices, 13–20
ZnO, 1, 14

Natural organic matter (NOM), 98
Nearest neighbors (nn), 169
Nearfield scanning optical microscopy (NSOM), 

83–84
Nickel manganese antimony (NiMnSb), 171, 178f
Nickel titanium (Nitinol), 149
Nitrogen-containing compounds, 2
NiZnFe2O4 (NZF) ceramics, 154

crystalline quality of, 156
M–H loops of, 163f
shrinkage of disc samples, 156, 158f
sintered ceramics, 164
XRD patterns of CV and MW sintered, 157f

Nondeflected cantilever, 58
Novel manipulation methods, 196
n-type doping, 187
n-type metal-oxide semiconductor (NMOS), 8

O

Off-diagonal block matrix, 219
Optical beam detector (OBD), 58, 64
Organic electrolytes, 272
Organic FETs (OFETs), 11
Organic light-emitting diodes, 149
Oscillating cantilever, 64
Outer Helmholtz plane (OHP), 268
Oxidation resistance of TiAlN coatings, 132–134

P

Parabolic rate law, 132
Peak force tapping (PFT), 59

imaging regime and applications, 73f
Pentacene organic FETs (OFETs), 11
Peringia ulvae (estuarine snail), 107

Phenyl aromatic rings, 4
Photochromic materials, 149
Photolithographic processes, 83
Photon-assisted tunneling processes, 219–220
Photoresist, unexposed, 204
Piezoelectric effect, 150
π-orbitals tight-binding (TB) model, 217
Plasma-based process, 241, 248
Plasma-enhanced CVD (PECVD), 241, 248
Poisson’s equation, 267
Polyborosiloxane, 150
Polycrystalline CVD graphene, 253
Poly(dimethyldiallylammonium chloride) 

(PDDA), 198, 201
Polyethylenimine (PEI), 196, 198

amine groups, 208
coating, 205, 206f, 208
thin layer of, 208

Poly(sodium 4-styrenesulfonate) (PSS), 198, 201
Porous graphene-like nanosheets (PGNSs), 278
Porphin, 2f
Porphyrins, SAMs of, 2–3

complex, 2
family member, 2f
iron(III), 16
π-conjugation in, 10
structure of, 2

Prairie tallgrass, 274
Pressureless sintering technique, 151
Pseudocapacitive electrodes, 265
Pseudocapacitors, 264–265

charge storage mechanism for, 269–271, 271f
electrochemical process, 264–265
electrode materials for, 264

p-type doping, 187
p-type metal-oxide semiconductor (PMOS), 8
p-type ZnO NPs, 34

Q

Quantitative structure–activity relationships 
(QSAR), 96

lack of, 108–109
Quantum dots (QDs), 100
Quantum tunneling composite, 150
Quartz crystal microgravimetry with dissipation 

(QCM-D), 100

R

Random-network SWCNT, 197
SEM image of aligned, 201f

Rate-determining process of oxidation, 133
REACH framework, 112
Read-across material, 110
Recombinase A (RecA) protein, 67, 74

-based nucleoprotein filaments, 75
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Reduced graphene oxide (RGO), 10
Regulatory Cooperation Council (RCC), 113
Rod coating technique, 45

S

Scanning electron microscopy (SEM), 201
of aligned SWCNTs, 201f
of carbonized nutshell, 275f
of carbon representing reaction process, 

275f
of CNF cantilever resonator, 251f
of Co/Ti/NbTiN sample, 242f
of Co/Ti/Si sample, 242f
of CuSe thin films by CBD, 43f
of logic gate inverter, 205, 206f
of nanoscale Cu-BTC, 40f
of pistachio nutshell, 275f
of random-network SWCNTs, 201f
of suspended graphene, 254f
of ZnO nanostructures, 45f

Scanning probe-based techniques, 83
Scanning probe microscopes (SPMs), 54
Scanning tunneling microscope (STM), 54
Secondary ion mass spectrometry (SIMS), 

5, 107
depth profile of copper, 7f
depth profile of MOSCAP devices, 7f

Second neighbor (sn), 174
Self-assembled monolayers (SAMs)

as diffusion barrier, 4–6, 5f
dipolar, 8
FOTS, 11
molecules/ligands form, 2
ordering of molecules in, 8
of organic surfactants, 11
of porphyrins, 2–3

complex, 2
family member, 2f
iron(III), 16
π-conjugation in, 10
structure of, 2

of thiol molecules, 8
work function engineering using, 

8–10
Semiconductor CNTS (sCNTs), 196–199
Semiflexible biopolymer, 67
Shape memory alloys (SMAs), 148–149
Shape memory polymers, 149
Shape memory transformation, 148
Short-channel effects, 8
Si-DFH, band structure of, 178f
Si integrated circuits (ICs), 238
Silicon (Si), 167–168

bond length between TME and, 184t
conventional cell of, 169f
single doping of Fe and Mn in, 182–186

sp3 electron of nn, 175
spin density with sn, 175, 175f

Silicon–Pyrex microreactor, 30f
Silicon wafers, low-resistivity, 198
Silly Putty (toy), 150
Silver (Ag) NPs

bioaccessibility of, 98
BSA-coated, 106
citrate-capped, 107
FBS-coated, 99
protein corona of, 99
risk assessment (RA) of, 98
toxic materials, 105

Single-mode applicator, 153
Single-phase-based synthesis of unary 

NPs, 27f
Single-stranded DNA, 67
Single-walled CNT (SWCNT), 196, 239

-based FETs, 196–197
SEM image of aligned, 201f
thin films, 195–196
transfer characteristics of, 207f

Sintering mechanisms for particles, 160, 160f
Sintering process, 151
Si/SiO2 wafer, 204–205
Smart ceramics, 150–154
Smart composites, 149
Smart fluids, 150
Smart materials, 148–150
Smart system, 147
Sodium dodecyl sulfate (SDS), 99
Solid-state supercapacitor device, 273
sp2 bonding of carbon atoms, 239
sp3 electrons, 169, 175
Spin density

with sn Si, 175, 175f
with/without hole doping, 188, 189f

Spintronics, 168
electronics vs., 168t
half-metal in, 172

Spray-drying process, 39
State-of-the-art batch synthesis techniques, 25
Steric stabilization, 98
Stern and Grahame model, 268
Structural evolution, 148
SU-8/carbon black (CB) cantilevers, 16, 16f

porphyrin-functionalized, 17f–18f
SU-8 polymer cantilevers, 14
Sublattice pseudospin degree of freedom, 218
Supercapacitors, 262–264

biomass waste for, 273–279
bagasse, 274
coconut shell, 278
cow dung, 276–277
from furniture factory in China, 275
pomelo peel, 274

cell, 272f
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components of
electrolytes, 271–272
separators, 272

electric double-layer capacitors, 264
charge storage mechanism in, 265–266, 

265f
models for charge storage in, 266–269

hybrid electrochemical capacitors, 265
pseudocapacitors, 264–265

charge storage mechanism for, 269–271
vs. capacitors, batteries, and fuel cells, 263f, 

264t
Surface-patterning techniques, 198

T

Tapping mode, 57
Ternary nitride alloys, 4
Ternary nitrides, 125–136
Tetraphenyl(OH) molecules, 8, 9f
Tetrapyrrole porphin molecule, 2
Thin-film transistors (TFTs), 195–197

CNT, 200–204
comparative analysis, 202–204
design and fabrication, 200–201
structure of, 200f

current–voltage characteristic of, 202f
on/off ratios of, 203, 203f
p-type characteristics of, 205

Threshold voltages, 209
TiAlN-based hard coatings, 124–136

DSC analysis in synthetic air of, 134f
effect of Ta addition on, 137–141

microstructural evaluation, 137–138
oxidation and tribological behavior, 

138–141
fracture cross-sectional images of, 139f
hardness and elastic modulus, 128–131

influence of Al concentration, 129–130
influence of substrate bias voltage, 131
influence of substrate temperature, 131

hardness and Young’s modulus, 129, 
130f, 131f

oxidation resistance of, 132–134
structure, 125, 134

influence of Al concentration, 125
influence of substrate bias voltage, 127
influence of substrate temperature, 

127–128, 128f
tribological properties of, 134–136
XRD patterns

Bragg–Brentano, 129f
varying Al concentration, 125, 126f
varying substrate bias voltage, 127f

Tight-binding (TB) model, 223–232
electronic transport through irradiated 

graphene, 230–232

Floquet space for, 224f
π-orbitals, 217

Time-of-flight SIMS (TOF-SIMS), 107
Titanium nitride film, 132
Top-down approaches, challenges to, 4
Top-down wafer-scale approaches, 248
Topological insulator, 217
Toxicity testing

of chemicals, 103
concentration, 103–104
in freshwater species, 100–103

Toxic Substance Control Act (TSCA), 112
Transition metal cations, 78
Transition metal elements (TMEs), 168

bond length between Si and, 184t
chemical potential of, 183

Transverse-mode decomposition
of DoS, 229f
of Floquet Hamiltonian, 230f

Tribological system, 134, 135f
Trinitrotoluene (TNT), 17

differential change in resistance for, 19f
response with ZnO sensor, 19f

Trojan horse concept, 108
Two-dimensional (2D) half-metal, 176

U

Unipolar graphene oxide FETs, 10–13
U.S. Environmental Protection Agency (EPA), 112

V

Valence mixture, 148
van der Waals (vdW) forces, 60, 62
Verwey transition, 172
Voltage inverter, CNT-based, 204–210

characterization, 207–209
design and fabrication, 204–207
long-term stability, 209–210
using SWCNT FETs, 206f

W

Wastewater treatment process, 98
Wear-resistant coatings, 124
Wet etching techniques, 200, 204
Work function engineering using SAMs, 8–10
World Energy Council, 262

X

X-ray diffraction (XRD), 41
of BT from milled raw powders, 154, 155f
of CdS thin films, 43f
of CV and MW sintered BT/NZF ceramics, 

157f
single-phase cubic TiAlN, 138f
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X-ray diffraction (XRD) (Continued)
of TiAlN coatings, 125, 126f

Bragg–Brentano, 129f
varying substrate bias voltage, 127f

X-ray photoelectron spectroscopic (XPS), 5

Y

Young’s modulus, 66

Z

Zero-dimensional (0D) buckyballs, 238
Zinc oxide (ZnO)

monodispersed ZnO NPs, 38f
nanorods, 17–18, 20
nanostructures fabricated by MASD, 45
nanowires, 1, 14, 20

current–voltage characteristics through, 
14f–15f

in polymer microcantilevers, 15, 15f–16f
in SU-8 polymer cantilevers, 14f

response of TNT with sensor of, 19f
Zinc tetraphenylporphyrin (Zn-TPP-OH) 

molecule, 4
Kelvin probe force microscopy to calculate, 

13f
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