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EDITOR’S PREFACE

To measure is to know. If you cannot measure it, you cannot improve it
Lord Kelvin (1824–1907)

Since joining the National Physical Laboratory (NPL) (UK’s national measurement
institute) in 2004, I have been fortunate enough to have worked in numerous projects
related to nanoscience and nanotechnology. During this time, the nature of my
research activities varied widely across different disciplines, from the applications
of nanomaterials in surface-enhanced Raman spectroscopy to understanding their
potential toxicological implications. A critical part of the research throughout the
years, however, has been the need to characterize physicochemical properties of the
nanomaterials. This has not always been trivial.

The idea for this book came from my involvement in a European Commission
Framework 7 research project entitled MARINA (Managing Risks of Nanomateri-
als). One of the goals of this project was to harmonize activities and to establish a
common platform to ultimately support the scientific infrastructure for risk manage-
ment of nanomaterials. Although the relevance of MARINA is for nanosafety, the
idea of having a common approach can be extended to other application areas. This,
coupled with my interest in measurement science, ultimately laid the foundation for
this multi-authored book.

The book begins with a general introduction, which aims to give the reader a
solid foundation to nanomaterial characterization. Chapters 2 and 3 focus on two
principal topics: nanomaterial synthesis and reference nanomaterials, which serve as
useful background for the rest of the book. Chapters 4–10 constitute the very heart
of this book, dedicated to key physicochemical properties and their measurements.
Undoubtedly, it is beyond the scope of the book to cover all properties and only
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xx EDITOR’S PREFACE

several key properties, such as particle size distribution by number, solubility, surface
area, surface chemistry, mechanical/tribological, and dustiness, are covered. Chapters
11–13 are devoted to state-of-the-art techniques, in which three very different sets
of characterization tools are presented: (i) scanning tunneling microscopy operated
under extreme conditions; (ii) novel strategy for biological characterization of nano-
materials; and (iii) methods to handle and visualize multidimensional nanomaterial
characterization data.

Most of the chapters this book begin by giving an overview of the topic area before
a case study is presented. The purpose of the case study is to demonstrate how the
reader may make use of background information presented to them and show how
this can be translated to solve a nano-specific application scenario. Thus, it will be
useful for researchers to help them design experimental investigations.

The book is written in such a way that both students and experts in other fields
of science will find the information useful. My intention is that it will appeal to a
range of audience outside the research field, whether they are in academia, industry,
or regulation and is particularly useful for readers whose analytical background may
be limited. There is also an extensive list of references associated with every chapter,
to encourage further reading.

Finally, it has taken me just less than 2 years to complete this book and so, I must
say a few words of thanks. First, I am grateful to all of the authors for their chapter
contributions. Second, I thank the many people who have encouraged me to publish
this book: my Wiley editor, my husband Keith F. E. Pratt, family, and friends. Special
thanks go to Sinta Tantra, for her generosity in donating her artwork, which has been
used for the cover of this book. The cover is abstract art that depicts the image of a
nanomaterial surface at atomic resolution!

Portsmouth, England
16 December, 2015
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1
INTRODUCTION

R. Tantra, J. C. Jarman, and K. N. Robinson
Quantitative Surface Chemical Spectroscopy Group, Analytical Science, National Physical
Laboratory, Teddington TW11 0LW, UK

1.1 OVERVIEW

Over the course of the past few decades, the word “nanomaterial” started to shine in
reporting and publishing; nanomaterial thus became the new buzzword, giving the
impression of a new type of technology. In fact, nanomaterials are not new at all and
can be found in everyday lives, with most people not being aware of their existence.
Nanomaterials exist in nature, for example, in volcanic ashes, sea sprays and smoke
[1]. In relation to manufactured nanomaterials, they have existed as early as the 4th
century. The Lycurgus Cup, a glass cup made with tiny proportions of gold and silver
nanoparticles is an example of Roman era nanotechnology. The use of nanoparticles
for beautiful art continued ever since, and by 1600s it is not uncommon for alchemists
to create gold nanoparticles for stained glass windows. These days, there are far more
uses; nanomaterials thus represent a growing class of material already introduced
into multiple business sectors. For example, in early 20th century, tire companies
used carbon black in car tires, primarily for physical reinforcement (e.g., abrasion
resistance, tensile strength) and thermal conductivity to help spread heat load.
Although nanomaterials have been around for a long time, it was only the invention
of the scanning tunneling microscope in 1981 and the discovery of fullerenes in
1986 that really marked the beginning of the current nanoscience revolution. This
led nanoscientists to conduct research, to study their behavior, so as to control their
properties and harness their power.

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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2 INTRODUCTION

Over the past few decades, research activity on nanomaterial has gained consider-
able press coverage. The use of nanomaterials has meant that consumer products can
be made lighter, stronger, more aesthetically pleasing, and less expensive. The huge
impact of nanomaterials to improve quality of life is clear, resulting in faster comput-
ers, cleaner energy production, target driven pharmaceuticals, and better construction
materials [2, 3]. In particular, carbon nanotubes (CNTs) have been hailed as the won-
der nanomaterial of the 21st century. CNTs are composed entirely of carbon and
classed as high-aspect-ratio nanomaterial. They can be visualized as a single layer of
carbon atoms in a hexagonal lattice called graphene and subsequently rolled to form
a seamless cylinder/s. CNTs are classed as either single-walled carbon nanotubes
(SWCNTs) or multi-walled carbon nanotubes (MWCNTs). As the name suggests,
the former are in the form of a single tube, whereas the latter consist of multiple
rolled layer or concentric tubes. CNTs typically have a diameter of 1–20 nm and a
length that can be many millions of times longer. MWCNTs are normally thicker than
SWCNTs, with a maximum diameter exceeding 100 nm.

According to the National Science Foundation’s National Nanotechnology Initia-
tive (NNI), the global nanotechnology market could be worth $1.2 trillion by 2020
[4]. There is huge demand for CNTs alone, with a worldwide commercial interest
being reflected in its production capacity, estimated in 2011 to be 4.5 kt/year [5].
This represents a huge growth from the production of around 0.25 kt/year in 2006.
Bulk, purified MWCNTs sell for approximately $1 per gram, between 1 and 10 times
as expensive as carbon fibers. SWCNTs, in contrast, are currently several orders of
magnitude more expensive than MWCNTs [5].

Most commercial applications of CNTs involved incorporating the powders to pro-
duce composite material with special properties, for example, electrically conductive
plastics and lithium-ion batteries in laptops. A more recent exploitation of CNTs is
when they are used as materials for sporting equipment. For example, CNT-based
frame was used in a bicycle that won the Tour de France in 2005. The incorporation
of CNTs into the material improved stiffness and fracture toughness without com-
promising other properties. The result is a bicycle that features minimal weight and
maximal strength.

Although it is clear that nanomaterial holds great potential to form the basis of
new products with novel or improved properties, concerns surrounding their potential
harmful effects on health and the environment have been the topic of much debate. In
over a decade, a scientific discipline called nanotoxicology [6] has emerged, which
aims at understanding potential hazards posed by nanomaterials and subsequent risk
implications, should, for example, they enter the human body through inhalation,
ingestion, skin uptake, or injection. The field is thus interdisciplinary in nature and at
the interface of biology, chemistry, and material science.

Undoubtedly, nanomaterial research spans across different disciplines, from
material science to nanotoxicology. Common to all of these disciplines, however,
is the need to measure physicochemical properties of nanomaterials. As mentioned
in the Preface section, the goal of the book is to lay a common foundation, giving
an introduction to nanomaterial characterization, thus allowing the reader to build
background knowledge on this topic. This chapter gives an overview and focuses on
generic topics/issues of relevance to nanomaterial characterization. It is sub-divided
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PROPERTIES UNIQUE TO NANOMATERIALS 3

into four parts. The first part discusses why nanomaterials are unique in relation to
their physicochemical properties. The second part presents the relevant terminology,
such as the definition on what constitute a nanomaterial and what the different prop-
erties actually mean. Terminology is important as it avoids misunderstandings and
ensures that the correct term is being used among stakeholders such as researchers,
manufacturers, and regulators. The third part of this chapter focuses on good measure-
ment practices; like any other research there is a need to generate reliable and robust
data. In order to promote an integrated approach to quality assurance in the data being
generated, topics such as method validation and standardization are covered. The
last part of the chapter presents some of the common practices that are carried out in
nanomaterial research, such as sub-sampling and dispersion. Although this chapter
is intended to give a general overview for readers coming from different disciplines,
many of the specific examples presented are of relevance to nanotoxicology.

1.2 PROPERTIES UNIQUE TO NANOMATERIALS

Undoubtedly, nanomaterials can exhibit unique physical and chemical properties not
seen in their bulk counterparts. An important characteristic that distinguishes nano-
material from bulk is associated with reduction of scale, which results in materials
having unique properties arising from their nanoscale dimensions.

The most obvious effect associated with reduction of scale is the much larger spe-
cific surface area or surface area per unit mass [7]. An increase in surface area implies
the existence of more surface atoms. As surface atoms have fewer neighbors than
atoms in bulk, an increase in surface area will result in more atoms having lower
coordination and unsatisfied bonds. Such surface atoms are overall less stable than
bulk atoms, which means that the surface of nanomaterials is more reactive than their
bulk counterparts [8].

Note that increase in specific surface area due to a reduction in size is an example
of what is termed as scalable property. Scalable properties are those that can change
continuously and smoothly with size, with no size limit associated with a sudden
change in the properties. In addition to scalable properties, nanomaterials can
also exhibit non-scalable properties; by this we refer to those properties that can
change drastically when a certain size limit is reached. In this respect, nanomaterials
cannot be simply thought of as another step in miniaturization. An example of
non-scalable property is quantum confinement effects [9], which can be exemplified
by some nanomaterials such as quantum dots. Quantum dots are semiconducting
nanoparticles, for example, PbSe, CdSe, and CdS, with particle sizes usually smaller
than ∼10 nm [10]. Similar to all semiconductors, quantum dots possess a band gap; a
band gap is an energy gap between valence and conduction bands in which electrons
cannot occupy. In the corresponding bulk material and when at room temperature,
electronic transitions across the band gap are the main mechanism by which semicon-
ducting materials absorb or emit photons. These transitions are excited by photons of
specific wavelengths, which correspond to the energy of the band gap and generate
an excited electron in the conduction band and a hole in the valence band. Photons
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can be emitted by the recombination of these electron–hole pairs across the band
gap, in which the wavelength and hence color of the emitted light will depend on
the size of the gap. If not recombined, the electron–hole pairs exist in a bound state,
forming quasiparticles called excitons. In quantum dots, the particle size is usually
2–10 nm, thus approaching Bohr exciton radius. The reduction in size thus results in
the quantum confinement effect, in which the edges of the nanoparticle confine the
excitons in three dimensions. This has the effect of increasing band-gap energy as the
particle is made smaller, causing the previously continuous valence and conduction
bands to split into a set of discrete energy levels, similar to those present in atomic
orbitals. This is why quantum dots are sometimes called “artificial atoms.” Hence,
in quantum dots, band-gap energy can be tuned simply by changing the particle size.
The color of the absorbed and emitted light can thus also be varied by altering the size
of quantum dots. With such special properties, it is not surprising that quantum dots
have applications in LEDs, solar cells, medical imaging and many other fields [11].

Another interesting nonscalable property that can be associated with nanoparticles
is localized surface plasmon resonance (LSPR). This can be observed, for example, if
we decrease the size of gold [12], small enough to result in a color change from gold
color (as in bulk) to a variety of colors. In the bulk form, gold is shiny and reflects yel-
low light, whereas at 10 nm, gold absorbs green light and appears red. As the particle
size increases, red light is absorbed and blue light transmitted, resulting in a pale blue
or purple color. This phenomenon can be explained by the fact that the mechanism for
generating color is quite different between bulk and nanoscale gold. In bulk, an elec-
tronic transition between atomic orbitals (5d and 6s) absorbs blue light, giving gold
its yellow color, while the reflectivity is due to the presence of free electrons in the
conduction band of the metal. If the size of the gold nanoparticles is reduced, it can
restrict the motion of these free electrons, as they will be confined to a smaller region
of space, that is, to the nanoparticle. If the particles are small enough, all of the free
electrons can oscillate together. When resonance occurs, this leads to a strong absorp-
tion of certain frequencies of light that corresponds to the resonant frequency of the
electron oscillation. This resonant frequency is highly dependent on the particle size,
shape and the medium it is suspended in, for example, 50-nm spherical gold nanopar-
ticles in water gives the suspension a cherry-red color due to the strong absorption of
green–blue light. Overall, the LSPR is a phenomenon that occurs due to the collec-
tive oscillation of surface electrons with incident light at a specific wavelength. It is
worth mentioning that the LSPR phenomenon is different from the quantum mechan-
ical effect as observed in quantum dots, as the mechanism of producing color in metal
nanoparticles is different from that in semiconducting ones.

1.3 TERMINOLOGY

1.3.1 Nanomaterials

The term “nano” has long been used as a prefix, as exemplified by nanoliter, nanoman-
ufacturing, nanolithography, nanosystems, and so on. In science and engineering,
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“nano” refers to one billionth (10−9) of a unit and thus a nanometer being defined
as 1 billionth of a meter.

Historically, the word nanomaterial has been used to refer to products derived from
nanotechnology. The term nanotechnology itself has been defined as far back as 1974
by Professor Norio Taniguchi, to mean a direct extension of silicon machining down
into the regions of smaller than 1 μm [13]. In recent years, several definitions of the
term nanomaterial have been proposed by various international organizations and
committees (as summarized in Table 1.1), to include International Organization for
Standardization (ISO), Comité Européen de Normalisation (CEN), that is, the Euro-
pean Committee for Standardisation, Organisation for Economic Cooperation and
Development (OECD), EU Scientific Committee on Emerging and Newly Identified
Health Risks (SCENIHR), EU Scientific Committee on Consumer Products (SCCP),
and American Chemistry Council (ACC) and European Commission (EC).

In addition to those listed in Table 1.1, national authorities and organizations from
other countries such as Australia have also provided their own definitions. Although
our findings seem to indicate that there are variations in the definition of what
constitute a nanomaterial, all definitions have indicated so far an upper dimension
limit of 100 nm. However, this is not always the case. The Soil Association, for
example, sets this upper limit to be 200 nm, whereas the limit is 300 nm with Friends
of the Earth. Unless stated otherwise and to avoid confusion, the book will adopt the

TABLE 1.1 Nanomaterial as Defined by Different Organizations

Source Definition [14]

ISO TS 80004-1
CEN ISO/TS 27687

“Material with any external dimension in the nanoscale or having
internal structure or surface structure in the nanoscale”. Nanoscale
here has been defined as “size range from approximately 1 nm to
100 nm”.

OECD “Material which is either a nano-object or is nanostructured.”
Here, nanoobject is a “material confined in one, two, or three

dimensions at the nanoscale. Nanostructured here is defined as
having an internal or surface structure at the nanoscale; nanoscale
is defined as size range typically between 1 nm and 100 nm”.

EU SCENIHR “Any form of a material that is composed of discrete functional parts,
many of which have one or more dimensions of the order of 100
nm or less”.

EU SCCP “Material with one or more external dimensions, or an internal
structure, on the nanoscale, which could exhibit novel
characteristics compared to the same material without nanoscale
features.

Here nanoscale means having one or more dimensions of the order of
100 nm or less.”

(continued)
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TABLE 1.1 (Continued)

Source Definition [14]

EC: Cosmetic Products
Regulation

“An insoluble or biopersistant and intentionally manufactured
material with one or more external dimensions, or an internal
structure, on the scale from 1 to 100 nm.”

ACC “An Engineered Nanomaterial is any intentionally produced
material that has a size in 1, 2, or 3- dimensions of typically
between 1 – 100 nanometres. It is noted that neither 1 nm nor 100
nm is a ‘bright line’ and data available for materials outside of
this range may be valuable. Buckyballs are also included even
though they have a size <1 nm.”

However, the following are excluded:

1. “Materials that do not have properties that are novel/unique/new
compared to the non-nanoscale form of a material of the same
composition

2. Materials that is soluble in water or in biologically relevant
solvents. Solubility occurs when the material is surrounded by
solvent at the molecular level. The rate of dissolution is
sufficiently fast that size is not a factor in determining a
toxicological endpoint.

3. For those particles that have a particle distribution such that
exceeds the 1 – 100 nm range (e.g. 50 – 500 nm) if less than 10%
of the distribution falls between 1 – 100 nm it may be considered
as non Engineered Nanomaterial. The 10% level may be on a
mass or surface area basis, whoever is more inclusive.

4. Micelles and single polymer molecules.”

EC “A natural, incidental or manufactured material containing particles,
in an unbound state or as an aggregate or as an agglomerate and
where, for 50 % or more of the particles in the number size
distribution, one or more external dimensions is in the size range
1 nm – 100 nm. In specific cases and where warranted by
concerns for the environment, health, safety or competitiveness
the number size distribution threshold of 50 % may be replaced
by a threshold between 1 and 50 %. By derogation from the
above, fullerenes, graphene flakes and single wall carbon
nanotubes with one or more external dimensions below 1 nm
should be considered as nanomaterials.”

EC : for novel foods
(amending
Regulation (EC) No
258/97), under
discussion

“Any intentionally produced material that has one or more
dimensions of the order of 100 nm or less or is composed of
discrete functional parts, either internally or at the surface, many
of which have one or more dimensions of the order of 100 nm or
less, including structures, agglomerates or aggregates, which may
have a size above the order of 100 nm but retain properties that
are characteristic to the nanoscale.”
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ISO definition as in Table 1.1. ISO has been especially chosen as it operates on an
international level and most recognized globally.

In addition to the definition of nanomaterial, there is also a need to differen-
tiate some other similar terms. In particular, nanomaterials and nanoparticles are
often used interchangeably, but they are clear differences. According to the ISO
definition, nanoparticle is a “nano-object with all three external dimensions in the
nanoscale”; nano-object here is a “material with one, two or three external dimen-
sions in the nanoscale.” Nanomaterial, however, is a material with any external
dimension in the nanoscale or having internal structure or surface structure in
the nanoscale. In both cases, the nanoscale is referred to as a size range from
approximately 1–100 nm [15]. In this book, the terms nanomaterial and nanoparticle
will be differentiated accordingly, in accordance to ISO definitions.

1.3.2 Physicochemical Properties

An important part of nanomaterial research is to identify what the relevant physico-
chemical properties that one should measure and define the corresponding measur-
ands, that is, the quantity intended to be measured. However, this depends on the
scientific field and nanospecific application. In some cases, these have already been
defined by the relevant scientific community and are published in standard docu-
ments. Let’s consider the field of nanotoxicology. In this community, physicochem-
ical properties of relevance have already been defined, in accordance to published
ISO standard document and OECD guidelines [16, 17]. Having two separate guide-
lines can cause some confusion, and it is wise to read both and make comparison.
There are several things worth highlighting when comparing the two:

a) OECD refers to “endpoints,” as opposed to ISO’s “properties.”
b) OECD also has a much longer list of endpoints, that is, 16, compared to ISO’s 8.
c) Some of the OECD’s endpoints can be categorized under the same umbrella as

an ISO property. For example, the OECD particle size distribution – dry and
in relevant media and representative TEM images, is similar to ISO particle
size and particle size distribution. In addition, the ISO surface chemistry can
potentially encompasses quite a number of OECD endpoints: surface chemistry
(where appropriate), redox potential, radical formation potential, photocat-
alytic activity, octanol-water partition coefficient.

d) Some OECD endpoints have not been taken into account within the ISO doc-
ument. Dustiness and pour density, for example, cannot be categorized under
any of the ISO properties, even though they are highly relevant in nanotoxi-
cology. In nanotoxicology, the property of dustiness is important as it relates
to the properties of airborne nanomaterial and thus of relevance in workplace
hazard/risk scenarios.

e) The OECD endpoint representative TEM images is unusual as this is specific to
an analytical technique rather than a physicochemical property. This endpoint
can be incorporated under various ISO properties, such as particle size/size
distribution and shape.
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Table 1.2 aims to summarize and integrate the information from ISO and OECD
guidelines. A limitation of the OECD guideline is that the measurand is less well
defined. As a result, the measurands (apart from dustiness and pour density) in
Table 1.2 are those that have been defined by ISO [16].

1.4 MEASUREMENT OF GOOD PRACTICE

There is a network of organizations in Europe called Eurachem, whose main mission
is to promote best practice in analytical measurement. According to Eurachem, “an-
alytical measurements should be made to satisfy an agreed requirement, that is, to a
defined objective and should be made using methods and equipment which have been
tested to ensure that they are fit for purpose” [18]. To achieve this, there is a need to
understand several key terms such as method validation and standard documents.

1.4.1 Method Validation

The term “fit for purpose” implies that the method must be sufficiently reliable and
robust [19, 20]. To ensure that a method is fit for purpose, a validation process must
take place.

The process of validation may not be straightforward as it is hard to tell when
method development ends and validation begins. The two processes can be consid-
ered as an interactive process and will not be differentiated here. The first step in
method validation is to be clear on the stated objectives for carrying out the analysis
and subsequently to establish what the analytical requirements are. The analytical
requirements are often related to factors such as specificity, selectivity, accuracy,
repeatability/reproducibility, robustness (e.g., not sensitive to operator and day-to-day
variability), and analysis time. Other practical issues may also be taken into account
such as speed of analysis, costs, technical skill requirements, availability, and labora-
tory safety. A method can then be developed by choosing the best analytical technique
in which parameters such as sample type (matrix) and size, data requirements, for
example, qualitative or quantitative, expected level of analytes, and likely interfer-
ences, will be taken into account.

As part of the method development step, it is necessary to conduct a literature
research to check if suitable methods already exist as existing methods can potentially
be used and modified, if necessary. Once a method is developed, it must be refined
to demonstrate that it is fit for purpose. Hence, as part of the validation process, an
assessment has to be made in order to verify whether the method fulfils the analyt-
ical requirements being set, in which round robin studies [21–24] are often carried
out. Method validation is not trivial, and sometimes it may be necessary to conduct
a prevalidation step to identify any necessary refinements that can be made to the
method. Prevalidation study can be conducted among a few established/competent
laboratories, preferably with registered/recognized validation authority (RVA), for
example, European Centre for the Validation of Alternative Methods (ECVAM). The
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TABLE 1.2 Physicochemical Properties of Relevance to Nanotoxicology Community,
as Defined by ISO and OECD Guidelines

ISO Properties Corresponding OECD
“end-points”

Measurand; from ISO,
Unless Stated Otherwise

Particle size and
particle size
distribution

Particle size
distribution – dry
and in relevant
media

Representative TEM
images

“The physical dimensions of a particle
and, for collections of particles, the
distribution of the sizes of the
particles determined by specified
measurement conditions”

“Equivalent spherical diameter, for
particles displaying a regular
geometry (unit m); the length of one
or several specific aspects of the
particle geometry, (unit m) the
particle size distribution, the number
of peaks and their width are a set of
values, often displayed as a
histogram, which for each of a
number of defined size classes which
shows the quantity of particles, being
either the number of particles, or the
cumulative length, area, or volume of
these particles or the signal intensity
they produce”

Aggregation/
Agglomeration state
in relevant media

Agglomeration/
Aggregation

Representative TEM
images

Aggregate is “strongly bonded or fused
particles where the resulting external
specific surface area might be
significantly smaller than the sum of
known specific surface areas of
primary particles”. Agglomerate is
“collection of weakly or loosely
bound particles or aggregates or
mixtures of the two in which the
resulting external specific surface area
is similar to the sum of the specific
surface areas of the individual
components”

“Particle size (unit, m); number of
aggregate (or agglomerate) particles
in comparison to the total number of
primary particles, unit
(number/number); number of primary
particles in the aggregate (or
agglomerate), unit (number/number);
distribution of number of primary
particles per aggregate (or
agglomerate).”

(continued)
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TABLE 1.2 (Continued)

ISO Properties Corresponding OECD
“end-points”

Measurand; from ISO,
Unless Stated Otherwise

Shape Representative
TEM images

“A description of the contour or outline
of the surface of the nano-objects or
collection of nano-objects, aggregates,
agglomerates, that make up the
material under investigation”

“Size-independent descriptors of shape
(examples are ratios of extensions in a
different direction such as aspect ratio,
unit (m/m) or fractal dimension);
distribution of values of the
size-independent shape descriptors”

Surface area/
mass-specific
surface area/
volume-specific
surface area

Specific surface area
Porosity

This is the “quantity of accessible surface
of a sample when exposed to either
gaseous or liquid adsorbate phase.
Surface area is conventionally
expressed as a mass specific surface
area or as volume specific area where
the total quantity of area has been
normalised either to the sample’s mass
or volume”

“Specific surface area is defined as
surface area of a substance divided by
its mass, unit [m2/g]; or surface area of
a substance divided by its volume, unit
[m2/cm3]. The research should also
consider reporting results in both m2/g
and m2/cm3.”

Composition Crystallite size.
Crystalline phase.

“Chemical information and crystal
structure of the entire sample of
nano-objects including: a) composition
b) crystalline structure including lattice
parameters and space group, and c)
impurities, if any”

“The number and identity of elements
alone or in molecules (can be
expressed as a chemical formula with a
specific stoichiometry; crystalline
state; crystallographic structure;
chemical state of atoms/elements;
molecular structure-conformation
including dextrorotatory and
levorotatory (handedness); spatial
distribution of the above items.”

(continued)
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TABLE 1.2 (Continued)

ISO Properties Corresponding OECD
“end-points”

Measurand; from ISO,
Unless Stated Otherwise

Surface chemistry Surface chemistry,
where appropriate

Redox potential
Radical formation

potential
Photocatalytic activity
Octonal–water

partition coefficient,
that is, to what
degree colloidal
suspended particle
in the aqueous phase
can also be
suspended in a
nonaqueous phase
(such as octanol)

“Chemical nature, including
composition, of the outermost layers
of the nano-objects and their
aggregates and agglomerates greater
than 100 nm”

“Elemental and molecular abundance
unit [mole/mole], including thickness
for fixed layers or [number of
molecules/surface area] or [number
of molecules bound /theoretical
number of molecules bound with
perfect reaction or perfect packing]
for chemically reacted species that
do not form a distinct phase;
reactivity: standard chemical reaction
rate concepts [mole/ (dm3/s)]
preferably of a species of
toxicological interest or its surrogate.
Measurement of reactivity is very
specific to the measurement of the
species to which it is reactive (such
as reactive to water) and typically
involves measuring products or
by-products of that reaction.”

Surface charge Zeta-potential
(surface charge)

“Electrical charge on a surface in
contact with a continuous phase”

“Net number of positive and negative
charges per unit particle surface area,
unit [Coloumb/m2]; zeta potential,
unit [V]”

Solubility/
dispersibility

Water solubility/
Dispersibility

“Solubility is the degree to which a
material (the solute) can be dissolved
in another material (the solvent) so
that a single homogeneous phase
results. Dispersibility is the degree to
which a particulate material (the
dispersed phase) can be uniformly
distributed in another material (the
dispersing medium or continuous
phase) and resulting dispersion
remains stable (for example one hour
or one minute)”

(continued)
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TABLE 1.2 (Continued)

ISO Properties Corresponding OECD
“end-points”

Measurand; from ISO,
Unless Stated Otherwise

For solubility this is the “maximum mass or
concentration of the solute that can be
dissolved in a unit mass or volume of the
solvent at specified (or standard) temperature
and pressure, unit [kg/kg] or [kg/m3] or
mole/mole]”.

For dispersibility, this is “the maximum mass or
concentration of the dispersed phase present in
a unit mass of the dispersing medium (solvent)
or in a unit volume of the dispersion (solvent
plus dispersed phase) at specified (or standard)
temperature and pressure, units [kg/kg],
[kg/m3], or [mole/mole].

N/A Dustiness OECD definition:
This is defined as the “propensity of a material to

generate airborne dust during its handling, and
provides a basis for estimating the potential
health risk due to inhalation exposure”. [17]

“The measurand of interest is the degree to which
a given nanomaterial can remain in the air
column before settling. This would require
investigation and characterisation of
interactions of nanomaterials with other
common airborne particulate matter.” [17]

N/A Pour density OECD definition:
This is the “apparent density of a bed of material

formed in a container of standard dimensions
when a specified amount of the material is
introduced without settling”.

“Determination of bulk density.” [17]

purpose of the prevalidation is to assess protocol performance and carry out any sub-
sequent actions needed to refine the protocol. After prevalidation, a formal validation
trial with other RVAs or other appropriate sponsors can be carried out.

In nanomaterial research, every effort should be made towards method validation,
as only when the conditions of method validation are met, only then a higher metro-
logical standard of measurement, that is, making traceable measurements, can be
considered. According to Eurachem/CITAC [21], traceability is property of the result
of a measurement or the value of a standard whereby it can be related to stated ref-
erences, usually national or international standards, through an unbroken chain of
comparisons, all have stated uncertainties. The traceability framework thus focuses
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on two main activities: calibration and development of an uncertainty budget. Cali-
bration is defined as the comparison of an instrument against a reference or standard,
to find any errors in the values indicated by the instrument [25], whereas uncertainty
of measurement is the quantified doubt about the result of a measurement, which
can be established by evaluating the uncertainty budget. This chapter will not delve
into the details on how to perform uncertainty budget analysis as this can be found
elsewhere [18, 26]. In brief, in order to establish an uncertainty budget, major compo-
nents contributing to the measurement uncertainty has to be identified and quantified
as standard deviations (uncertainties). The contribution of each major component is
then statistically combined and the combined uncertainty computed.

In metrology, the ability to make traceable measurements, ideally to the SI units
of measurements, is always desirable. However, in some instances, it has to be appre-
ciated that making traceable measurement is difficult and unachievable. In nanotoxi-
cology research, for example, an incomplete traceability chain is likely as calibration
is often being carried out under conditions too different from the application.

1.4.2 Standard Documents

A standard document provides “requirements, specifications, guidelines or character-
istics that can be used consistently to ensure that materials, products, processes and
services are fit for their purpose”[27]. According to BSI 0:2011, standards can aid in
“a) facilitating trade, particularly in reducing technical barriers and artificial obstacles
to international trade b) providing framework for achieving economies, efficiencies
and interoperability c) enhancing consumer protection and confidence and; d) sup-
porting public policy objectives and, where appropriate, offering effective alternatives
to regulation”[28]. As such it is not surprising that standard documents on measure-
ment and test methods, specifications, terminology, management, and management
systems [29] exist.

So, what can be classified as standard documents?
Standard documents generally fall into one of the following two categories: formal

and informal standards. Formal standards are made by official standard organiza-
tions, proceeding through government recognized National Standard Bodies (NSBs)
at a national, regional or international level. NSBs include British Standards Insti-
tute (BSI, founded in 1901), Deutsches Institut fur Normung (DIN, 1917), Schweiz-
erische Normen-Vereinigung (SNV in 1919), Standardiseringen I Sverige (SIS in
1922), Norges Standariseringsforbund (NSF in 1923), Den Danske Standardiserings
Kommission (DS in 1926), L’Association francaise de normalisation (AFNOR in
1926), and so on. By the end of the 20th century, the work on regional and interna-
tional standards became more prominent. In some cases, this had meant that standard-
ization work previously carried out at a national level was transferred to regional, for
example, European Committee for Standardization (CEN) or international working
groups (WGs) in, for example, ISO [29].

Unlike formal standards, informal standards are published by Standards Devel-
opment Organizations (SDOs), with some being well known and highly respected,
for example, ASTM International (previously the American society for Testing
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Materials), IEEE (previously the Institute of Electrical and Electronic Engineers),
SAE (Society of Automotive Engineers), SEMI (Semiconductor Equipment and
Materials International), TAPPI (formerly the Technical Association of the Pulp
and Paper Industry), and OECD. The process to develop an informal standard is the
same as those used for formal standards, the only difference being that development
and approval is undertaken by members of the SDO rather than through a network
of NSBs [30]. Although not technically categorized as “standard” in the real sense
of the word, there also exists “private standards,” which are developed for internal
use, for example, used in companies. Obviously, such standards have less impact
and global recognition and often not considered as a viable route.

In addition to the classification of formal versus informal standards, a further
sub-classification can be made, on the basis whether the document is considered to be
a normative or informative document. Normative documents are “those documents
that contain requirements which must be met in order for claims of compliance with
the standard to be certified.” Informative documents on the other hand, are those that
“do not contain any requirements and it therefore not possible for compliance claims
to be certified” [30]. Normative means that it’s an official formal part of the spec-
ification, whereas informative means that it’s there to be helpful, for example, aid
understanding but cannot be used in formal circumstance, such as appeal to it in a
court of law or as part of an audit process.

So, what process is involved in developing a standard document?
In general, the development and publication of a formal document standard is often

a long process. The first step involves identification of new work and begins with a
proposer, which might be a corporate, public organization, individual, or a consortium
[28]. The proposer must then decide if the standard should exist at a national, for
example, British, regional, for example, European or at an international level, for
example, ISO. The proposer then must demonstrate the need for the standard, that
it will be widely/actively supported, that there are enough resources to complete the
project in a reasonable time and there no conflict that exists with existing standards
[28]. The work of drafting a standard can then be undertaken under by, for example, a
suitable Working Group (WG). The members in the WG will then draft document and
build a consensus before releasing the draft for comments. The final draft will then be
put to a voting period, thus rely on consensus, that is, an agreement between people
and organizations that will be affected. After successfully going through a voting
period, a final document can then be published as a standard document. As a ball
park figure, a national standard can take between 1 and 3 years to produce, whereas
international standards usually require the consensus of a more number of participants
and therefore usually take longer to publish [28]. Figure 1.1 schematically shows the
different stages of standard development/publication and the corresponding relative
level of impact associated with the different stages.

Before embarking on any standard development work, it is important that the pro-
poser undertakes a review of existing standards applicable and to identify relevant
technical committees and working groups. In relation to nanomaterial characteriza-
tion, ISO is active in producing standards under Technical Committee on Nanotech-
nologies, TC229. This committee consists of four working groups and is actively
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publishing on (i) terminology and nomenclature, (ii) measurement and characteriza-
tion, (iii) health, safety, and the environmental, and (iv) material specifications. To
date, the total number of published ISO standards related to this TC is 42. Further
details of ISO standards can be found elsewhere [31].

1.5 TYPICAL METHODS

The following sections list two of the most common methods that can be associated
with nanomaterial characterization, namely, sampling and dispersion.

1.5.1 Sampling

Sampling is defined as “a procedure whereby a part of a substance, material or prod-
uct is taken to provide for testing or calibration a representative sample of the whole”
[32]. The main purpose of sampling is to collect the entire sample and reduce its size
for subsequent analysis. If a representative sample is not obtained through sampling,
then this step in an experimental investigation can be a major source of data varia-
tion. Errors incurred through the sampling stage can be minimized if proper sampling
methods are carried out. There are several ways to minimize sampling errors. First,
there is a need for suitable mixing to ensure homogeneity prior to removal of sample
aliquots. Second, there is a need to increase the sample size, by taking measurements
from large number of sample increments.

When nanomaterial is in the form of dispersion, achieving reliable sampling is
potentially straightforward. For example, the sampling step may involve sufficient
agitation of the dispersion before an aliquot is extracted by using a pipette. In rela-
tion to powder material, the process of sampling is more challenging, as sampling
will be more prone to segregation error. This can arise when particles are exposed to
gravitational, rotational, vibratory/aeration operations, or other types of mechanical
motion, resulting in fine particles to migrate to the bottom and larger particles being
concentrated at the top [32]. Segregation error is more problematic with free or easily
flowing powders and those having a significant range of particle size distribution.

In relation to powder sampling, there is a need to carefully consider the different
options of sampling. The five common sampling methods are scoop sampler, cone
and quartering, table sampler, chute riffler, and spinning riffler (also called rotary
sample divider) [33]. Table 1.3 gives an overview of the sampling methods, along
with their inherent limitations.

Allen and Khan [32] have evaluated the different sampling methods shown in
Table 1.3, in which the performance of each method was assessed by sampling a
known particle size distribution of sand mixtures. Their findings show that out of all
the methods listed in Table 1.3, the spinning riffler is the most reliable method for
sampling, as this method incorporates little operator bias. In addition to reliability,
the spinning riffler is also most practical, especially when dealing with kilograms of
materials. However, there is one prerequisite that must be fulfilled when using the
riffler, in that powder must be free-flowing in nature.
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If a spinning riffler is to be used for nanomaterials, then it must be validated for
different nanomaterials in accordance to ISO 14488 guideline [35]. This ISO stan-
dard document makes recommendations on how to choose and use a riffler. It also
highlights the importance of validating the instrument for each new material to be
riffled. According to the document, the simplest way to validate is by mass valida-
tion, which consists of several steps. First, there is a need to measure the mass of the
gross sample together with the masses of all the increments; this is to be repeated
three times. Then, there is a need to calculate the mean loss of the material. If the
mean loss of material is larger than 1%, then the riffler is either not working properly
or that the riffler is not a suitable method.

1.5.2 Dispersion

Dispersion of powder nanomaterial into a liquid matrix is another common practice
in nanomaterial research [36] and basically involves three main stages:

a) Wetting of the nanomaterial powder. The purpose of this step is to substitute
solid–air interface with solid–liquid interface, such that the particles are suf-
ficiently “wetted.” The efficiency of wetting will depend on the comparative
surface tension properties of the nanomaterial and the liquid media, as well as
the viscosity of the resultant mix. The wetting step can easily be achieved by
mixing the powder with several drops of liquid media, to form a thick paste. In
the case where a powerful ultrasonic probe is used, wetting may occur simul-
taneously during sonication step.

b) De-agglomeration of the nanomaterial, using a de-agglomeration tool. Here,
sufficient shear energy is needed to break up loosely bound agglomerates in
the powdered nanomaterial. There are various de-agglomeration tools that exist
on the market to include mills (ball, stirred media, centrifugal, and jet mills),
stirring (magnetic or overhead stirring), high-speed homogenizer, high pressure
homogenizer, ultrasound sonicating bath, and ultrasound probe sonication or
ultrasonic disruptor [37].

c) Stabilization of the dispersion. Stability can be impacted by the choice of the
liquid dispersant and things added to the dispersant, for example, surfactant that
can lead to marked changes in its interfacial properties [38].

To date, no standard guidelines exist that details how to disperse powdered nano-
materials into a liquid matrix. In some science areas such as nanotoxicology, the need
to produce stable and reproducible dispersions is important for the purpose of data
reliability and comparability. Recent works by Tantra et al. [39] have shown how
huge data variability can arise from using different dispersion protocols. Their find-
ings highlighted the importance of controlling the dispersion step, as factors such as
particle concentration, sonicating time, can all influence dispersion quality.
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1.6 POTENTIAL ERRORS DUE TO CHOSEN METHODS

Characterizing the property of nanomaterial (with current instrumentations) may not
be straightforward. With some nanomaterial samples, getting reliable data is not easy
to achieve and can lead to a situation in which experimental data can get reported
without proper understanding of the associated errors and propagation of such errors.
Sources of experimental errors may arise from a number of factors, to include poly-
dispersity of the nanomaterial and the difficulty to measure such highly polydisperse
samples.

Baalousha and Lead [40] have highlighted that most of the nanomaterials tested
in nanotoxicology are far too polydisperse and that materials close to monodisper-
sity are needed. The main issue with having a highly polydisperse sample is the lack
of analytical techniques that can measure the corresponding properties accurately.
Anderson et al. [41] show most routine methods can characterize particle size distri-
butions of monomodal distribution. However, if the particle distribution is away from
the ideal, then errors can be incurred during the measurements. A typical example
to highlight this point is light-scattering-based methods such as Particle Tracking
Analysis and Dynamic Light Scattering. Both techniques have been shown to mainly
reliably detect a single population of particles corresponding either the largest or
smallest particles in a multimodal sample. Clearly, the inadequacy of the instrumen-
tal methods to characterize highly polydisperse nanomaterials can pose a barrier to
reliable measurement [42].

In addition to issues associated with polydispersity, nanomaterials dispersed in
complex, for example, biological, environmental matrix, which contains other inter-
ferents, can also pose problems where measurement is concerned. Hence, an instru-
ment with high selectivity and sensitivity may be needed. Apart from the presence
of interferents, nanomaterial–media interactions can be dynamic in nature and in the
example of nanotoxicology research, the physicochemical properties measured at a
given time may not be directly associated with observed biological effects. Nanoma-
terials dispersed in complex medium may also be unstable, potentially resulting in
agglomeration and sedimentation, which may pose further difficulties for the instru-
ment to measure the sample under such conditions. Due to the analytical challenges
posed in nanotoxicology, it is difficult to reliably assess the potential transformation
of nanomaterials in an environmental or mammalian system [43].

1.7 SUMMARY

The potential benefits of nanomaterials to society and economy are clear and, as
such, much research on nanomaterial is currently being conducted, covering a wide
range of disciplines. This introductory chapter is a good starting point for readers,
to get to grips with some of the key topics, to include terminology, measurement of
good practice, issues/challenges, and so on. An important point to highlight is for
researchers to choose the right methods and the need to validate such methods for
their nanospecific applications. Researchers are encouraged to give careful thought in
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identifying potential sources of error associated with their measurements, which will
lead to improved experimental design and methods employed during an investigation.
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NANOMATERIAL SYNTHESES
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Quantitative Surface Chemical Spectroscopy Group, Analytical Science, National Physical
Laboratory, Teddington TW11 0LW, UK

T. Sainsbury
Materials Processing and Performance Group, Materials, National Physical Laboratory,
Teddington TW11 0LW, UK

2.1 INTRODUCTION

Nanomaterials can be synthesized by a wide variety of methods. These methods
can be grouped into two general strategies, one in which a bottom–up approach is
used and the other being a top–down approach [1]. A top–down approach involves
reducing the size of the bulk material to form nanomaterials, whereas a bottom–up
approach generates nanomaterials by assembling atoms or molecules via synthetic
chemistry. Top–down approaches involve the attrition (wear) of the source mate-
rial, whereas bottom–up approaches start with either a solution or a vapor of atoms,
molecules, or a precursor that reacts to form the nanomaterial population.

The purpose of this chapter is twofold: first to give an overview of common meth-
ods for nanomaterial synthesis found in the two approaches and second to present a
case study on the synthesis of gold nanoparticles by using various methods. As part of
the overview, some theoretical considerations on particle nucleation and growth will
be given. In addition, how carbon nanotubes (CNTs) are synthesized commercially
will be presented. CNTs have been chosen as the specific example for further dis-
cussion, due to their use in a wide range of commercial applications, as discussed in
Chapter 1. In relation to the case study, the effects of different bottom–up methods on

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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the size characteristics of gold nanoparticles will be assessed. In particular, a method
on how gold nanoparticles are traditionally synthesized, that is, “bulk” approach, will
be compared to methods that employ microreactor-based technology.

2.2 BOTTOM–UP APPROACH

2.2.1 Arc-Discharge

In the arc-discharge synthesis of nanomaterials, a plasma is generated by an electrical
discharge between two electrodes, which is then used to vaporize the electrode mate-
rial [1]. The choice of material is dependent on what type of nanomaterial is required;
for example, graphite electrodes can be used to synthezise CNTs. The vapor of atoms
that is created will then condense to produce the nanomaterial. The arc discharge
method proceeds either in gas (as used for the generation of CNTs) or in liquid-phase
systems (as for silver nanoparticles [2]). Indeed, this method had been used to syn-
thesize the first CNTs and since then has been applied to the synthesis of numerous
other nanomaterials, for example, silver, silica-coated iron nanoparticles [3], and gold
nanoparticles [4]. A schematic of the arc-discharge apparatus is shown in Figure 2.1.

2.2.2 Inert-Gas Condensation

In inert-gas condensation, metal atoms are evaporated into an inert carrier gas at high
temperature [6]. Cooling the gas then creates a supersaturated vapor, and particles
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Figure 2.1 Schematic of common apparatus used in the arc-discharge synthesis of carbon
nanotubes. Kundrapu et al. [5]. Figure 2.1. Reproduced with permission of IOP Publishing.
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nucleate homogeneously from this vapor in the gas stream. Clusters of particles form
and sinter, before both nucleation and sintering are stopped by cooling the gas further,
either with another stream of gas, that is, the quench gas, or a chilled surface, for
example, a liquid-nitrogen filled “cold finger.” Particles often form agglomerates at
this stage, which under the given conditions will be “loose” enough to be separated
in a post-processing step. This method of synthesis has been used to generate carbon
blacks, silicon dioxide, and titanium dioxide [6], for example.

2.2.3 Flame Synthesis

Flame synthesis is the most widely used method for the synthesis of commercial
quantities of nanomaterials [7]. In flame synthesis, the process begins with the evap-
oration of a precursor, which is taken into a stream of inert gas [8]. This gas mixture
is then mixed with fuel and an oxidizing agent before being injected into a flame.
Nanomaterials are produced within the flame, in which the particle characteristics are
controlled by the configuration and composition of the flame. Precursors can also be
dissolved in flammable organic solvents and sprayed into the flame in a process called
flame spray pyrolysis. Flame synthesis has been used to produce various nanopowders
to include mixed oxides, nonoxides, fullerenes, and nanotubes [7, 8].

2.2.4 Vapor-Phase Deposition

There are two types of vapor-phase deposition used in nanoparticle synthesis: chem-
ical vapor deposition (CVD) and physical vapor deposition (PVD) [9]. Both methods
involve depositing material from the vapor phase, which then coalesces to form the
desired nanomaterial. In CVD, a precursor gas is passed over a substrate in a furnace,
where it reacts chemically with the surface, depositing the desired chemical species
and subsequently resulting in the formation of the nanomaterial. While CVD involves
the precursor undergoing a chemical reaction with the substrate, PVD deposits the
material through a purely physical process, with no chemical reactions taking place.
Both CVD and PVD have been used to fabricate nanomaterials, as well as to deposit
thin surface coatings on various substrates. CVD, for example, is the primary process
used for growing sapphire crystals. It also has been used to commercially produce
CNTs [10].

The morphology of the substrate is often important in determining how the result-
ing nanomaterial grows. In CNT synthesis, for example, the substrate itself may
consist of nanoparticles in order to control the growth of nanotubes. In a type of
CVD method called vapor–liquid–solid (VLS), deposition uses catalyst nanoparti-
cles on the surface of a substrate to allow the vapor to condense, forming a liquid,
before solidifying. This has been used to synthesize different types of nanowires such
as Si and III–V semiconductor nanowires [9].

2.2.5 Colloidal Synthesis

A common method of synthesizing colloidal dispersions of metal nanomaterials is to
reduce metal complexes in dilute solutions [11]. The reduction reaction will form



�

� �

�

28 NANOMATERIAL SYNTHESES

a supersaturated solution of metal atoms, which nucleates to form nanoparticles.
Agglomeration of the nanoparticles is likely, but there are several steps to prevent
this, such as ensuring that the concentration of nanomaterials is low enough or coat-
ing of nanomaterials with another chemical species that prevents agglomeration, such
as a capping agent.

The colloidal synthesis method is commonly used to produce gold nanoparticles,
which is achieved by adding a slight excess of sodium citrate to chloroauric acid
(HAuCl4) [12]. The sodium citrate reduces the Au3+ ions (present in the acid) to Au
atoms. The synthesis here does not necessarily require the addition of capping agents
because the citrate ions already present in the solution can also act as the stabilizing
agent. This reaction results in the formation of a saturated solution of (nearly) spher-
ical Au nanoparticles. Copper nanoparticles can be synthesized in a similar manner,
this time by reducing cupric chloride with hydrazine. However, in this case a sepa-
rate capping agent (the surfactant cetrimonium bromide (CTAB)) is usually added to
prevent particle agglomeration [13].

In order to produce a homogeneous colloidal suspension, experimental conditions
should favor diffusion-controlled growth. This can be done by controlling experimen-
tal variables such as localized concentration gradients, mixing time and temperature
gradients. Microfluidic reactors are also useful in this respect, in that reactions taking
place inside microchannels will enable the experimental conditions to be controlled
more precisely than compared to reactions taking place in corresponding traditional
bulk systems [14, 15].

2.2.6 Biologically synthesized nanomaterials

Bacteria, fungi, actinomycete, and viruses have all shown potential in synthesizing
nanomaterials. Synthesis can happen inside (intracellular) or outside (extracellular)
biological cells. Examples include the biological assembly of gold nanoribbons from
a solution of nanoparticles with Bacillus subtilis [16] and synthesis of magnetite
nanoparticles in Magnetospirillum magnetotacticum bacteria [17]. Magnetite is syn-
thesized not only in this bacteria but also present in a wide range of organisms,
including chitons, honeybees and homing pigeons [18, 19]. The synthesis of mag-
netite in some animals is thought to help its orientation in the Earth’s magnetic field.

2.2.7 Microemulsion Synthesis

Micelles (or inverse micelles) can be used to synthesize nanomaterials [20]. For
example, it may be possible to create micelles containing the two precursors required
for growth of nanomaterial, then allowing them to collide with each other, as schemat-
ically represented in Figure 2.2. The precursors, such as a metal salt and a reducing
agent, then can react to form the particle inside the micelle; the growth of the nano-
material in microemulsion synthesis is influenced by the constraints imposed by the
local medium. This method of synthesis has been shown to be well suited to the
production of nanomaterials with a “core-shell” structure; by this we mean those
nanomaterials that have a core made of one material surrounded by a shell made of a
different material [21].
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A B

Nanomicelles containing aqueous

precursors meet and coalesce

Nanoparticles form

inside the nanomicelle

Figure 2.2 Illustration of microemulsion synthesis. Aqueous precursors (A and B) are encap-
sulated in nanomicelles, which collide and coalesce, mixing the precursors and leading to the
formation of nanoparticles.

2.2.8 Sol–Gel Method

As the name implies, this method involves the formation of colloidal suspension, that
is, the sol, followed by the gelation of the sol to form an inorganic network in a contin-
uous liquid phase, that is, the gel. It is a wet-chemical technique, in which precursors,
typically metal alkoxides (to form metal oxide clusters) first undergo hydrolysis.
This is then followed by a condensation reaction, for example, polycondensation or
polyesterification [22], which results in a dramatic increase in the viscosity of the
solution. The size and morphology of the nanoparticles formed can be controlled by
adjusting the reaction conditions. Incomplete reaction can lead to the inclusion of
organic groups in the nanomaterial. The sol–gel method has the advantage of a low
processing temperature and can be used to fabricate nanoparticles that are thermody-
namically unfavorable. Most commonly, the method has been used for the synthesis
of colloidal dispersions of metal oxide nanoparticles [23, 24].

2.3 SYNTHESIS: TOP–DOWN APPROACH

2.3.1 Mechanical Milling

This process involves grinding up a bulk material into smaller particles, reducing the
size of the particles by attrition [24]. Mechanical milling requires a lot of energy and
hours (or days) to complete. Among all of the different types of mechanical milling,
ball milling has been widely used for the synthesis of various nanomaterials [25]. A
ball mill consists of a rotating chamber, which is partially filled with balls, that is, the
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grinding media and the substance that is to be powdered. The process generates heat,
and the combination with mechanical grinding can cause certain chemical reactions
to occur, which is often desirable. For example, when manufacturing silicon nanoma-
terials, SiO2 can be reduced by carbon in the mill, giving a pure silicon nanomaterial
and CO2. Another example is the production of Fe2O3 nanomaterials, produced by
oxidizing iron in the presence of water [26].

The size distribution of particles resulting from ball milling is very broad, and the
morphology of the formed particles tends to be quite varied. Hence, nanomaterial
synthesized through this route is most suited for certain application areas, for
example, in nanocomposites, where a broad size distribution is not problematic. It
is, however, unsuited to produce nanomaterials for optical applications, for example,
since properties of monomodal size distribution and uniform shape are highly
desirable in such applications.

2.3.2 Laser Ablation

Laser ablation is a process of using high-energy nanosecond pulses of laser light to
remove and vaporize material from a solid surface [27] to produce nanomaterials.
The ionized particles are ejected into a plume before combining together to form
the desired nanomaterial [28]. The resulting particles can potentially be deposited
from the plume onto a substrate, as done in a PVD process. Although the process
can be performed in the gas phase or under vacuum, it can also be done in liquid,
that is, laser ablation of chemical precursors in liquid solvents. A wide variety of
nanomaterials, for example, metals, metal oxides, semiconductors, and organic
materials, have been synthesized this way [29].

2.4 BOTTOM–UP AND TOP–DOWN: LITHOGRAPHY

In strict terms, lithography could be classified as a being both bottom–up and
top–down. It is a process used to produce nanoscale structures on the surface of
materials, in which the structures are fabricated by selectively depositing a coating or
by removing layers of existing material [9]. There are different forms of lithography
[4]. Often, a resist (a layer selectively deposited by various means on top of a
substrate material) is used to protect regions of the material from an etchant, which
is used to remove material by a chemical or physical means. The process results
in the removal of the uncoated material, thereby generating the nanostructure.
Although the process is sometimes laborious and expensive, lithography can be used
to generate intricate nanoscale structures [30], as exemplified in Figure 2.3.

2.5 BOTTOM–UP OR TOP–DOWN? CASE EXAMPLE: CARBON
NANOTUBES (CNTs)

As discussed in Chapter 1, CNTs are molecular-scale cylindrical tubes of graphitic
carbon six-member rings. Typically, CNTs can be grown to lengths up to several
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5 μm

Figure 2.3 An example of a complex structure with nanoscale features generated by lithog-
raphy using a focused ion beam (FIB) and assembled using nanomanipulation, showing the
possibilities of this technique. Jeon et al. [30]. Figure 2.3. Reproduced with permission of
American Vaccuum Society.

tens of microns, with diameters in the nanometer range. Structurally, CNTs can be
divided into two general types: single-walled (SW) and multi-walled (MW) CNTs.
SWCNTs consist of graphene sheets rolled up into singly cylindrical tubes, with a
typical diameter of ∼ 1 nm. MWCNTs, on the other hand, are stacks of SWCNTs
nested inside one another to make concentric cylinders, with diameters in the range
of 2–100 nm with a layer spacing of 0.3–0.4 nm and many microns in length [31].
CNTs can be produced by very rudimentary methods. For example, the soot from
a candle flame is known to contain a range of carbon-based nanostructures, includ-
ing nanotubes and fullerenes [32]. However, the need to better control the synthetic
process has led to the use of the “bottom–up” arc-discharge method (as illustrated in
Figure 2.1) as well as “top–down” laser ablation methods. In fact, these methods were
the first to be used in the commercial synthesis of CNTs. Both SWCNTs and MWC-
NTs can be produced using either method [33]. However, these techniques require
the use of extremely high temperatures (>3000 ∘C) to evaporate the carbon atoms,
often producing tangled CNTs that are hard to purify [34].

Nowadays, commercial MCWNTs are often synthesized using “bottom–up” CVD
methods. While arc-discharge and laser ablation are well-established methods, pro-
ducing nearly perfect nanotube structures, CVD is a comparatively simple and more
importantly relatively economical, as it does not require excessively high tempera-
tures or pressures. As a result, it allows for the continuous and economic production
of CNTs. In the production of CNTs using a CVD method, a hydrocarbon precursor,
for example, carbon monoxide or ethylene, is vaporized and passed over a nanosize
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catalyst (at a temperature high enough to allow the precursor to decompose). The cat-
alyst is chosen to have reasonable solubility and high diffusivity for carbon. Hence,
metals such as Fe, Co, or Ni are often chosen, even though a range of other metals
and nonmetallic catalysts (such as nano-diamond) are currently being investigated
[6]. Although the exact nanoparticle growth mechanism is still debatable, it is thought
that the mechanism involves hydrocarbon decomposition on the surface of the cata-
lyst. Once the catalyst is saturated with carbon, nanotube formation then begins [33].
The diameter of the resulting CNTs is generally related to the size of the catalyst
particles. In order to encourage the production of SWCNTs, the size of the catalyst
particles can be reduced to a few nanometers in diameter and the reaction temperature
elevated. While the catalyst is often mounted on a substrate made of silicon, glass or
alumina, past studies have shown that the catalyst can also be suspended in a gas flow
[33].

2.6 PARTICLE GROWTH: THEORETICAL CONSIDERATIONS

This section provides an introduction to theory of particle nucleation and growth,
which is of most relevance to bottom–up nanomaterial synthesis. While the equations
and theories presented in the following section are derived for spherical nanoparticles,
similar considerations can be applied to all types of nanomaterials. However, it must
be noted that such theories, which are based on modeling of thermodynamic proper-
ties, may not cover all eventualities, and other factors are likely to affect the process of
particle growth. For example, if a particular crystal plane has a lower surface energy
than another, then certain faces of a nanomaterial might grow preferentially to others
that lead to facets.

2.6.1 Nucleation

The formation of nanoparticles from liquid or vaporized precursors is favorable
because their formation lowers the Gibbs’ free energy of that system (denoted
by ΔGV , which is expressed as per unit volume of a newly formed particle) [9].
However, the formation of a particle also involves the creation of a surface between
the newly formed particle and the surrounding medium. This surface will have
energy, 𝛾 associated with it (expressed as per unit area of the material). These two
energies act in opposite directions, with ΔGV resulting in a reduction in energy,
while 𝛾 resulting in an increase in energy. Combining each contribution allows the
overall energy change (ΔG) to be calculated:

ΔG = −4
3
𝜋r3ΔGV + 4𝜋r2

𝛾 (2.1)

where the reduction in Gibbs’ free energy is multiplied by the volume of the particle
and the surface energy by the surface area, when considering a spherical particle.
Hence, ΔG here is the sum of the free energy due to the formation of a new volume
and the free energy due to the new surface created for spherical particles. Plotting this
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Particle radius
r*

ΔG
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Figure 2.4 Change in free energy ΔG plotted against particle radius. The maximum value of
ΔG corresponds to the critical radius of a cluster of atoms, r∗.

ΔG against the radius of the particle, r, indicates the presence of an energy barrier,
which must be overcome before a particle can freely grow (Fig. 2.4). This process
is called nucleation and governs the first step in particle growth. The height of the
energy barrier is labeled ΔG∗. Any cluster of atoms that can overcome this barrier
and reach the critical radius (r∗) will grow. A key challenge in synthesizing nanoscale
particles lies in maximizing the rate of nucleation, while ensuring that the particles
grow only to the desired size.

The rate of nucleation can be increased by

a) increasing ΔGV , which will lower the energy barrier. This can be achieved by
increasing the concentration of the precursor solution or vapor. When ΔGV is
zero, the solution becomes saturated. If the concentration is increased beyond
this point, then this will create a supersaturated solution, which subsequently
lowers the energy barrier to nucleation. Concentrations below the saturation
concentration will never lead to nucleation because there is no energy reduction.

b) increasing the temperature of the system. This will increase the average energy
of the atoms and molecules in the solution, resulting in a greater number of
particles being able to overcome the energy barrier.

2.6.2 Particle Growth and Growth Kinetics

The growth of particles means that the concentration of precursors in the solution
will be lowered to a level around the saturation concentration, where nucleation stops.
While nucleation cannot occur under conditions of insufficient supersaturation, exist-
ing particles can continue to grow. The phenomena of diffusion-limited growth and
Ostwald ripening can be used to further explain particle growth and growth kinetics,
as further described in the following sections.

2.6.2.1 Diffusion-Limited Growth The rate of particle growth can be limited by
the rate at which precursors diffuse to reach the growing particle [35]. In this scenario,
particle growth is said to be diffusion limited, being essentially controlled by the
diffusion of monomers to the surface of the particles. Achieving diffusion-limited
growth is often desired as it causes particle size distributions to become more uniform
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over time. In diffusion-limited growth, larger particles will grow slower and so the
sizes of smaller particles can catch up with those of larger ones, which focus the size
distribution. In order to promote diffusion-limited growth, several approaches can be
taken. These include increasing the viscosity of the reacting solution, lowering the
temperature of the reaction, controlling the supply of growth species (via variations
in the concentration precursors in solution) [9] and using a capping agent (such as a
surfactant) that coats the surface of the nanoparticles, to present a barrier to diffusion.

2.6.2.2 Ostwald Ripening Ostwald ripening is the process that causes old
ice-cream to take on a grainy texture, with ice crystals growing over time and coars-
ening the texture. In simple terms, Ostwald ripening refers to the growth of larger
particles at the expense of smaller ones, thus conserving volume while reducing
surface area [24]. The phenomenon is also of relevance to nanoparticle synthesis as
it can prevent a desired particle size distribution to be maintained. As previously
discussed, surfaces of nanoparticles have an associated energy, 𝛾 . Ostwald ripening
is often favorable since the formation of a larger nanoparticle reduces the surface
area, thus lowering total surface energy. The process is governed by the diffusion of
smaller particles to larger ones. Although the reduced total surface energy means
that Ostwald ripening is thermodynamically favorable, a chemical potential gradient
still needs to exist in order for diffusion to occur. In this sense, the curvature of a
surface is an important consideration as it is proportional to the chemical potential of
atoms or molecules of that surface. Diffusion is thus driven by the chemical potential
gradient that exists between the smaller particle (with high surface curvature) and
the larger particle (with low surface curvature). A simple way to prevent Ostwald
ripening is to use a capping agent as this will create a barrier to diffusion.

2.7 CASE STUDY: MICROREACTOR FOR THE SYNTHESIS OF GOLD
NANOPARTICLES

2.7.1 Introduction

The ability to produce homogeneous (monodisperse) nanoparticles is of importance
in many different applications. Several examples will now be given to show this.
One example is in the area of drug delivery, in which a relatively homogeneous
nanoparticle formulation is desired to achieve the correct pharmacodynamics and
dissolution rates. It is also of analytical importance, especially during pharmaceu-
tical development as it minimizes the need to have tools that can reliably measure
highly polydisperse and inhomogeneous nanoparticles [36]. Another example is in
the field of nanotoxicology. In the past, several researchers have highlighted the need
to access test materials that are close to monodisperse for better reliability when
studying behavior, dose, structure–activity relationships and the mechanisms of tox-
icity [37]. A final example is in relation to quantum dots, in which it is important to
control the size of the particles synthesized as it is the particle size that will affect the
optical band-gap variability and thus affecting their optical and electronic character-
istics [38, 39].
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Although the control of properties such as particle morphology and size distri-
bution of the whole sample is one of the most important issues in the synthesis of
well-defined nanoparticles, the ability to produce them is far from trivial. In the past,
scientists have often used the bottom–up approach to produce nanoparticles of low
polydispersity, in which the population of particles have more or less uniform size and
shape [38]. Such a bottom–up approach should result in the creation of near-identical
structures with precision limited only by the Boltzmann energy distribution of the
system, but in reality this is not the case. Particles can exhibit some excess width
in relation to the particle size distribution. This is attributed to the fact that chem-
ical reactions are often carried out in large vessels and the reactants will thus be
subjected to variations in temperature and concentration gradients, leading to dis-
parate microchemical environments. In order to improve particle size homogeneity,
other ways to synthesize particles have been considered. It is worthy to note that the
term polydispersity (or monodispersity) is used here rather loosely, as requirements
of monodispersity have yet to be quantified in different scientific fields.

One approach for minimizing particle size and shape variations that can arise from
the traditional bulk processes is to better control the experimental environment. This
can be achieved if the size of the reaction vessel is significantly reduced, for example,
in the case of a microfluidic device. A microfluidic device is a miniaturized platform
that allows flow of liquid to take place in channels with characteristic dimensions
close to or smaller than the mean free path of reactant species. Microreactors are
microfluidic reaction devices, designed for rapid mixing and reaction or two or more
liquid reagent streams. As the flow within the channels is almost always laminar, this
will lead to the creation of parallel flowstreams without turbulent mixing. Mixing in
microfluidic devices is dominated by diffusion and thus better controlled. In addition,
there is greater control over temperature and concentration gradients within the mix-
ing chamber in microfluidic devices. The ability of microreactors to offer improved
control over reaction environments can potentially be harnessed to enhance the con-
trollability and reproducibility of nanoparticle synthesis. In fact, several past workers
have reported that microfluidic devices have indicated improvement in the homo-
geneity of polymeric nanoparticles [40–42] . Microreactors have also been used to
fine-tune physicochemical properties of nanoparticles including size, surface chem-
istry, surface charge [41, 43, 44]. Adoption of such microfluidic formats have been
shown to significantly reduce the size distribution of nanoparticles, compared to the
corresponding traditional batch process [43, 45–47].

Microreactor technology (involving liquids) appeared in the early 1990s [48].
Since that time, a wide variety of nanoparticles have been synthesized including quan-
tum dots [39, 49–56], silver [46, 57–59], gold [58, 60], CNTs [61], platinum [62],
silica [45, 63, 64], zinc oxide [65], titania [66], rubrene [67], polymer [68], and mag-
netic nanoparticles [69–71].

Undoubtedly, the microreactor platform is a promising technology for nanoparti-
cle synthesis [15, 72], but there are several issues that must be overcome for successful
uptake of such a technology and microfluidic devices in general [73, 74]. Becker et al.
[75] have highlighted that in general, for successful commercial uptake, microfluidic
devices must demonstrate significant improvements compared with their macroscale
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counterparts. In the case of gold synthesis, the macroscale traditional counterpart is
the bulk or batch synthesis, in which nanoparticles are produced in a flask. Thus, there
is a need to understand to what extent the microreactor technology has the competitive
edge (e.g., homogeneity, reproducibility, and tunability) over batch synthesis.

In the case study presented here, gold nanoparticles will be synthesized using
various methods encapsulating both microfluidic and batch formats. Gold nanopar-
ticles will be synthesized by the reduction of chloroauric acid (H[AuCl4]) using
sodium borohydride (NaBH4), that is, reduction of Au3+ ions to neutral gold atoms,
precipitating as nanoparticles. The microreactor used will be simply constructed
from PTFE-tubing connected using T-junctions. There are several advantages
associated with the use of PTFE tubings rather than planar chip devices that are
usually made up of glass, silicon or quartz. Firstly, the hydrophobic surface of the
PTFE tubing will mean less wetting of such surfaces and thus will help to suppress
the deposition of elemental gold within the reactor channels. This will help to
prevent the nanoparticles sticking to the surface of the inner tubes during operation.
The deposition of solid material within the microchannels is not desired due to
potential blockages. Secondly, the tubing can be cut to any length, to govern the
flow and mixing of fluid. Thirdly, such tubing is relatively inexpensive (compared to
chip-based systems) and thus can be easily replaced.

For synthesis using microreactor platform, two types of flow will be employed:
continuous and segmented flow. In the continuous flow approach, the mixing strategy
involves introducing two types of reagent streams (H[AuCl4] ,NaBH4) in a continu-
ous manner, where they are mixed and allowed to react. The product then leaves the
reactor as a continuous stream, with the flow rate and operation time determining the
synthesis scale. Unlike continuous flow systems, segmented flow (or droplet-based)
systems involve creating discrete volumes of reagents with the use of an immiscible
phase. Often, a flow of perfluorinated oil is used to create a flow perpendicular to an
aqueous liquid flow; the final result will be in the formation of microdroplets (of liquid
suspensions) in oil phase. These droplets are typically created via Rayleigh–Plateau
instability, which controls the formation of droplets that are of a characteristically
uniform size. Synthesis of particles therefore occurs within the droplets that move
at a constant linear velocity. The constant advection within the droplet, triggered by
Newtonian flow and the concomitant no-slip layer at the droplet boundary, means
that the droplet itself represents a single, uniform chemical microenvironment. Upon
collection of the mixture, the two phases can be collected before separating them to
extract the aqueous phase, which contains the nanoparticles. In the study, the gold
particles produced by the three different methods, that is, batch, microfluidics con-
tinuous flow and microfluidics segmented flow, will be evaluated using dynamic light
scattering (DLS) for particle size measurements.

2.7.2 Method

2.7.2.1 Materials Reagents of analytical grade or better were purchased from
Sigma-Aldrich (UK) and used as received. Deionized (DI) water, with a resistivity
value of 18.2 Mohm cm, was filtered (using a 0.2-μm-pore filter) prior to use.
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The following stock solutions were prepared, as part of the sample preparation
procedure:

a) Gold precursor stock solution of HAuCl4⋅3H2O (10 mM) in DI water; this was
kept in an amber glass bottle at 4 ∘C. This stock solution was appropriately
diluted with DI water to make 1 and 2 mM concentrations, to be used for batch
and microfluidic synthesis, respectively. These solutions, which were made
freshly before each experiment, will be referred to as gold “working” solutions
in the remainder of the chapter.

b) NaBH4 solution in DI water of 50 mM concentration for batch synthesis and
10 mM for microreactor synthesis; these solutions were made up and used
within 2 h.

c) Aqua regia. This was used for cleaning purposes and made by adding 65% nitric
acid to 37% hydrochloric acid in a volume ratio of 1:3. All reaction imple-
mentations that are used for the preparation of gold nanoparticle formation,
for example, magnetic stirrer, beaker and glassware were cleaned with aqua
regia and then rinsed with copious amounts of DI water. Aqua regia was made
fresh before use. Due to the corrosive nature of aqua regia, appropriate safety
precautions were taken.

As detailed below, the stock solutions prepared by methods a) and b) were used
in the respective synthesis methods. In all three methods, the HAuCl4 and NaBH4
reagents were made up to ensure that their concentrations in the resulting reaction
solution were 1 and 5 mmol/l, respectively.

2.7.2.2 Protocol: Nanoparticles Batch Synthesis Gold nanoparticles were pre-
pared using the commonly employed NaBH4 reduction method in which the reduc-
tion reaction takes place at room temperature. This involved adding 9 ml of the corre-
sponding gold working solution (for batch synthesis) to a clean glass vial and stirring
vigorously using a magnetic stir bar before 1 ml of NaBH4 solution (50 mM) was
added to the vial. The mixture was then stirred for a further 30 min before the mag-
netic stirrer bar was removed. The remaining colloidal suspension of gold nanopar-
ticles was then stored at 4 ∘C until ready for analysis.

2.7.2.3 Protocol: Nanoparticle Synthesis via Continuous Flow Microfluidics
PTFE tubing (I.D of 250 μm) was used to connect a PEEK tee mixer (500 μm through
bore, Upchurch Scientific, UK) to two 5 ml reagent loops (Asia Reagent Injector,
Syrris, UK), filled with 2 mmol/l HAuCl4 and 10 mmol/l NaBH4 solutions, respec-
tively, each being driven by syringe pump units (Asia Pump, Syrris, UK). The two
precursor solutions were pumped through a tee mixer at 50 μl/min, equating to the
total flow rate of 100 μl/min. The tee mixer was connected to PTFE tubing (500 μm
I.D); this provided an outlet for collection of the mixture into a vial containing 5 ml of
DI water and a magnetic stirrer bar (to provide constant stirring). The mixture was left
to stir in the mixing chamber for 30 min before the magnetic stirrer bar was removed
and the solution stored at 4 ∘C, until required for analysis. A schematic of the set-up
is shown in Figure 2.5a.

http://syrris.com/flow-products/asia-modules/asia-reagent-injector
http://syrris.com/flow-products/asia-modules/asia-syringe-pump
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Figure 2.5 Schematic microreactor set-up under different synthesis strategies: (a) continuous
flow, (b) microdroplet.

2.7.2.4 Protocol: Nanoparticles Synthesis via Droplet-Based Microfluidics For
droplet-based experiments, a slightly modified version of the continuous flow set
up was used. In this system a PEEK cross mixer (500 μm through bore diameter,
Upchurch Scientific, UK) was used to combine the reactants, with the extra chan-
nel being used to deliver an immiscible carrier fluid (Fluorinert FC 40, 3M, USA) to
enable reactants to be isolated into discrete droplets. The carrier fluid was delivered
using a separate syringe pump (KDS Scientific, USA), fitted with a 20 ml disposable
syringe. As before, the reactant solutions were pumped at 50 μl/min each, equating
to a combined flow rate of 100 μl/min, while the carrier fluid was pumped at a rate of
300 μl/min. The output from the cross mixer was connected via PTFE tubing (500 μm
I.D) into a sample collection vial containing 5 ml of DI water (under constant stir-
ring conditions). As before, the mixture was left to stir for 30 min before the mixture
was allowed to settle at room temperature. This resulted in a complete separation of
two phases. The aqueous phase that contained the gold nanoparticles was collected
and stored at 4 ∘C, until required for analysis. A schematic of the set-up is shown in
Figure 2.5b.

2.7.2.5 Protocol: Dynamic Light Scattering Particle size characterization was
carried out using a Zetasizer Nano ZS (Malvern Instruments, UK) equipped with a
633-nm red laser. Malvern Instruments Dispersion Technology software (Version 4.0)
was used to analyze all data. A brief overview of the technique will now be given.

DLS, sometimes referred to as photon correlation spectroscopy (PCS), is used
measure time-dependent correlation function of the scattered light arising from a
collection of the particles undergoing random Brownian motion. Cumulant analy-
sis is then used for analyzing the autocorrelation function generated by the DLS
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experiments, in which the diffusion coefficient of the particles can be deduced and
subsequently used to give the particle diameter. The calculations related to cumulant
analysis, which describes the suspended size distributions, have been defined in ISO
[76]. In practice, the cumulant analysis yields only two values that are of importance:
a mean value for the size (Z-average) and a width (or breadth) parameter known as the
polydispersity index. The Z-average is intensity-based calculated value, as defined by
the ISO standards. The PDI index is a number calculated from a simple two parameter
fit to the correlation data. The PDI is dimensionless and scaled such that values range
from 0 to 1, with values smaller than 0.05 being rarely seen other than with highly
monodisperse reference standards. Values greater than 0.7 indicate that the sample
has a very broad particle size distribution and is probably not suitable for the DLS
technique [76, 77].

To acquire the DLS data, 100 μl of sample was pipetted into a disposable microcu-
vette (ZEN0118, Malvern Instruments, USA). The cuvette was then capped to prevent
any further contamination. The analysis was carried out at 25 ∘C. The data collected
were analysed to extract the mean and standard deviation of replicate measurements.
Results were plotted as mean values, with error bars of one standard deviation.

2.7.3 Results, Interpretation, and Conclusion

Figure 2.6 shows the dynamic light scattering Z-average diameter for particles
synthesized using microreactor (under both continuous and segmented flow) versus
batch. The plot shows the average value of six different samples taken, with three
replicate measurements conducted per sample. Results show that all particles
synthesized appeared to have similar (Z-average) sizes, ranging from 7–12 nm, with
microdroplet process yielding the largest average size (all being ∼12 nm). Figure 2.6
also shows a representative particle size distribution acquired for the three synthesis
modes. Results indicated that aggregates of particles >100 nm are present in batch
and continuous flow but not when particles are synthesized using the droplet-based
method.

Figure 2.7 shows the effect when adopting the three methods of gold nanoparticle
synthesis on the PDI value. Results show that this value ranges between 0.14 and
0.32, with the droplet-based method giving the smallest PDI values (0.18 or less).
However, inspection of the particle size distributions in Figure 2.6 indicates that the
higher PDI values associated with batch and continuous flow can be explained by
the existence of a bimodal size distribution and the presence of large aggregates size
>100 nm.

The repeatability of dispersion quality was assessed by calculating RSD % from
the corresponding particle size and PDI datapoints (of the six subsamples) associated
with Figures 2.6 and 2.7. Figure 2.8 shows a bar graph of the RSD% associated with
the Z-average and PDI data. Results clearly indicate that the droplet-based method
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Figure 2.6 Typical DLS particle size distributions and the corresponding Z-average particle diameter of gold nanoparticles of six samples, as pre-
pared by: traditional batch, microfluidic continuous flow, and microfluidic microdroplet flow. Each data point in the plot is the average of triplicate
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gave the smallest RSD% values (hence less variation) for all values reported, com-
pared to batch or continuous flow. The much reduced degree of variability was more
evident for the Z-average values (rather than PDI); for the microdroplet this was 0.8%,
whereas batch was 9.7%.

Overall, the results indicate that improvements in the quality of gold nanopar-
ticles can be achieved using the droplet-based microfluidic approach compared to
batch. Improvements in the quality of dispersion were attributed to much lower PDI
values and improved repeatability in particular for the reported Z-average values.
It is difficult to know for certain as to the potential causes for such improvements,
as observed in the microdroplet method but not in either the batch or microfluidics
continuous method. It is likely that the improvement is due to that fact that the micro-
droplet method was able to completely isolate the chemical reactions in compartments
through the generation and manipulation of droplets inside the microchannels. The
ability to “compartmentalise” allows the creation of the particles inside the droplets.
Reactions within the droplets will mean that interactions of chemical precursors and
synthesized particles with the surfaces of reaction vessels will be minimized. The
ability for the microdroplet method to do this has meant that the reduction of gold
ions to elemental gold will never take place at the walls of the reacting vessels, in
which the surface walls itself can serve as nucleation starter.

2.8 SUMMARY

In this chapter, we introduced a general but nonexhaustive overview of nanomate-
rial synthesis to show how there are multiple ways of synthesizing nanomaterials.
Undoubtedly, the final choice of what method to use will be governed by several fac-
tors such as type of nanomaterial to be produced, taking into account the specific
requirements for the intended applications such as particle type, shape, size distribu-
tions, and surface functionalization. In addition to structural and functional aspects,
the choice method can also be governed by factors such as economies of scale and the
cost of production; this is the particular case when scaling up the process to commer-
cial viability. Although a much desired effect in nanomaterial synthesis is to achieve
homogeneity and monodispersity, this is not easy and potentially costly. Thus, it is not
surprising that for the commercial synthesis of CNTs, methods are chosen to take into
account that they are scalable to produce large commercial quantities, while ensuring
that processes chosen can be carried out at the lowest achievable cost.

The second part of the chapter presented a case study, which compares the particle
size properties of gold nanoparticles when synthesized using three different methods:
batch, droplet microreactor and continuous flow microreactor. Our findings illus-
trate the potential of the microdroplet microreactor to produce gold nanoparticles
with lower PDIs and improved repeatability in relation to Z-average values, com-
pared to the other two methods. Such improvements in particle dispersion quality
were attributed to the influence of confinement and compartmentalization of chem-
ical reactions, which has the effect of minimizing the interaction of precursors and
nanoparticles with the surfaces of the reacting vessels.
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3.1 DEFINITION, DEVELOPMENT, AND APPLICATION FIELDS

It is without a doubt that reference materials (RMs) are invaluable tools for an ana-
lyst. For example, reference materials have always been important for validating and
controlling analytical methods. According to the ISO Guide 30 [1], a reference mate-
rial (RM) is a “material, sufficiently homogeneous and stable with respect to one or
more specified properties, which has been established to be fit for its intended use
in a measurement process.” In a higher level of standardization, ISO defines certi-
fied reference material (CRM) [2]: “material which is accompanied by a certificate,
one or more of whose property values are certified by a procedure which establishes
traceability to an accurate realization of the unit in which the property values are
expressed, and for which each certified value is accompanied by an uncertainty at
a stated level of confidence.” Thus, the different concepts of an RM are related to
different levels of traceability [3]. In the case of nanomaterial, such reference mate-
rials are also important, which shall be referred to as reference nanomaterial (RNM)
for the remainder of the chapter. The term nanomaterial in this chapter is defined
here in accordance to the 2011 European Commission definition, that is, “nanomate-
rial means a natural, incidental or manufactured material containing particles, in an

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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unbound state or as an aggregate or as an agglomerate and where, for 50% or more
of the particles in the number size distribution, one or more external dimensions is in
the size range 1 nm–100 nm [4].”

The need of RNM has been evidenced mainly in two parallel areas: material sci-
ence and nanotoxicology. In relation to material science, for example, there is an
increasing demand for using nanomaterial as fillers in nanocomposites. As a result,
techniques that are applicable to the measurement of single nano-objects have been
developed. These methods have to be calibrated with the aid of nano-objects with
well-defined properties, and hence the availability of RNMs in this sense becomes
important. Furthermore, RNM is needed to determine the impact of nanoconstituents
of a microstructure on the properties of a material by appropriate modeling. In the
context of nanotoxicology research and hence risk assessment of nanomaterial, there
is a need for better understanding of data. Traditionally, there is an assumption that
the use of nanomaterial has been accepted as safe, unless scientific evidence proved
their harm. However, in the past few years, this conception has been gradually chang-
ing and the “precautionary principle” (the absence of knowledge about the dangers
is taken as not safe) may play a major role in how nanomaterials are regulated [5].
According to Tantra et al., a gap in nanotoxicology research is the lack of suitable
RNM to assure reliability in the testing of possible risks for health and environ-
ment [6, 7]. Ideally, RNM should be representative of those nanomaterials present in
emerging commercial products. However, challenges are associated with the ability
to develop such RNMs.

In general, the development of RM has been traditionally performed through offi-
cial governmental institutions such as the National Institute of Standards and Technol-
ogy (NIST) in the United States and, more recently, the Joint Research Center (JRC)
in Europe. The interlaboratory comparison is the most common way to develop RM
and CRM [8]. Alternatively, some institutions such as the Federal Institute for Mate-
rials Research and Testing in Germany (BAM), the NIST, and companies such as
Sigma-Aldrich [9] have developed CRMs, according to the ISO 17025 rules. A list
of available reference materials is constantly growing and can be found in the repos-
itories of JRC [10], NIST [11], and BAM [12]. Table 3.1 shows a list of worldwide
available RNMs; this list has been compiled and published recently [7].

In this chapter, an overview is presented to give an insight into relevant aspects
that need to be considered when developing RNM. In particular, silica NM will be
considered in two separate case studies, that is, potentially for use in materials science
and nanotoxicology research.

3.2 CASE STUDIES

3.2.1 Silica Nanomaterial as Potential Reference Material to Establish
Possible Size Effects on Mechanical Properties

3.2.1.1 Introduction In materials science, information about the mechanical
properties of nanoconstituents of a material is needed for modeling nanostructures
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Figure 3.1 Determination of film thickness for SiO2 on Si-wafer referring to (100) lattice
spacing of Si (Unpublished work, see acknowledgements).

and nanocomposites. Therefore, nanoscale measuring methods have to be developed,
and subsequently, RNMs are needed for the calibration of these methods. Of
particular interest to researchers is understanding the relationship between particle
size and its effects on mechanical properties. In relation to the measurement of
particle size and the thickness of thin films, traceable length measurements can
be performed by using lattice spacing of well-known crystal structures as internal
standards in high-resolution transmission electron microscopic images, as shown in
Figure 3.1. Although there are innumerable papers describing the size (as well as
shape and surface functionalities) of silica nanoparticles, only very few information
on the mechanical properties of such nanosized objects is available. In the past, Yan
et al. have shown that, in principle, it is possible to determine the elastic modulus of
soft and hard nanoparticles embedded in a polymeric matrix by nanoindentation in
combination with finite element modeling [2]. Basu et al. have shown that not only
elastic properties but also stress–strain curves can be derived from nanoindentation
tests [13]. Gallego-Gómez et al. investigated the layers of colloidal submicron silica
particles by nanoindentation and observed an impact of water bridges on mechanical
properties [14]. Finally, Sun et al. calculated the contact forces between silica
nanoparticles by applying molecular dynamics [15].

Despite such reported findings, one important issue remains unanswered: what is
the effect of particle size on the mechanical properties of NMs? In order to scrutinize
this, appropriate RNMs are needed. In the past, size effects have been observed with
nanopillars prepared from crystalline materials [16–19], but these may be mainly
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attributed to differences of grain orientation in individual pillars. Li et al. also reported
size effect for equally oriented silicon pillars, but they could show that bulk values
were obtained after taking account of compressibility, which was different for the two
considered pillar sizes [20].

In relation to amorphous silica nanomaterial, this may be the ideal candidate for
the assessment of size effects of mechanical properties. At least orientation effects
can be excluded while considering amorphous silica. This material also offers the
opportunity of preparing nano-objects of different shape, because it is available not
only as spherical particles but also as thin films and even free-standing membranes
within a wide size range. In addition, silica nanoparticles and thin films are interesting
for many technical applications, such as drug delivery [21, 22], wastewater treatment
[23], polymer matrix composites [24, 25], and dielectric layers in the semiconductor
industry [26], respectively. Hence, in this respect, silica NM is worthy of note for
further consideration.

The evaluation of silica as potential future RNM is currently being evaluated in
an on-going research project. Mechanical properties of nano-objects (MechProNO)
is a 3-year collaborative project between European National Metrology Institutes
(NMIs) to develop metrological traceability for the measurement of the mechanical
properties (adhesion, stiffness, and elasticity) of nano-objects using AFM and other
methods. The work plan of MechProNO is depicted in Figure 3.2 [27] and the fol-
lowing sections describe how the main objectives of MechProNO can be reached if
amorphous silica is to be considered as the ideal RNM candidate.

Material Thermally grown amorphous silica on silicon substrate is available within
the MechProNO project as thick layer (2 μm) as well as thin film (nominal 40 nm).
The latter specimen, a TEM-grid of type Pelco® available from Plano GmbH [28],
is a film supported by a silicon substrate, which was partly etched away thus provid-
ing nine windows 100× 100 μm2 with free-standing silica membranes. Instrumented
indentation testing (IIT) can be used for the measurement of both thick and thin
films (supported by silicon substrate). The procedure of the IIT test is based on an
ISO-standard that is currently under revision (ISO 14577 part 4), which means that
reliable values of Young’s modulus can be obtained from thin films supported by a
substrate such as silicon wafer, in this case. Furthermore, it is possible to cut beams
from the free-standing membranes bridging the windows. These beams make it pos-
sible for AFM to perform bending experiments; such beams are real nano-objects
because at least one of the dimensions is smaller than 100 nm. In addition, micron-
and submicron-sized pillars (fabricated from thick film by focused ion beam (FIB)
machining) will be investigated.

3.2.1.2 Findings So Far The ultimate challenge of the MechProNO activity is
to show traceability and perform reliable measurement of mechanical properties of
spherical silica nanoparticles. It has been shown that such particles can be easily syn-
thesized and homogeneously dispersed in liquid epoxy before curing, thus being able
to produce epoxy-based nanocomposites. This procedure was extensively applied by
Zhang et al., thus improving the tribological properties of conventional composites
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graph showing silica nanoparticles embedded homogeneously in epoxy matrix. Thin foil prepared by ultramicrotomy of EP+ 5% SiO2 nanocomposite.
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by introducing silica nanoparticles as additional filler [24, 29]. A model nanocom-
posite sample with 5 vol% of such particles embedded homogeneously in an epoxy
resin has been prepared recently. Figure 3.2(b) shows a transmission electron micro-
graph of this model nanostructure with spherical silica nanoparticles with diameters
20–30 nm embedded in epoxy resin. Currently, work is under progress to bond single
silica nanoparticles to a silicon substrate. Such a fixing is necessary because other-
wise the particles will be pushed away by the AFM tip during measurement. The
mechanical properties of the nanocomposite can be obtained easily by IIT or alterna-
tively by tensile tests of bulk specimens. In order to be able to model the properties
of the composite, it is necessary to know the properties of the individual nanocon-
stituents. By assuming bulk properties, it was not possible to fit experimental data
in a satisfying way. A possible reason for this behavior could be that properties of
nanoparticles must be different from bulk properties.

In addition to spherical silica particles, nanorods and nanowires are also under
consideration under the MechProNO project. It would be most desirable for round-
ing up the program on silica nano-objects to incorporate features such as nanowires
into the potential set of reference material. Although carpets of silicon wires on sili-
con wafer are well established already for photovoltaic applications [30], reports on
silica nanowires are rare. Nevertheless, it is possible to prepare silica nanowires by
thermal oxidation of silicon nanowires [31]. First results of IIT measurements with
silica coatings on silicon substrate within the MechProNO project did not reveal a
size effect for Young’s modulus. Almost the same modulus of approximately 72 GPa
(the same as for bulk silica) was measured for 2 μm thick and 30 nm thick coatings.
Furthermore, measurements made on nanobeams within MechProNO suggested even
higher modulus values, which coincide with the findings in the literature [31, 32]. In
future, the project plans to study the effects of different specimen shapes of the same
material (amorphous silica) with different methods. This will be carried out in order
to assess the reliability of mechanical property determination on the nanometer scale.
Hence, in addition to utilizing IIT and AFM, work is in progress to determine mechan-
ical properties of pillars, beams, and wires by in situ force measurements within an
FIB/SEM instrument [33]. The advantage of this method is that the experiment can
be performed immediately after preparation of the nanosized object by FIB, and that
it can be monitored by high-resolution SEM imaging.

Finally, the ability to employ different measurement tools on nano-objects of dif-
ferent shape and size of the same material will enable the proposal of one or more
RNM candidates and will potentially lead to certified (or at least well-characterized)
mechanical properties. It is likely that amorphous silica will be the first material that
can fulfill such requirements.

3.2.2 Silica Nanomaterial as Potential Reference Material in Nanotoxicology

In relation to nanotoxicology, there are some specific requirements when developing
RNMs. Ideally, RNMs should (i) be representative of existent materials, which has
in the past led to the formulation of priority lists [34], (ii) present some toxicity,
which can be evaluated with existent experimental methods, and (iii) be prepared in
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Figure 3.3 Illustration of other characteristics of nanoparticles (protein corona, agglomera-
tion), which may influence nanoparticle toxicity. Source: Orts et al. [7], http://pubs.rsc.org/
en/content/articlelanding/2013/ra/c3ra42112k#!divAbstract. Used under CC-BY 3.0 http://
creativecommons.org/licenses/by/3.0/.

an adequate form to be used for toxicological studies. This means that parameters
such as initial concentrations, pH, ionic strength, and agglomeration should be taken
into account and be as close to the actual sample under analysis, for example, when
the nanomaterial is subjected to in vitro studies. In fact, most of the existent RNMs
are “not ready to use” in toxicological tests since they are not, for example, conceived
to be compatible with isotonic solution at physiological pH [35].

One of the challenges in developing reference material for nanotoxicology is the
need to take into account the dynamics of the nanomaterial with its immediate envi-
ronment. When nanomaterials enter a biologically relevant medium, their character-
istics can change, for example, protein can get adsorbed on to the surface resulting
in protein corona. This is depicted in Figure 3.3. Moreover, most existing RNMs
for nanotoxicology are monoparametric [7]; this means that only one characteristic
of the nanoparticles is well defined, typically the primary particle size. The impor-
tance in the development of reference material in nanotoxicology has been stressed
by several workers, and as pointed out by David Wahrheit, there is a need to ques-
tion: “How Meaningful are the Results of Nanotoxicity Studies in the Absence of
Adequate Material Characterization?” [36].

In the past, Stefaniak et al. [37] reported a systematic study about which prop-
erties are of priority for the risk assessment of ENPs. According to the literature

http://pubs.rsc.org/en/content/articlelanding/2013/ra/c3ra42112k#!divAbstract
http://pubs.rsc.org/en/content/articlelanding/2013/ra/c3ra42112k#!divAbstract
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
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from experts, the following properties were identified as being important (based on
% frequency): surface area (100%), elemental composition (96%), surface chem-
istry (89%), particle size (86%), particle size distribution (86%), morphology-shape
(86%), surface charge (86%), agglomeration state (71%), and crystal structure (61%).
If we consider the development of a CRM, it has been shown that only particle size
is a traceable property; this is the case for spherical particles such as silica and gold
(see Table 3.1). In fact, the European Association of National Metrology Institutes
(EURAMET) demonstrated the feasibility to determine nanoparticle size with an
uncertainty of less than 1 nm. In the past, silica has been considered as a potential
reference material by Bell et al. [38]. Their findings indicated the potential use of
such nanoparticles as future reference material.

Since 2013, the traceability for other properties (besides particle size) such as com-
position and surface area are being evaluated for a series of different materials. Out
of all the different properties that a nanomaterial can have, only particle size, sur-
face area, and composition can be considered as traceable properties. Nevertheless,
information about other particle properties is also considered to be very important.
One such property is agglomeration. The importance of this stems from the fact that
agglomeration has been shown to affect toxicity arising from silica [39, 40] silver, tita-
nium dioxide[41], and gold [42] nanoparticles, among others. In fact, living cells react
differently toward single nanoparticles and their agglomerates. However, monitoring
of agglomeration still remains challenging, especially when NMs are in complex bio-
logical systems. The presence of proteins with concentrations typically exceeding the
ones of nanoparticles by three orders of magnitude [43] will undoubtedly complicate
the in situ measurement, and techniques such as dynamic light scattering (DLS) will
fail to measure reliably if faced with such complex samples. Furthermore, agglom-
eration (in which particles have a tendency to flocculate) will result in an unstable
sample, further posing challenges toward reliable measurement. As a result, errors can
be incurred in the measurement resulting in unreliable findings. Overall, the devel-
opment of CRM and even RM in nanotoxicology, with two or more well-defined
characteristics still remains very challenging.

Since the toxicity associated with nanoparticles depends on experimental condi-
tions which affect, for instance, agglomeration and surface properties (as depicted in
Fig. 3.3), an alternative approach to RMs would be the use of functionalized nanopar-
ticles as proposed in the past by several authors [44, 45]. Potentially, surface mod-
ification of nanoparticles would produce more robust RNMs in terms of colloidal
stability [40, 46]. This would allow performing toxicological experiments without
being forced to control the agglomeration state of their dispersions before and after
in vitro testing.

3.3 SUMMARY

This chapter reviews relevant aspects of the still less-explored field of RNMs. In
the first part, definition of RMs according to different metrological levels was pre-
sented as well as the general strategy on their development. In the second part, the
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importance of RNMs in material science and nanotoxicology is explained, and con-
siderations on the use of silica nano-objects as potential future reference material are
discussed.

Overall, several points should be highlighted from this chapter:

• Definition of a reference material depends on the level of standardization. CRM
represents the highest level of traceability.

• Different types of reference materials, standard materials, and CRMs are avail-
able, as shown in Table 3.1.

• The preparation of nano-objects with well-defined mechanical properties is still
an unsolved issue and thus further R&D activities are needed. Nevertheless,
amorphous silica seems to be a promising candidate for reaching this objective.

• Traceable properties of nanomaterials are still limited to few cases such as pri-
mary particle size and thickness measurements of very thin films.

• In general, developed RMs are monoparametric thus, only one characteristic of
the nano-objects is reported which might be not sufficient to correlate particle
characteristics with mechanical properties or toxicological impact.

• In nanotoxicology, the challenge is in the development of suitable RNM that
bears similarities to the measurements made on the sample analyzed.
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4
PARTICLE NUMBER SIZE
DISTRIBUTION

D. Bartczak and H. Goenaga-Infante
LGC Limited, Middlesex TW11 0LY, UK

4.1 INTRODUCTION

Nanomaterial, according to the recently published European Commission (EC) Rec-
ommendation (2011/696/EU) [1], is

(… ) natural, incidental or manufactured material containing particles, in an unbound
state or as an aggregate or as agglomerate and where, for 50% or more of the particles
in the number size distribution, one or more external dimensions is in the size range
1 nm–100 nm.

In specific cases and where warranted by concerns for the environment, health, safety
or competitiveness the number size distribution threshold of 50% may be replaced by a
threshold between 1 and 50%.

This is neither the first nor the only definition of nanomaterial encompassing
the number-based qualifier. As summarized in a recent published JRC report (EUR
26744 EN, 2014) [2], European Trade Union Confederation states an 80% [3]
particle number threshold, while Australian and Swiss indicate a 10% [4] and 1%
[5] threshold, respectively. Nonetheless, the EC definition of nanomaterial has
formed basis of the emerging European Union legislation, as manifested in Cosmetic
Product (No 1223/2009) [6], Food Information to Consumer (No 1169/2011) [7],

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Biocidal Products (No 528/2012) [8], and Medical Devices (draft: COM(2012) 542
final) [9] Regulations.

In order to satisfy the EC definition of nanomaterial for regulatory purposes,
a number-based concentration of particles falling into the 1–100 nm size range
must be determined. Subsequently, this means that measurement of particle size
based on number distribution is needed. This is different from mass, volume,
or intensity-based measurements, which are considered to be ensemble (bulk
analysis)-based techniques, such as dynamic light scattering (DLS). It is clear that
regulation is one of the main driving forces behind developments toward more
reliable methodology for particle number size distribution measurements. However,
it is by no means the only reason as to why the determination of the number-based
concentration is so important.

In occupational health, more adequate metrics for the measurement of dose in
relation to nanomaterial exposure are needed. Instead of mass, the particle number
has been identified as more relevant. According to Oberdörster et al., the number
of surface molecules (i.e., reactive sites) increases exponentially when particle size
decreases below 100 nm [10], and this higher surface-area-to-volume ratio results
in higher reactivity per gram of substance. The inversely proportional relationship
between nanoparticle (NP) size and surface area (hence reactivity) is not only of
relevance to nanotoxicology [11] but also catalytic activity [12]. In a recent study,
Ramachandran et al. compared data for three control groups that have been exposed
on a regular basis to particles containing mixtures of diesel and gasoline exhaust
and found that depending on the metric used (i.e., surface area, mass, or number),
the exposure rankings changed significantly [13]. For those reasons, in nanotech-
nology, particle number size distribution or equivalent surface area per gram of NP
with defined size, rather than mass or intensity-based measurements, often seem more
appropriate [10–13].

Although various techniques for measuring particle size distribution are commer-
cially available, establishing accurate and precise measurement system is not trivial.
Unlike chemicals, particulate materials are not homogeneous in nature. Atoms are
bound together in a particulate form and hence are not free to interact individually
with the surrounding environment. The issue with size measurements of nanoma-
terial lies in the nanoscale regime and the associated inherent polydispersity. Even
nanomaterials that are considered “monodisperse,” actually consist of particles with
varied size and shape [14–16]. Therefore, if particle size and/or size distributions
are measured on the basis of mass or intensity, then the equivalent particle num-
ber reported will not be accurate, as algorithms used to convert mass or intensity to
number will require exact information about particle size, shape, and density of all
individual particles present. This is not the case for soluble chemicals or molecules, in
which the number (i.e., molar) or amount is comparable to the mass-based concen-
tration. The inability to measure particle size by number accurately, precisely, and
reproducibly will lead to serious implications with regard to reliability of research
findings in relation to understanding chemical, biological, and toxicological impact
of nanomaterials.
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This chapter provides an overview of the state of the art of currently available
techniques capable of performing number-based measurements on nanomaterial sus-
pensions. For each technique presented, the measurement principles, pre-requisite for
reliable measurements, for example, sample preparation and advantages/limitations,
are discussed. A case study is provided to establish whether silicon dioxide food
additive found in commercially available coffee creamer should be classified as nano-
material. The experimental study assesses the effects of different sample prepara-
tion strategies on data findings, for example, the effects of adding a separation step
(involving asymmetric flow field-flow fractionation) in the method are evaluated.
Transmission electron microscopy (TEM) is used to measure particle number size
distribution. Finally, the authors’ viewpoint on the expected instrumental develop-
ments in this area is discussed throughout.

4.2 MEASURING METHODS

4.2.1 Particle Tracking Analysis

Particle tracking analysis (PTA), also called nanoparticle tracking analysis (NTA) is
commercially available and can directly measure particle number size distribution.
The measurement technique leverages on two important properties of nano-objects
(when suspended in a liquid matrix): ability to scatter light and to move under Brow-
nian motion [17].

Measurement is conducted with the nano-object suspension placed in a glass
chamber and illuminated with a laser beam. The light is scattered by the particles
in the path of the beam and scattered light is detected by a highly sensitive camera,
mounted on a conventional optical microscope equipped with a magnification
objective. The camera then captures a video of particles moving under the Brownian
motion within a field of view with known dimensions (Fig. 4.1). It is important to
note, however, that the particles themselves are not being imaged as they are in the
nanoscale size range with dimensions below the Rayleigh [19] or Abbé [20] limit,
meaning that their structural information cannot be resolved. Instead, the particles
act as points of scatter and Brownian motion of each particle is followed in real time

Light scattering
detector

Scattered
light

Laser
beam

Figure 4.1 Schematic representation of the PTA (NTA) principle. Carr and Wright [18],
Figure 4.1. Reproduced with permission of Wiley.
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via video. The recorded movies are then analyzed by software, which locates and
tracks individual particles frame-by-frame and calculates their number-based size
distributions from the Stokes–Einstein equation [21].

In order to ensure statistically viable data sets, it is important that a sufficient
number of particles are analyzed within the sample and over elapsed time, having
in mind that NTA is not an ensemble technique, but each particle is analyzed individ-
ually irrespective of the others. By counting the particles within the known field of
view (e.g., 100 μm by 80 μm [18], depending on the type of instrument) and known
depth of the illuminating beam (in the order of 10 μm [18], depending on the instru-
ment manufacturer), it is possible to estimate the equivalent particle concentration
per milliliter. However, the effective scattering volume in which particles can be
detected and counted varies as a function of particle size and refractive index as
well as the characteristics of illuminating laser beam, such as power, wavelength, and
dimensions. Furthermore, manual adjustment of the camera sensitivity and/or built-in
software algorithms may affect the number of particles detected and tracked, which
in turn can impact the overall concentration count. Ideally, in order to obtain unbiased
number concentration and number size distribution values, PTA should be calibrated
using a reference material of the same chemical composition, shape, and density.

The main advantage of the technique is its simplicity, requiring no input from the
user other than the viscosity of the dispersant medium, if different from water. The
chemical composition and density of the analyzed material may be unknown, though
these strongly influence the lower limit of detection, with a minimum particle size
detection limit of around 10 nm for high-density materials (such as gold or titania)
and an upper limit of approximately 1000 nm. If the sample contains two or more
types of particles of similar size but substantially different chemical composition
(i.e., metal vs. polystyrene), intensity measurements allow differentiation between
them and simultaneous characterization of the individual fractions. In addition to
the number-based concentration, PTA also allows size and zeta-potential distribution
determination. Such measurements can also be performed with complex samples, for
example, sample containing different particle types and sizes and/or suspended in bio-
logical or environmental matrices. However, for such complex samples, the accuracy
of particle counting is often compromised due to differences in the scattering volume
and background scattering noise. It is important to note that for very small particles
(with lower depth of the scattering volume), a broadening of size the distribution
measured may occur. However, this limitation is possible to overcome with recently
introduced, improved tracking algorithms. Improved tracking algorithms and detec-
tion might also have an effect on the particle concentration measurements especially
in case of complex samples, resulting in software to software variability. The main
drawback of the PTA is the limit of detection, not covering the entire nanoscale and
dependent on the particle density, with lower density (e.g., silica or organic) particles
smaller than 30–40 nm being difficult to detect.

Since PTA is not an ensemble technique and does not suffer from intensity weight-
ing issues, it is suited for analysis of polydisperse samples (where the number of par-
ticles, present in each size fraction can be determined). Required sample preparation
of suspensions is minimal and often involves just a simple dilution to an appropriate
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concentration. However, for samples containing significant portion of particles larger
than 1000–2000 nm, removal of such large particles via filtration, centrifugation, or
sedimentation is recommended before analysis. This is because such particles are too
large to move freely under the Brownian motion and sediment fairly quickly, causing
increased background scattering (noise), which could affect the concentration and
size measurements of the sample. Finally, it is important to ensure that the diluent
itself is free of particles and does not absorb light in a frequency of the laser source
installed in the system (potentially leading to thermal convection).

Recent developments associated with this technique have been focused on
software rather than the hardware, and this trend is expected to continue. Although
improved tracking algorithms and user interface have increased the resolution and
detection of complex samples, lower size limitation is still an issue.

4.2.2 Resistive Pulse Sensing

Resistive pulse sensing (RPS), also called scanning ion occlusion spectroscopy
(SIOS), can be used for the direct measurement of particle size number distribution.
The technique utilizes a nonoptical detection based on the Coulter principle [22],
where a displacement of an electrolyte caused by a particle passing through a
small aperture originates pulses of impedance in an electric current. Traditional
Coulter counters use solid-state cylindrical aperture, connecting two compartments
(Fig. 4.2). Particles suspended in an electrolyte are pulled from one container into
another by voltage or pressure differences. Two electrodes located on both ends
of the aperture continuously measure changes in the ion current, while individual
particles pass through the aperture. In modern versions of the instrument, solid-state
cylindrical aperture was replaced by a flexible membrane with a tunable size,
conical-shaped pore, giving rise to a tunable resistive pulse sensing (TRPS) [23].
The size of the pore can be easily changed in real-time by axial stretching of the
elastic membrane. In this way, the pore diameter is tuned to suit the size of objects
being analyzed and to regulate the passage of the electrolyte and particles.

TRPS
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suspended in an
electrolyte
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(a) (b)

Figure 4.2 Schematic illustration of the Coulter counter (a) and TRPS principle (b), adapted
from [23].
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If a particle passing through a pore or aperture is of appreciable size compared
with the width of the orifice, then the current flowing through the circuit changes a
measurable amount. A discrete blockade of the event signal is recorded by the system.
In cases where the particle is more conductive than the electrolyte, the measured
resistance decreases, whereas if the particle is less conductive than the electrolyte,
the signal increases. The magnitude of a measured blockade is a key indicator of
the volume displaced by the particle as it flows through the sensing zone, which is
equal to the particle volume, thus the size. Furthermore, the frequency of measured
blockade events is directly related to the concentration of particles in a sample. As
the concentration changes, the particle flow through the pore also changes in a linear
fashion, with an increase in sample concentration resulting in an increase in measured
blockade frequency. The duration of the blockade signal is proportional to the particle
translocation velocity, which in the absence of particle–orifice interactions depends
on the applied pressure, diffusion (e.g., thermal and for small objects also Brownian
motions), electro-osmotic force, and electrophoretic force, with the latter used for the
nanoparticle surface charge determination.

Modern (T)RPS instruments enable control over key parameters, such as the
system pressure and applied voltage, which drive particle transport, resulting in the
improved measurement sensitivity, dynamic range, and resolution. The relationship
between the applied pressure and the measured frequency of blockade events is
linear for the given type of particles, with the gradient depending on the particle
concentration.

Main advantage of (T)RPS is that particle-by-particle measurement of size, num-
ber concentration, and relative surface charge distribution are feasible and can be
determined simultaneously. The method is suitable to all types of particles but care
must be taken when analyzing soft particles (such as liposomes or gels), for which
deformation or compression might occur during translocations. The blockade event
frequency can also show a temperature dependence, which altogether might lead to
misinterpretation of results.

One drawback of (T)RPS is the lower limit of detection (typically around 50 nm),
which covers only the top half of the nanoscale size range. Also, the requirement for
high ionic strength environment (electrolyte) limits the possible applications, making
the technique unsuitable for water (or dilute ionic) suspensions, organic solvents, or
metal or semiconductor particles with weak (e.g., electrostatic) surface stabilization,
for which the presence of an electrolyte could lead to agglomeration or aggrega-
tion and result in ambiguous readouts. Furthermore, for nanomaterials suspended in
complex matrices, for example, of biological origin, interferences from the matrix
(e.g., platelets) may lead to concentration overestimate and other misinterpretations.
Finally, as sample preparation involves dilution to an appropriate concentration with
high ionic strength buffer, care must be taken to ensure that the analyzed sample is
stable in such environments and that the buffer used is free of particulate matter.

Since current commercial (T)RPS instruments suffer from a narrower dynamic
range compared with other particle-counting instruments, the hardware improve-
ments, aimed at developing smaller and tunable, that is, over broader size range
(nano)pores, are expected in the future.
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Figure 4.3 Schematic illustration of the ICP-MS principle.

4.2.3 Single Particle Inductively Coupled Plasma Mass Spectrometry

Single-particle inductively coupled plasma mass spectrometry (spICP-MS) is a
recently emerged method, which leverages on traditional ICP-MS measurement
principle (Fig. 4.3). In recent years, spICP-MS is being increasingly used for the
determination of particle number size distribution. The approach was originally
developed by Degueldre et al. [24] and the measurement principle has been described
in detail elsewhere [25].

In spICP-MS, sample preparation (of the nanomaterial-containing sample) often
requires the need to dilute to a concentration in the range of ng/l. The diluted sample
is then introduced into the ICP-MS instrument at a certain flow rate. The technique
works by acquiring individual intensity readings with very short dwell times (in the
range of a few milliseconds). The signal corresponding to one particle can then be
converted into particle mass (based on a calibration curve), which is obtained by
measuring the signal intensity corresponding to the relevant ionic standard(s) or to
particle reference material(s). The particle diameter can be calculated from the deter-
mined mass if a spherical shape and a solid par is assumed and the composition and
density are known. The sum of masses of all particles divided by the measured volume
of sample gives the mass concentration.

For dwell times above 10 ms, more than one particle may be registered by the
detector in one event, which leads to a violation of a single particle rule. Therefore,
with most current instrumentation, typically a dwell time between 1 and 3 ms is used,
where in order to satisfy the single-particle rule, the number of peaks should not
exceed 10% of the maximum possible to detected per minute (a typical run time,
called a scan time), which in case of 3 ms dwell time equals to around 2000 events
per minute [26]. The overall number of peaks detected per minute is directly propor-
tional to the number of nanoparticles in the suspension, while the intensity of the peak
corresponds to the particle mass and spherical equivalent diameter to the third power.

In practical terms, the determination of particle nebulization efficiency is impor-
tant, since this number is required to determine the mass and number concentration
of particles. For this, a well-known reference or certified particle standard should be
used. Often, the availability of well-characterized or certified particle materials (of
similar characteristics of the analyte) is rare. As such, certified particles of a different
composition than the target particle can be used instead. The mass and size of indi-
vidual particles are then calculated from an ionic (or dissolved elemental) standard
of the same element. Similarly, the same ionic standard can be used to calculate the
concentration of element ions in solution.
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Depending on the particle diameter, dissolved ions (e.g., for silver, silica, or zinc
oxide) can also be detected (which is shown as a constant signal) and, therefore, be
distinguished from the particle signal.

Till date, most strategies so far have been based on external calibration. Internal
standardization strategies (e.g., with isotopically enriched materials) are yet to be
investigated and their performances (in terms of accuracy and measurement uncer-
tainty) would have to be compared with the external calibration-based strategies.

The spICP-MS method is compatible with most of the aqueous suspensions of
metal and metal(loid) oxide particles, since mass spectrometer can be tuned to mea-
sure a particular element of interest. However, due to the fast detection required for
single-particle analysis, only one isotope (m/z value) can be monitored at a time (per
run). Recent developments of ICP-MS instrumentation show features such as dwell
time as low as 0.1 ms, offering a potential for multi-isotope/multielement approaches
to be developed for spICP-MS. In the case of isotopes, which suffer from poly-
atomic interferences, a signal-to-noise ratio, critical for distinguishing particles from
the background, can be improved by using interference-minimizing detection (as
obtained by using collision reaction cell or sector field-based instrumentation).

The resolution of spICP-MS (in terms of particle size) depends on the background
noise and sample concentration. Currently, this method has been successful in the
analysis of gold and silver nanoparticles with a diameter of around 15 nm (when
using a common single-quadrupole ICP-MS) and of TiO2 nanoparticles with a diam-
eter of 95 nm [27]. However, recent advances in data processing techniques, such as
deconvolution algorithms [28], in combination with more powerful detectors (dwell
time down to 0.1 ms) could potentially result in new capabilities extending beyond a
current lower-end size limitation.

The lowest particle concentrations that can be detected with spICP-MS have been
shown to range from ng/l (e.g., for gold and silver) to μg/l (e.g., for silica) [27].
Dynamic range of spICP-MS is limited to two orders of magnitude, since sample
dilution is required.

A disadvantage of spICP-MS is in its restriction to aqueous suspensions, which
limits its potential applications. To overcome this limitation, various extraction tech-
niques (e.g., enzymatic or chemical) of particles from nonaqueous matrix can be used,
but in order to relate the particle number in an aqueous suspension to the concentra-
tion in the original sample, an in-depth knowledge on the extraction efficiency and/or
matrix effects is required.

As already mentioned, spICP-MS is only compatible with metal and metal(loid)
oxides, and it cannot measure carbon-based nanomaterial. Furthermore, unless the
sample contains an elemental tag that is visible to the ICP-MS, for example, sulfur,
halides, or phosphorous (in, e.g., their capping layer formed of proteins or nucleic
acids), the spICP-MS technique is considered unsuitable.

It is also important to highlight that since the equivalent (to the peak intensity)
nanoparticle diameter is assumed to be spherical, the technique cannot easily deal
with size characterization of anisotropic (e.g., rod-like) objects. This consideration
might have an impact on the accuracy and uncertainty of the calculated particle diam-
eter and has to be investigated in detail.
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One of the key advantages of the technique is in its ability to determine quantita-
tively the chemical composition of the material, which no other counting technique
listed in this chapter, can do. This, in conjunction with a potential for multi-isotope
and multielement analysis, makes spICP-MS attractive for applications concerning
more complex nanomaterial, e.g., capped or core–shell nanomaterials. As previously
mentioned, in addition to the particle number, ionic concentrations (i.e., dissolved
fraction) can also be determined (from a constant signal, which differs from the indi-
vidual peaks representing particulate matter). Such analysis is of great importance, for
example, in toxicological studies in which spICP-MS is the only counting technique
that can potentially quantify the dissolved elemental fraction [29]. The technique is
also suitable for samples suspended in complex (i.e., food or environmental) matrices.
It has also been demonstrated by Telgmann et al. [29] that the matrix-dependent ana-
lyte responses can be compensated by isotope dilution analysis, where isotopically
enriched spikes are used as internal calibrants.

4.2.4 Electron Microscopy

Electron microscopy (EM), as opposed to more traditional visible-light microscopy,
uses a beam of electrons rather than a beam of light to visualize the sample. As
proposed by Abbé [20], the ability to resolve detail in an object is limited by the
wavelength of the source; hence, the use of electrons with a much shorter wavelength
(de Broglie theory [30]) than the visible light results in a significantly higher resolu-
tion. In TEM (Fig. 4.4) high-energy (even above 100,000 eV) electrons interact with
an ultrathin specimen, while passing through [31]. The elastic scattered electrons are
then focused into an image by a sophisticated system of electromagnetic lenses. In
scanning electron microscopy (SEM), an image is formed from low-energy (less than
50 eV) secondary electrons ejected from the specimen surface by inelastic scattering
interactions with the electron beam [32]. As these electrons originate from the top of
the sample surface, there is no restriction with regard to the thickness of the specimen
being imaged.
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Figure 4.4 Schematic illustration of TEM (a) and SEM (b) principles.
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The spatial resolution of an electron microscope generally is in the nanometer
range, but it varies from instrument to instrument. In SEM, this depends on the size
of an electron spot and a volume of the specimen interacting with the electron beam.
However, because both of those parameters are larger than distances between atoms,
SEM cannot image individual atoms and the typical resolution falls in the range of
approximately 1–20 nm. Due to a shorter wavelength (hence higher energy electrons)
TEM is often employed for nanomaterials. TEM can resolve individual atoms, and
with recent advances in an aberration correction, a resolution even down to 0.5 Å can
be achieved, which comfortably covers and exceeds the lower end of the nanoscale.

Compared with TEM, SEM has several advantages, such as the ability to image
larger areas of a specimen and the ability to image relatively thick samples.

Both techniques in principal produce an image that is a two-dimensional (2D)
projection of a three-dimensional (3D) object, even though scanning electron micro-
graphs display topographical features of the sample surface giving an impression of a
3D appearance. This, to some extent, allows differentiation between flat (2D) and 3D
objects, but with no ability to measure the length/dimension in the vertical plane; it,
therefore, offers information about the size of material, only in the horizontal plane.
While interpreting EM images, especially transmission electron micrographs, care
must be taken in order to avoid incorrect classification of the material (e.g., circular
nanoplates instead of nanospheres). In some cases and for very experienced users,
differences in contrast (lower for 2D than a 3D object, of the same chemical compo-
sition and crystal structure) may give some useful indication on the class of particles.
Alternatively, a technique called TEM tomography, allowing sequential imaging at
incremental degrees of rotation around the centre of a sample and assembly of the
obtained individual 2D images in one 3D image, can be used. This, however, is at the
cost of resolution and time required for such analysis. Nonetheless, both TEM and
SEM can be considered as counting methods, which provide size values of all objects
present in the selected area of an image, as well as, often critical in nanoscience, infor-
mation about the shape. For samples of well-dispersed materials (and those appearing
(on the image) as a collection of individual objects), EM measurements (for counting
as well as sizing) can be automated. Automation is only possible with such samples,
as image processing softwares generally require significant differences in contrast
between neighboring pixels to determine the edges of an object. In order to obtain
the best estimate of size, using the diameter of a circle with the surface area equal to
the 2D image of the object imaged [33], which is limited to near-spherical shapes,
is recommended. For nonspherical objects, such as branched structures, manual or
semiautomated analyses offer a better estimate.

One of the main advantages of EM over the other techniques listed in this chapter is
the ability to resolve individual objects from agglomerates and aggregates, although
with limitations, as this requires extensive operator input and interpretation.

In traditional EM involving high-vacuum chambers, sample preparation often
involves deposition on a grid/substrate and drying before analysis. In some cases,
this could induce aggregation or agglomeration of analyzed nanomaterial, thus
leading to artifacts and/or misinterpretation. Potential measurement error can be
further amplified by the high-energy electron beam, which may cause problems
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for samples containing organic material, for example, liposomes, or thick organic
capping layer, which can be easily destroyed in this harsh environment. Therefore,
for such samples, cryo or environmental chambers are better suited. Furthermore,
the use of fixatives and heavy-element stains (osmium tetroxide, lead citrate, uranyl
acetate, etc.) to preserve and increase contrast of the fragile organic components
might also be considered, but yet again at a cost of spatial resolution.

In relation to future advances, there is a clear need to improve sample preparation,
in order to minimize artifacts arising from inherent agglomeration of the particles
on a substrate. As already mentioned, a promising alternative to the traditional EMs
are instruments equipped with an environmental chamber, allowing sample analysis
in wet/moist environment. However, spatial resolution of such environmental EMs
requires further improvements.

4.2.5 Atomic Force Microscopy

Atomic force microscopy (AFM) is an imaging technique, which measures forces
between a sample surface and a probe (flexible cantilever terminated with a sharp
tip), at very short distances (0.1–20 nm) [34, 35]. The forces (van der Waals, electro-
static, etc.) cause a deflection of the cantilever, according to Hooke’s law [36]. The
deflection is typically measured with a laser beam reflected from the cantilever into
a photodetector (Fig. 4.5). The probe scans the sample surface in a horizontal plane,
as well as moving in the vertical direction; hence, AFM, unlike EM techniques, pro-
vides a 3D image. The image resolution obtained in the vertical plane is not the same
as in the horizontal direction, where it is limited by the dimensions of the tip. Conse-
quently, for very small objects the height information is often more reliable than the
lateral plane readouts. Nonetheless, being an imaging technique, AFM allows count-
ing particle-by-particle and offers additional information about the size and shape
(with limitations) of the material.

AFM can operate in three different modes, namely contact, tapping, and noncon-
tact, permitting analysis of a wide range of samples, including those of organic origin.
In contact mode, the tip is kept close to the sample surface (closer than 0.5 nm) where
the overall force is repulsive. As the tip moves across the sample, the cantilever bends,

Mirrors

Laser

Cantilever

Photodetector

Sample
Piezoelectric
scanner

Tip

Figure 4.5 Schematic illustration of AFM principle.
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while the instrument measures forces required to bring the cantilever back to a con-
stant position. Due to a very strong interaction between the tip and the sample, this
method is not suitable for fragile samples, for example, organic material.

For fragile samples, a tapping mode, in which the cantilever oscillates at a resonant
frequency with an amplitude of approximately 20–100 nm, thus gently touching the
surface, is often employed. When the tip comes close to the sample surface, the forces
cause a decrease in the oscillation amplitude, which needs to be compensated for in
order to maintain constant amplitude, and can be measured by the instrument. Tapping
mode is quite gentle and allows imaging of delicate organic materials, such as nucleic
acids, also in a liquid medium, provided the individual objects remain adsorbed to
the substrate. Another option is to use the noncontact mode. In the noncontact mode,
the tip does not touch the surface, but oscillates above, where the overall force is
attractive. The forces decrease the oscillation amplitude of the cantilever. In order to
maintain constant oscillation amplitude, the average tip-to-sample distance needs to
be adjusted, which is then measured by the instrument. Noncontact AFM is recom-
mended for the analysis of soft samples, such as organic films.

Main disadvantages of AFM compared with EM are the maximum size of an image
and relatively slow scanning speed. Maximum height of an AFM image is in the order
of 10–20 μm, with a maximum scanning area of about 150 by 150 μm. It takes several
minutes to acquire a typical scan, which altogether makes it the most time-consuming
counting technique described in this chapter. Due to the nature of AFM probes, they
are not suited to analyze steep walls or overhangs. However, cantilevers can be spe-
cially designed to additionally move sideways to allow such analysis, but they are
more expensive, offer lower lateral resolution, and may lead to artifacts.

Sample preparation for an AFM requires sample deposition on a surface, even
for liquid samples, the material being imaged has to adhere to the surface. It is also
important that the deposited sample is free of contamination. Since AFM resolution
in the horizontal plane is limited by the probe dimensions, future advances in this
technique are expected to come from developments in tip design and fabrication.

4.3 SUMMARY OF CAPABILITIES OF THE COUNTING TECHNIQUES

All currently available nanoparticle-counting techniques have some advantages as
well as limitations, as detailed in the previous sections. The summary of key parame-
ters, which should be taken under consideration when choosing the most appropriate
technique, matched against the technique’s capabilities is shown in Table 4.1.

4.4 EXPERIMENTAL CASE STUDY

4.4.1 Introduction

Fumed silica is an EU-approved food additive (E551) [37] containing particles with a
primary crystal size below 15 nm, while titania (E171) [38] contains particles below
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TABLE 4.1 Summary of Capabilities of the Counting Techniques

PTA (NTA) (T)RPS or SIOS sp ICP-MS EM AFM

Covers the entire nanoscale? − − − + +
Distinguishes between aggregates,

agglomerates, and individual
nanoparticles?

− − − + +

Counting in solution? + + + ± +
Compatible with water suspensions? + − + + +
Compatible with buffered solutions? + + + + +
Compatible with high ionic strength

solutions?
+ + − − −

Compatible with organic solvents? + − − + +
Suitable for inorganic materials? + + + + +
Suitable for carbon-based materials? + + − + +
Suitable for organic materials? + + ± + +
Is it time efficient? + + + + −

In the table “−”represents “no,” “+” means “yes,” whereas “±” depicts “yes, but only in some specific
cases.”

10 nm in diameter. Such materials added to food, upon interaction with the matrix
components, may or may not retain their nanoscale size and properties. Therefore, for
the purpose of toxicological assessments and to satisfy the requirements of recom-
mended by EU definition of nanomaterial along with the upcoming EU regulations,
it is absolutely vital to determine what percentage (if any) of such materials added to
food remains at the nanoscale.

The aim here is to provide experimental data that allow the determination of
whether the additive present in the sample is still in the nanoscale and thus labeled
as nanomaterial product. According to regulation guidelines, this can only be
determined through providing number-based size distribution data. Undoubtedly,
sufficient number of data points must be collected in order to provide representative
and statistically relevant data. Since food matrix is very complex, consisting of an
array of organic and inorganic moieties, some of them forming naturally occurring
nanoscale micelles (e.g., caseins in milk [39]), chemical composition of an analyte
must also be determined, in order to confirm the presence of an element of interest
(e.g., silicon nanomaterial) in the analyzed fraction.

As explained in the previous section, among currently available particle-counting
techniques EM is ideal for the measurement of particle number size distribution. TEM
is a particularly attractive choice as it is the only number-based size technique that can
measure at the lower end of the nanoscale (i.e., sub-nanometer) and hence the choice
of TEM for this particular study is justified. Also, since TEM is an imaging-based
technique, the number size distribution of particles is determined directly, rather than
indirectly via theoretical equations. Furthermore, it is possible to combine TEM with
an additional energy-dispersive X-ray (EDX) detection to allow chemical characteri-
zation of a sample, thus providing confirmation that the objects being imaged contain
the element of interest, for example, silicon, as found in the fumed silica additive.
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(Note: EDX utilizes X-rays emitted from a specimen upon illumination with an
electron beam. Emitted X-rays vary in energy, which is the characteristic feature of
an element.)

4.4.2 Method

Samples for TEM/EDX were prepared by a droplet deposition method on carbon
film coated 400 mesh copper grid (Agar Scientific Ltd.) and air dried. The grids
were imaged with FEI Technai12 Transmission Electron Microscope operating
at 80–120 kV bias voltage and equipped with TEAM™ EDS Apollo XLT X-ray
microanalysis platform. The instrument was calibrated by the service engineer.
Number-based size distributions were obtained by manual analysis of the collected
images. However, available online free-of-charge image-processing software, such
as ImageJ [40] or Pebbles [41], could be used to automate the procedure.

Two sample preparation steps were carried out in the study. For the first prepara-
tion, a real-life sample of commercially available coffee creamer [42] was suspended
in water and mixed well for 1 min. An aliquot of 0.5 ml was placed in a centrifu-
gal filter tube (Amicon Ultra, 3 kDa) and centrifuged for 30 min at 14 000 g, until
the sample was concentrated to 50 μl. A droplet of the concentrated coffee creamer
suspension was deposited on a TEM grid and air dried.

For the second sample preparation, the coffee creamer suspension underwent
a sample separation step. This was carried out using a commercially available
asymmetric-flow field-flow fractionation system (AF4), which was coupled online to
an ICP-MS. A fraction containing the element of interest (i.e., silicon) was collected
over 2 min timeframe (with total collected volume of 1 ml) and further processed in
the same way as before (i.e., first preparation step), for subsequent analysis under
TEM/EDX.

4.4.3 Results and Interpretation

Results are shown in Figure 4.6. TEM image of crude coffee creamer suspension (a)
shows the presence of the food matrix, while a close-up (b) indicates the presence
of nanoscale objects. However, due to the background of the food matrix, the image
quality is undoubtedly compromised, which together with an uneven contrast makes
it unsuitable for automated analysis.

To improve the image quality, sample was precleaned with AF4. An image
obtained (c) clearly shows individual objects in the nanoscale. A total of 10 images
were taken, in order to obtain sufficient number of data points (a total of at least 500
particles [43]) and provide size distribution histogram (d), indicating majority of
particles (almost 50% of the total number of detected) in the size range of 7–11 nm,
which agrees well with the size detection range reported for food grade or Aerosil
silica particles [44].

Additional EDX spectrum (e) confirms the presence of silicon (Si) in the collected
fraction. The peaks representing copper (Cu) and carbon (C) from the spectra come
from the TEM grid.
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Figure 4.6 Representative TEM images of crude (a and b) and precleaned (c) coffee creamer
suspension with corresponding number-based size distribution histogram (d) and EDX spec-
tra (e).

4.4.4 Conclusion

Overall, TEM supported by EDX clearly indicates that all particles detected in the
collected fraction are in the nanoscale. However, in order to assign prefix “nano” to
this material, one would need to investigate whether all silicon present in the sam-
ple was accounted for and whether there is a portion of the material in the dissolved
form (which would not be seen on TEM and would not be detected in a fraction sep-
arated by AF4/ICP-MS). The analysis performed with AF4/ICP-MS, supported by
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total ICP-MS showed that more than 50% of the total silicon present in the sample,
eluted in the fraction collected for TEM analysis [42] and since TEM/EDX showed
that all of the particles present in this fraction are in the nanoscale, the analysed mate-
rial should be classed as ‘nano’.

4.5 SUMMARY

All currently available nanoparticle-counting techniques have advantages, as well as
limitations. It is clear that there is no ideal technique, which can deal will all kinds
of nanomaterials and dispersant media. Some of the main measurement challenges
associated with the techniques described in this chapter have been identified. For
example, most techniques (apart from imaging-based techniques) struggle to measure
at the lower end of the nanoscale, that is, below 10 nm. However, imaging-based tech-
niques require the need to have a well-controlled sample preparation step (especially
when the particles are deposited on the substrates).

The case study presented here demonstrated the potential use of TEM/EDX to
analyze fumed silica additive in a coffee creamer sample. The study highlighted the
importance of a sample separation step; the use AF4 to separate the nanomaterial
from the complex matrix in the final method is shown to be the key in getting reliable
measurements.

Finally, there is a clear potential for further advances and developments in
many of the measurement systems discussed here. Future technology developments
should concentrate on low dwell time detectors and deconvolution algorithms
(for spICP-MS), tunable nanopore technology (for TRPS), and ultrasensitive light
sensors (for PTA). Improving advances in technology will undoubtedly open new
avenues, making these techniques more suitable for detection and characterization
of particles, for example, ability to characterize particles with diameters lower
than 10 nm, as well as real-life samples (such as environmental, food, cosmet-
ics, and pharmaceutical, which often contain polydispersed material suspended
in a complex matrix). Until these improvements are made, a multimethod and
application-specific approach to number-based characterization of nanomaterials is
advised.

REFERENCES

1. European Commission. European Commission Recommendation of 18 October 2011 on
the definition of nanomaterial, 2011/696/EU. Off J Eur Union 2011;275:38–40.

2. G. Roebben, H. Rauscher, V. Amenta, K. Aschberger, A. Boix Sanfeliu, L. Calzolai, H.
Emons, C. Gaillard, N. Gibson, U. Holzwarth, R. Koeber, T. Lisinger, K. Rasmussen, B.
Sokull-Kluttgen and H. Stamm, JRC Scientific and Policy Report, Toward a review of
the EC Recommendation for a definition of the term “nanomaterial” Part2: Assessment
of collected information concerning the experience with the definition, EUR 267744 EN,
Luxembourg: Publications Office of the European Union, 2014.



�

� �

�

REFERENCES 79

3. European Trade Union Confederation. 2010. ETUC concept of a regulatory definition
of a substance in the nanoform, Brussels. Available at http://www.etuc.org/sites/www
.etuc.org/files/REACH_nanosubstance_definition_ETUC_concept_1.pdf. Accessed 2014
Oct 02.

4. NICNAS Communications. NICNAS working definition for ‘industrial nanoma-
terial’. Available at http://www.nicnas.gov.au/communications/issues/nanomaterials-
nanotechnology/nicnas-working-definition-for-industrial-nanomaterial. Accessed 2014
Oct 02.

5. State Secretariat for Economic Affairs (SECO). Safety Date Sheet (SDS): Guidelines for
Synthetic Nanomaterials. Zurich: Nano SDS Guidelines; 2012.

6. European Parliament and Council. Regulation (EC) No 1223/2009 of the European Par-
liament and of the Council of 30 Nov 2009 on cosmetic products. Off J Eur Union
2009;L342:59–209.

7. European Parliament and Council. Regulation (EU) No 1169/2011 of the European
Parliament and of the Council of 25 October 2011 on the provision of food informa-
tion to consumers, amending Regulations (EC) No 1924/2006 and (EC) No 1925/2006
of the European Parliament and of the Council, and repealing Commission Directive
87/250/EEC, Council Directive 90/496/EEC, Commission Directive 1999/10/EC, Direc-
tive 2000/13/EC of the European Parliament and of the Council, Commission Directives
2002/67/EC and 2008/5/EC and Commission Regulation (EC) No 608/2004. Off J Eur
Union 2011;L304:18–63.

8. European Parliament and Council. Regulation (EU) No 528/2012 of the European Parlia-
ment and of the Council of 22 May 2012 concerning the making available on the market
and use of biocidal products. Off J Eur Union 2012;L167/1(1):1–123.

9. European Parliament and Council. Proposal for a Regulation of the European Parliament
and of the Council on medical devices, and amending Directive 2001/83/EC, Regulation
(EC) No 178/202 and Regulation (EC) No 1223/2009, COM(2012) 542 Final, 2012.

10. Oberdörster G, Oberdörster E, Oberdörster J. Nanotoxicology: An emerging discipline
evolving from studies of ultrafine particles. Environ Health Perspect 2005;113:823–839.

11. Oberdörster G, Finkelstein JN, Johnston C, Gelein R, Cox C, Baggs R, Elder AC.
Acute pulmonary effects of ultrafine particles in rats and mice. Res Rep Health Eff Inst
2000;96:5–74.

12. Hayden BE, Pletcher D, Suchsland J-P. Enhanced activity for electrocatalytic oxi-
dation of carbon monoxide on titania-supported gold nanoparticles. Ang Chem
2007;46:3530–3532.

13. Ramachandran G, Paulsen D, Watts W, Kittelso D. J Environ Monit 2005;7:728–735.

14. Hussain I, Graham S, Wang Z, Tan B, Sherrington DC, Rannard SP, Cooper AI, Brust M.
J Am Chem Soc 2005;127:16398–16399.

15. O’Brien S, Brus L, Murray CB. J Am Chem Soc 2001;123:12085–12086.

16. Rogach AL, Talapin DV, Shevchenko EV, Koronowski A, Haase M, Weller H. Adv Funct
Mater 2002;12:653–664.

17. Saveyn H, De Baets B, Thas O, Hole P, Smith J, Van der Meeren P. J Colloid Interface
Sci 2010; 352:593–600.

18. Carr B, Wright M. Nanoparticle Tracking Analysis: A Review of Applications and Usage
2010–2012. NanoSight Ltd; 2013.

19. Lord FRS. Rayleigh. Philos Mag 1879;8:261–274.

http://www.etuc.org/sites/www.etuc.org/files/REACH_nanosubstance_definition_ETUC_concept_1.pdf
http://www.etuc.org/sites/www.etuc.org/files/REACH_nanosubstance_definition_ETUC_concept_1.pdf
http://www.nicnas.gov.au/communications/issues/nanomaterials-nanotechnology/nicnas-working-definition-for-industrial-nanomaterial
http://www.nicnas.gov.au/communications/issues/nanomaterials-nanotechnology/nicnas-working-definition-for-industrial-nanomaterial


�

� �

�

80 PARTICLE NUMBER SIZE DISTRIBUTION

20. Born M, Wolf E. Principles of Optics. 7th ed. Cambridge University Press; 1999, ISBN 0
521 642221.

21. Kholodenko AL, Douglas JF. Phys Rev E 1995;51:1081–1090.

22. W. H. Coulter, Means for counting particles suspended in a fluid, US Patent 2,656,508,
1953 Oct 20.

23. Kozak D, Anderson W, Vogel R, Trau M. Nano Today 2011;6:531–545.

24. Degueldre C, Favarger P-Y, Bitea C. Anal Chim Acta 2004;518:137–142.

25. Pace HE, Rogers NJ, Jarolimek C, Coleman VA, Higgins CP, Ranville JF. Anal Chem
2011;83:9361–9369.

26. Olesik JW, Gray PJ. J Anal At Spectrom 2012;27:1143–1155.

27. Lee S, Bi X, Reed RB, Ranville JF, Herckes P, Westerhoff P. Environ Sci Technol
2014;48:10291–10300.

28. Cornelis G, Hassellov M. J Anal At Spectrom 2014;29:134–144.

29. Telgmann L, Metcalfe CD, Hintelmann H. J Anal At Spectrom 2014;29:1265–1272.

30. de Broglie L. Philos Mag Ser 6 1924;47:446–458.

31. Williams DB, Barry CC. The Transmission Electron Microscope. US: Springer; 1996,
ISBN 978 0 387 76500 6.

32. Reimer L. Scanning Electron Microscopy: Physics of Image Formation and Micro-
analysis. Springer Series in Optical Sciences vol. 45. 2nd ed. Springer; 1998,
ISBN 978 3 540 38967 5.

33. ISO 9276-1 (to-6). Representation of Results of Particle Size Analysis. Geneva: Interna-
tional Organization for Standardization; 1998–2000.

34. Binnig G, Quate CF, Gerber C. Phys Rev Lett 1986;56:930–934.

35. Giessibl FJ. Rev Mod Phys 2003;75:949–983.

36. Giordano NJ. College Physics: Reasoning and Relationships. 2nd ed. Brooks/Cole: Cen-
gage Learning; 2010.

37. European Parliament and Council. Regulation (EC) No 1333/2008 of the European Par-
liament and of the Council of 16 December 2008 on food additives. Off J Eur Union
2008;L354:16–33.

38. European Parliament and Council. European Parliament and Council Directive 94/36/EC
of 30 June 1994 on colours in foodstuffs. Off J Eur Commun 1994;L237:13–29.

39. Glantz M, Hakansson A, Lindmark Mansson H, Paulsson M, Nilsson L. Langmuir
2010;26:12585–12591.

40. Pascau J, Mateos Pérez JM. Image Processing with ImageJ. PACKT Publishing; 2013. ,
ISBN 139781783283958.

41. Mondini S, Ferretti AM, Puglisi A, Ponti A. Nanoscale 2012;4:5356–5372.

42. Heroult J, Nischwitz V, Bartczak D, Goenaga-Infante H. Anal Bioanal Chem
2014;406:3919–3927.

43. Braun A, Kestens V, Franks K, Roebben G, Lamberty A, Linsinger TPJ. J Nanopart Res
2012;14:1012–1024.

44. Dekkers S, Krystek P, Peters RJB, Lankveld DPK, Bokkers BGH, van Hoeven-Arentzen
PH, Bouwmeester H, Oomen AG. Nanotoxicology 2011;5:393–405.



�

� �

�

5
SOLUBILITY PART 1: OVERVIEW

R. Tantra
Quantitative Surface Chemical Spectroscopy Group, Analytical Science,
National Physical Laboratory, Teddington, TW11 0LW, UK

E. Bolea
Group of Analytical Spectroscopy and Sensors (GEAS), Institute of Environmental
Sciences (IUCA), Universidad de Zaragoza, 50009, Zaragoza, Spain

H. Bouwmeester
Toxicology and Bioassays, RIKILT – Wageningen University & Research Center, 6708 WB,
Wageningen, The Netherlands

C. Rey-Castro and C. A. David
Departament de Química and Agrotecnio, Universitat de Lleida, 25198, Lleida, Spain

J-M Dogné
Department of Pharmacy, University of Namur (UNamur), 5000, Namur, Belgium

F. Laborda
Group of Analytical Spectroscopy and Sensors (GEAS), Institute of Environmental
Sciences (IUCA), Universidad de Zaragoza, 50009, Zaragoza, Spain

J. Laloy
Department of Pharmacy, University of Namur (UNamur), 5000, Namur, Belgium

K. N. Robinson
Quantitative Surface Chemical Spectroscopy Group, Analytical Science,
National Physical Laboratory, Teddington, TW11 0LW, UK

A. K. Undas and M. van der Zande
Toxicology and Bioassays, RIKILT – Wageningen University & Research Center, 6708 WB,
Wageningen, The Netherlands

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.



�

� �

�

82 SOLUBILITY PART 1: OVERVIEW

5.1 INTRODUCTION

Solubility is an important physicochemical parameter of relevance in many nano-
specific scenarios. For example, let us take the case of sun-cream products often
contain ZnO nanomaterial. The function of this nanomaterial in the cosmetic
formulation is to filter out UV radiation. The ability to measure the solubility
of ZnO in the formulation is important; if ZnO nanomaterial dissolves, then the
product will no longer be able to give sufficient protection against harmful rays of
the sun. In this sense, the ability to measure solubility is important in designing
stable nanomaterial-based products. From a risk management point of view, the
measurement of solubility is also important; if shown to be completely soluble, then
disposal can be treated much in the same way as “ordinary” chemicals potentially
simplifying testing and characterization regimes.

But what do we mean by solubility of nanomaterials?
Organisation for Economic Co-operation and Development (OECD) has defined

solubility as “the degree to which material (the solute) can be dissolved in another
material (the solvent) so that a single homogeneous phase results … ” with water
solubility being “the saturation mass concentration of the substance at a given
temperature. Water solubility is expressed in mass of solute per volume of solution.
The SI unit is kg/m3 but g/l is commonly used” [1]. In relation to nanomaterials
(of relevance to nanotoxicology), solubility has been defined by International
Organization for Standardization (ISO) as “… the maximum mass or concentration
of the solute that can be dissolved in a unit mass or volume of the solvent at specified
(or standard) temperature and pressure, unit [kg/kg] or [kg/m3] or [mole/mole]” [2].
In addition to the formal definitions of solubility, there is a need to understand
differences between solubility and other similar terms, such as dissolution and
dispersibility, which are often used interchangeably. Solubility can be differentiated
from dissolution on the basis that solubility is assumed to be at equilibrium, whereas
dissolution is considered to be a kinetic process [3]. Dispersibility, however, has an
entirely different meaning and has been defined as the degree to which a particulate
material can be uniformly distributed in another material (being the dispersing
medium or continuous phase) [3].

Although the ISO definition for solubility is clear, its measurement is not triv-
ial. There are several issues that can potentially complicate the measurement. Firstly,
there is a need to have a method that is sufficiently selective to measure dissolved
species, as opposed to particulate matter, for example, nanomaterials. Secondly, there
is a need to appreciate different factors that can affect dissolution. For example, tem-
perature increase can result in an unstable suspension, which leads to agglomeration
and sedimentation of the nanomaterial. Potentially, this can lead to changes in solu-
bility due to changes in particle size and hence the amount of particles exposed [4, 5]
to the surrounding medium. Furthermore, the presence of dissolved species at differ-
ent concentrations, such as “free” (hydrated) metal ions, soluble inorganic complexes
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(e.g., chlorides, hydroxides), soluble organic complexes (e.g., amino acids, proteins),
can potentially affect dissolution.

In the case of ZnO nanomaterial, the dissolution process is dependent on external
environmental conditions, such as pH [6, 7]. At low pH, the dissolve zinc is likely to
exist as free ions [8]:

ZnO + 2H3O+ → Zn2+ + 3H2O (5.1)

Although the Zn2+ species found in (Eq. 5.1) is referred to as “free,” strictly
speaking these ions will exist in hydrated forms, with the chemical formula of
[Zn(H2O)n]2+. At moderately to highly alkaline pH, different species of dissolve
zinc exist [9, 10]:

Zn2+ + OH− → Zn(OH)+ (5.2)

Zn2+ + 2OH− → Zn(OH)2(aq) (5.3)

Zn2+ + 3OH− → Zn(OH)−3 , and so on (5.4)

leading to the formation of soluble hydroxo complexes such as Zn(OH)3
− or

Zn(OH)4
2− [8].

One main complication that can arise in the measurement of solubility is to know
what to measure. According to Equations 5.1–5.4, dissolved Zn can be in various
forms: Zn2+, Zn(OH)3

−, Zn(OH)4
2−, and so on. The question as to which of the dis-

solved species to be measured will be dependent on the testing requirements. For
example, according to the OECD and ISO solubility definition, solubility should
be focused on measuring total dissolved nanomaterial, without taking into account
species differentiation. However, it may be argued that this definition may not be
entirely supportive in some applications such as nanoregulation. In fact, in 2008
European Chemicals Agency (ECHA) released guidance, recognizing the need to
determine the distribution of the element among their dissolved species [11], a view
shared among the trace metal toxicology community. This has been supported by
past research, which underlines the importance of measuring the free ions, as they
are often shown to be of relevance to toxicity [12–16], as exemplified by nano-Ag
[17–19], and nano-ZnO [20–23].

The purpose of the chapter is to give an overview of different methods that can
potentially be used to determine the solubility of nanomaterials. The chapter will start
by presenting the different methods. As it is not the intent of this chapter to delve into
the details of the individual techniques, only a brief technical background will be
given. In general, the methods presented can be broadly divided into four categories:
(i) separation methods, (ii) methods to quantify free ions, (iii) methods to quantify
total dissolved species, and (iv) theoretical modeling/predictions. It is worthy to note
that some of the separation methods, for example, filtration and centrifugation, do not
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measure solubility by themselves and are often integrated with detection methods.
After presenting an overview of the different methods, a case study will be presented.
The aim here is to illustrate nanomaterial solubility measurement in the context of
a specific nano-specific application. In particular, this case study will explore the
feasibility of microfluidics technology to measure solubility of ZnO. The device to be
assessed is a miniaturized capillary electrophoresis (CE) with conductivity detection.
The aim of the case study is to investigate as to whether such a device is fit for purpose
and to determine if there is scope for further method development.

5.2 SEPARATION METHODS

An important requirement to measure the solubility of nanomaterials is the ability
to differentiate signals arising from the dissolved component on top of the back-
ground, that is, interferents, such as particulates. If a technique cannot differentiate
such signals, then it is important to remove the interferents prior to the detection and
quantification of the dissolved species. This section assesses the different separation
methods that can be employed as part of final method to determine the solubility of
nanomaterials.

5.2.1 Filtration, Centrifugation, Dialysis, and Ultrafiltration

To date, there exists a published OECD document, which gives guidance on the mea-
surement of solubility. However, this guidance document is for chemical and pure
substances (not for nanomaterials) that are stable in water and not volatile [1]. This
document specifies two types of methods that should be considered [1], which will
be referred to as “column method” and “flask method.” These methods have been
developed in order to achieve conditions for solubility, that is, when at equilibrium
conditions, for the tested material. The guideline also specified the need to have a
separation method incorporated in the analysis. In the column method, the recom-
mendation is to use a plug of glass wool at the column outlet to filter out particles. In
the flask method, the recommended separation step is to use centrifugation. In both
cases, the final liquid sample collected is assumed to be free from particulate matter,
which can then be analyzed using an appropriate analytical method. Although the
OECD column and flask method have been developed for chemicals, their relevance
to nanomaterials is currently being considered and revisions to this guideline to adapt
it to nanomaterials are still ongoing. To date, neither the column nor the flask method
has been employed for nanomaterials.

Undoubtedly, one of the main advantages of using the OECD methods is acces-
sibility of the technology along with ease of use and affordability. In this respect,
other methods are currently available worth considering. The simplest is the use of
filter membranes that will remove particulate matter, with 20-nm-pore-size filter
membranes being commercially available. In addition to filters, samples have also
been centrifuged in order to extract the resultant supernatant for analysis as reported
by earlier studies [24, 25]. However, these methods may be unreliable, potentially
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due to nanoscale particulates, which can end up in the final analysis sample. In the
case of filtration, subnanometer particulates can pass through the pores of filters.
In centrifugation, care must be taken when extracting the resultant supernatant. In
particular, the operator must ensure that the extraction process takes place without
disturbing the particulates formed, that is, pellet formation after centrifugation has
taken place; this is not easy to achieve. In fact, Xu and coworkers have reported
that incomplete removal of nanomaterials from the supernatant can occur even
after exhaustive centrifugation [26], confirming the potential unreliability of such
methods.

In an effort to improve the reliability, alternative ways to remove particles in a sus-
pension should be considered, such as equilibrium dialysis and ultrafiltration (UF). In
equilibrium dialysis, the basic principle is that it relies on diffusion of analytes across
a semipermeable membrane. In the past, several researchers have used equilibrium
dialysis to measure the solubility of nanomaterials [24, 27]. A disadvantage in dialy-
sis is that it can take a long time. Thus, a quicker method of ultrafiltration (UF) is often
preferred to speed up the process. Similarly to dialysis, UF also uses a semiperme-
able membrane but it differs in that it is a pressure-driven process through the use of a
vacuum/centrifugal force. However, separation still occurs across the semipermeable
membrane [28]. UF is often used as a preparative method in biology, to simulta-
neously purify, preconcentrate, and fractionate macromolecules or particulate-based
suspensions [29]. The use of UF has been extensively applied to nanomaterials and
membranes with pore size in the range of 3–100 kDa; it has been used to study the sol-
ubility/dissolution of Ag [24, 30], ZnO [7, 24, 31, 32], CeO2 [24, 30, 33], TiO2 [24],
CuO [34], quantum dots and Au [24]. One disadvantage in UF is potential interac-
tions of nanomaterials and other dissolved species with the membrane. The choice of
membrane is therefore crucial. Even though membrane pore sizes as low as 1–3 kDa
(smaller than 1 nm) sizes are currently available, a complete removal of all particles
may prove difficult to achieve if subnanometer particles below 1 nm exist. In a situ-
ation where a better separation is needed, other methods should be explored, which
are described in the following sections.

5.2.2 Ion Exchange

Another promising separation method is ion exchange technology (IET), ion
exchange resins being the most common method, and is mainly applicable in the
separation of free metal ions. The method involves the equilibration of a known
mass of resin in a column with a given volume of a sample [35, 36], and separation is
based on the assumption that the resin/aqueous partition coefficient for the metal is
constant with respect to the free metal ion concentration. Although a column resin
is being specified here, binding the sample in a batch mode can also be done.

The IET requires a careful control of pH and percolation time to ensure that equi-
librium conditions are attained. Once equilibrium is attained, steps of washing and
elution follow and the metal ions contained in the eluted sample can then be quantified
using a suitable analytical technique. IET has several advantages: (i) it can not only
separate but also preconcentrate samples, (ii) large preconcentration factors are possi-
ble, which implies that very low detection limits can be reached (down to 10−9 mol/l)
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[37, 38], and (iii) it is shown to be reliable, as shown through cross validation with
electrochemical techniques [39]. Although the method allows primarily the determi-
nation of free ions, potentially it can be used for the simultaneous evaluation of free
ions and total dissolved metal concentrations, as achieved through certain schemes
[40]. Despite the promising features of IET, only few studies have been carried out in
relation to the measurement of nanomaterial dissolution/solubility [38], suggesting
that further method development is needed for nanomaterials.

Another method worthy of note is diffusion gradients in thin films (DGT) [41].
The DGT device is commercially available and also involves the use of ion exchange
(or chelating) resins [42] (“DRT Research Ltd., Technical Documentation”) [42].
The main component of the device is a passive sampler that consists of a three-layer
assembly encased in a cylindrical plastic holder with a circular window that allows
contact with the aqueous sample. The three-layer assembly is composed of (i) a mem-
brane filter (0.45 μm pore size) that is in contact with the sample solution, (ii) a
second hydrogel layer (of a known thickness, in which the diffusion layer is usually
800 μm thick), and (iii) a thin hydrogel layer (400 μm thick) containing embedded
beads of a metal-binding resin. The hydrogels in the device are typically made of
cross-linked agarose/polyacrylamide, which can be supplied with different porosi-
ties, for example, “open pore” and “restricted pore” gels. Typically, the binding resin
Chelex® 100 is used for most metal cations, but other binding resins are also available
for inorganic anions, for example, titanium dioxide or ferrihydrite [43]. Past stud-
ies have shown that the Chelex chelating resins have been successfully applied to
determine more than 30 elements including alkaline earth and transition metals, met-
alloids, lanthanides, and actinides [44].

The DGT involves deploying the device in an aqueous sample under (ideally)
constant convective conditions, for a given period of time, typically from 1 h to a
few days (depending on the sensitivity required). During this time, the chemical
species in the sample diffuse through the membrane filter, then to the hydrogel layer
before reaching the innermost film, where the ionic species of interest bind to the ion
exchange resin. The physical principles of DGT thus lie on the interplay between
chemical kinetics and diffusive transport of the analytes within the three-layer
assembly, and, thus, separation is achieved on the basis of charge, size, and chemical
affinity. After a suitable deployment period, the DGT device can be retrieved
from the sample solution, disassembled, and analytes desorbed/eluted from the
binding layer with, for example, nitric acid solutions. The eluted sample can then be
quantified using a suitable analytical technique, typically atomic spectrometry. The
concentration of analytes measured by DGT is usually regarded as a labile fraction of
the dissolved element. Generally, the value of the DGT-measured concentration lies
between the free ion concentration and the total dissolved metal concentration. Fur-
ther theoretical details on DGT will not be covered here and can be found elsewhere
[43, 45, 46]. In relation to nanomaterials and the measurement of solubility, past stud-
ies have used DGT in the context of ecotoxicological studies and have been applied
to several nanomaterials such as silver [19, 47–51], copper oxide [50, 52, 53], and
zinc oxide [50].
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DGT shares many of the advantages with IET: simple, robust, can be used over
a wide range of pH, capable of multielement analysis, has good reproducibility and
sensitivity. In addition, large preconcentration factors and consequently low detection
limits, and high elemental selectivity can be achieved in combination with inductively
coupled plasma mass spectroscopy (ICP-MS) for the analysis of eluted samples.
However, they have their limitations. As with IET, their selectivity and primary use
are toward the quantification of a certain fraction (free or labile) rather than total
dissolved species. DGT requires careful control in temperature to optimize perfor-
mance, although theoretical corrections can be applied to account for temperature
variations [44]. DGT devices, however, are relatively nonexpensive, easy to use, and
can be deployed directly in situ (for ecotoxicological study purposes). In fact, several
studies have shown its suitability for in situ speciation technique for the analytical
measurement of labile inorganic species in aqueous media [40, 41, 43, 54, 55].

A disadvantage of both DGT and IET is associated with the large sample volume
needed for analysis, that is, in the order of hundreds of milliliters. In relation to their
use for analyzing nanomaterial samples, there are several issues that are still asso-
ciated with DGT and IET. In IET, the direct contact of the exchange resin with the
sample means that adsorption of particles can take place on the resin beads. In DGT,
the effect of partial penetration of nanoparticles into the diffusion gel is still not well
understood.

5.2.3 High-Performance Liquid Chromatography, Electrophoresis, Field
Flow Fractionation

High-performance liquid chromatography (HPLC) employs a chromatography
column (stationary phase) to separate different components in a sample. When the
sample enters the column, the sample interacts with the stationary phase. A solvent
(eluent) is then added to the column; this is (flowing) mobile phase and separation
is achieved due to differences in partitioning behavior between the flowing mobile
phase and the stationary (often reverse) phase. The composition and temperature
of the eluent play a role in the separation process as they govern the interactions
between sample components and the stationary phase. However, the nature of the
stationary phase, as well as the partition mechanism, is more important than the
mobile phase itself.

HPLC is not just a separation method, as an HPLC system will have a detec-
tion system integrated, to detect/quantify the separated analytes. Different detection
modes can be attached to an HPLC system, including fluorescence, UV–Vis, and
electrochemical detectors. In relation to nanomaterial characterization, HPLC meth-
ods have been used to determine particle size/concentration of gold nanoparticles
[56] and fullerenes [57, 58]. To date, HPLC has not been used in the measurement of
nanomaterial solubility.

Another powerful separation method is capillary zone electrophoresis (CZE). This
electrokinetic-separation-based method is particularly powerful and widely used in
separation science. In CZE, high voltages are applied in order to separate charged
molecules when moving in an electric field. The CZE setup typically consists of a
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buffer-filled capillary (small-diameter tubes) placed between two buffer reservoirs,
with a potential field being applied across the capillary. The velocity of a given analyte
in the capillary is governed by electrophoretic mobility as dictated by the charge to
mass ratio of the analyte. In addition, the velocity is also affected by electroosmotic
flow (EOF), as it is governed by zeta-potential of the surface of the capillary wall.
The EOF can be defined as an induced bulk liquid flow that is moving with the same
velocity as the counter ions, that is, these are the cations in the diffuse layer at the
walls of the capillary. The electrophoretically separated species are often detected
near the outlet end of the capillary, where various detection schemes can be employed
such as fluorescence, absorbance, electrochemical, and refractive index. The final
choice of detection method will however be dependent on the analytical criteria or
requirements. These requirements often involves taking into account factors such as:
selectivity, sensitivity, sample type and so on.

The use of CZE-based methods have been developed and refined over decades,
widely used for separation of different analytes found in complex mixtures. These
methods have been used for analysis of inorganic anions and cations, as well as
organic ions such as carboxylic acids, amines, amino acids, peptides, proteins, DNA
fragments, antibiotics, and many other pharmaceutical compounds. In relation to
nanomaterial characterization, electrophoresis has been shown to be able to sepa-
rate nanomaterials of different sizes, shapes, and compositions [59–64]. In partic-
ular, CZE has been used to separate carbon nanotubes [65–71], gold [72–76], iron
oxide [77–81], silica [82–83], quantum dots [84, 85, 86], polystyrene [87, 88], core
shell particles [81, 89–91], and others [92–96]. CZE has been shown to be particu-
larly useful in the study of nanoparticle–protein interactions [97–99]. Although these
studies have shown the potential use of CZE in relation to nanomaterial analysis,
much fundamental work is still required. Unlike molecules, the theoretical under-
standing of separation mechanism and electrokinetic behavior of nanomaterials are
not completely understood. For example, electrophoretic motion can no longer be
estimated by considering molecular weight and expected charge as particles possess
“electrophoretic heterogeneity,” that is, exhibiting a wide distribution of charge, size,
and shape, all of which can vary with experimental conditions and time. In relation
to using CZE-based methods to measure the solubility of nanomaterials, its use has
been tested for ZnO nanomaterials [100].

Finally, a reliable separation method worth considering is field flow fractiona-
tion (FFF). FFF is a family of techniques designed to separate analytes with differ-
ent physicochemical properties. The separation principle is based on the differential
movement of analytes in a fluid flowing in laminar regime inside a thin channel,
generally directed toward a detector. Separation is not directly caused by the flow
itself, but by a generated field perpendicular to the direction of the flow. The applied
field determines the properties on which the analytes will be separated. The field
may be generated by sedimentation, electrical, or magnetic forces, thermal gradients,
or a cross flow [101]. The latter, called flow FFF, is the most commonly used FFF
technique in which the analytes are driven toward the boundary layer, that is, the
so-called accumulation wall. This wall consists of a semipermeable membrane lying
at the top of a supporting frit. The lower size limit of this technique is thus set by
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the molecular weight or size cut off of the membrane. The most critical factor for
flow FFF is thus the choice of membrane since interactions of nanomaterials with
the membrane could occur, depending on the type of membrane [102]. Separation
in flow FFF is driven by differences in diffusion of the analytes, which is inversely
correlated with the hydrodynamic diameter of the analyte, that is, the lower the ana-
lyte diameter, the larger the diffusion. Smaller analytes have higher diffusion rates
and will therefore be transported at a higher flow speed in the parabolic flow profile
than larger ones. The original flow FFF design includes two permeable walls, but the
more recent asymmetrical design (with one permeable wall) is the most commonly
used and this design results in asymmetrical flow FFF or AF4 [103]. A variety of
detectors may be coupled to FFF and the choice is dependent on the type of analyte
to be detected. Commonly used detectors for the detection of nanomaterials include
multiangle light scattering (MALS), UV absorbance, and elemental detectors such
as ICP-MS or inductively coupled plasma optical emission spectrometry (ICP-OES)
[101, 103].

In relation to the separation of nanomaterials, AF4 has several advantages over
other separation techniques. Firstly, it does not comprise a stationary phase, which
is in contrast to traditional liquid chromatography techniques such as size exclusion
and ion exchange chromatography. A stationary phase is often not desirable for the
separation of nanomaterials since unpredictable interactions between the stationary
phase and nanomaterials could occur possibly, for example, irreversible binding of the
nanomaterial to the stationary phase. Secondly, the carrier solution may be changed
with respect to pH and ionic strength in order to match the carrier solution with the
sample composition. Finally, the outcome of AF4 is easy to interpret. Separation is
driven only by size, so the retention time is directly proportional to physical proper-
ties of nanoparticles, whereas techniques such as ion exchange chromatography and
capillary electrophoresis are driven by both size and charge. AF4 is also particularly
advantageous when nanomaterial is dispersed in complex biological matrices and
applicable to the analysis of heterogeneous samples (containing a broad mass/size
ranging from ∼1 nm up to 100 μm), thus reduces the need for sample preprocessing
[104]. The selectivity and speed of the technique are also tunable. Furthermore, the
low shear rates provide the possibility to handle samples in which weak forces pre-
vail and thus the “soft” fractionation of this technique compared to other techniques
[101]. Compared to CZE, AF4 has a greater sensitivity due to larger injection volumes
that can be used. Nevertheless, the AF4 channel can easily be overloaded, requiring
dilution of the sample and a sensitive detection system.

Over the last decades, asymmetrical flow FFF or AF4 [102–107] has been
extensively refined with respect to separation and characterization of various
nanomaterials, in particular Au [108–110], Ag [111–115], SiO2 [116], TiO2
[117, 118], CNTs [119–122], quantum dots [123], liposomes [124–128], and hybrid
nanomaterials [129, 130]. Most of these studies, however, have been in relation to
characterization of specific physicochemical properties of nanomaterials, such as
size and mass. However, regarding solubility, there is little information on using
AF4 as a method. This is mainly due to the fact that soluble (dissolved) material
will mostly be transported through the membrane by the cross flow. The cross
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flow is used as a means to separate the nanomaterial and is collected separately,
often regarded as waste. Therefore, this flow is typically not on-line and not
connected to a detection system. Nevertheless, the cross flow may be collected
and measured as a separate fraction, theoretically rendering this technique to be
suitable for solubility measurements [131]. In that case, it should be pointed out that,
although possible, the high dilution of the species collected will make its detection
challenging.

5.3 QUANTIFICATION METHODS: FREE IONS (AND LABILE
FRACTIONS)

For species characterization, there is a need to have methods that can quantify free
ions. In this section, an overview of some of these methods is given. Electrochemical
method and colorimetric method are presented.

5.3.1 Electrochemical Methods

Perhaps the simplest and cheapest method to measure the presence of ions is measur-
ing electrical conductivity, that is, a solution’s ability to carry a current and conduct
electricity. A typical setup for a conductivity meter consists of two metal electrodes
in contact with the solution and then applying alternating voltage to the electrodes,
which causes the ions to move back and forth to produce a current. An analyzer then
measures the current and using Ohm’s law, resistance of the solution is calculated and
hence conductance (the reciprocal of resistance). The measurement of conductivity
has several advantages such as it is rugged, easy to use, with quick analysis time.
Furthermore, the meter can be calibrated against a solution of known conductivity,
that is, solutions of potassium chloride. Therefore, it is not surprising that measure-
ment of conductivity has been widely accepted and has been shown to be particularly
useful for the assessment of water quality [132, 133]. Strictly speaking, conductivity
is governed by the concentration of all ionic species. Hence, one limitation in con-
ductivity measurement is that it is unspecific, and without a separation technique, the
conductivity signal can be easily masked by background ions. Hence, in order to use it
for nanomaterial characterization, a reliable separation method is needed. Integration
with CZE, as previously discussed, is one such possibility [100].

Electrochemical methods that offer better selectivity than conductivity methods
are potentiometry, that is, ion selective electrodes (ISE), and stripping voltammetry
[134–136]. In potentiometry, measurement of free ions involves an electrochemical
cell that consists of a reference electrode (with an electric potential independent of
the measuring conditions) and an ISE. The ISE is a membrane-based electrochemi-
cal sensor that responds specifically to the activity of a particular ionic species. There
are different kinds of ISEs, depending on the nature of the membrane (glass, liq-
uid, and solid state). When the ISE is immersed in solution, an electric potential
is created across the electrodes and measured by a millivolt meter under (ideally)
zero-current conditions [135, 136]. Theoretically, the measured electric potential in



�

� �

�

QUANTIFICATION METHODS: FREE IONS (AND LABILE FRACTIONS) 91

these cells is a linear function of the logarithm of the free ion activity, as described
by Nernst equation. ISEs usually show a linear Nernstian behavior over at least 5–7
orders of magnitude in the analyte concentration, offering a very wide analytical win-
dow. The theoretical value of the Nernst slope at 25 ∘C is 59.1 mV per pH unit, which
means that a 1 mV change in potential corresponds to a 4–8% change in the activity
of a monovalent/divalent ion. Therefore, the analytical sensitivity is relatively low,
and, accordingly, small uncertainties in the measured potential can lead to relatively
large errors (uncertainties are generally in the range of ±0.1–1 mV). The main source
of uncertainty is often associated with instability of the reference electrode junc-
tion potential [136]. ISE electrodes must be calibrated either by using concentration
standards or by performing serial dilutions of a standard stock solution in the same
medium used for the solubility test [135, 137].

ISE potentiometry has several advantages. ISE is considered to be a nondestruc-
tive technique, with fast response (often less than 1 min), not affected by sample
color or turbidity, relatively inexpensive, and does not entail extensive operator train-
ing. Furthermore, only a small amount of sample (in the order of 10 ml) is required
for analysis, and specially designed flow cells can be used with much smaller vol-
umes [136]. However, several limitations are associated with ISEs. Firstly, the detec-
tion/quantification limit is not much lower than 10−6 M, although in well-buffered
systems (with excess of a metal binding ligand) values as low as 10−14 M have been
reported by some authors [138, 139]. Secondly, they are potentially sensitive to cer-
tain interferences/contaminations, with most ISEs showing a response for other ions
in solution apart from the target ion, to a greater or lesser extent [140]. Interference
effects are mainly due to the presence of other ions of the same charge as the target
ion. Lastly, commercial ISEs offer only a limited variety of the ions that can be ana-
lyzed, such as Ca2+, Cd2+, Cu2+, Ag+, and Pb2+. To date, the vast majority of past
studies surrounding the use of ISE to measure dissolution/solubility have been asso-
ciated with ecotoxicology investigations using limited types of nanomaterials: silver
[24, 47, 138, 139, 141] and copper [142].

Similar to ISE, stripping voltammetric methods have primarily been used for the
measurement of free ions. These methods are dynamic (nonzero current) techniques
that measure the electric current or potential in a three-electrode cell as a function of
time, while an independent variable (usually the electric potential or the current) is
controlled [134]. The measured current (or potential) signal is used to obtain quanti-
tative information on the electroactive species of the sample concentration (but often
also kinetic and transport parameters). Promising voltammetric methods are those
based on some kind of preconcentration step, which are found in methods such as
anodic stripping, adsorptive cathodic stripping voltammetry, and absence of gradi-
ents and Nernstian equilibrium stripping (AGNES). These will be explained in more
detail below.

Anodic stripping voltammetry (ASV) consists of two stages. In the first stage, a
small amount of electroactive metal species (negligible in comparison with the total
content of the sample) is reduced and preconcentrated at an electrode, under con-
trolled conditions of time, stirring, and deposition potential. This stage is what is
referred to as an accumulation step. Usually, mercury is used as a working electrode



�

� �

�

92 SOLUBILITY PART 1: OVERVIEW

(in thin film or hanging drop configurations), so that the reduced metal forms an amal-
gam although this is limited to a few metal ions such as Zn2+, Cd2+, Pb2+, Cu2+, In3+,
Sn2+, or Tl+. However, instead of mercury, bare or modified solid electrodes of Au,
Ag, or Pt can also be used. The second stage is what is referred to as the “stripping
stage,” that is, the accumulated metal is reoxidized (or “stripped”) as the potential is
scanned anodically (toward more positive potentials) either in a linear way or, usu-
ally, in a pulse waveform (such as the differential pulse mode, DPASV) [136]. The
resulting signal measured is a peak current, whose profile is dependent on charac-
teristics of metal ions (such as diffusion coefficient, charge number), the geometry
of the electrode, the hydrodynamic conditions during the deposition step, and so on
and the medium composition (due to possible contributions from the dissociation of
metal complexes during deposition).

In adsorptive cathodic stripping voltammetry (AdCSV), an indirect method of
determination of dissolved metal concentrations is employed. This is based on the
competitive ligand complexation with a suitable chelating agent [35, 143], resulting
in the formation of a surface-active, electroactive metal complex. The metal complex
is then accumulated by adsorption on the electrode surface at a controlled poten-
tial (during the accumulation step). In the stripping step, a negative-going potential
scan is applied, and the current due to the reduction of the adsorbed metal complex
(proportional to its electrode surface concentration) is recorded.

AGNES is also a stripping-based technique, which employs a mercury working
electrode. Unlike ASV and AdCSV, it has been designed to measure exclusively the
free ion concentration, regardless of the formation of labile metal complexes. The
fundamental difference in AGNES (in relation to other stripping methods) is that
the accumulation stage lasts until a special equilibrium state is reached where (i)
there is no concentration gradient of any species within the mercury electrode or
the surrounding solution and (ii) the redox couple is in Nernstian equilibrium at the
mercury interphase [144]. Under these conditions, the applied deposition potential
determines the gain or preconcentration factor in the amalgam, with respect to the
free ion concentration in the solution, through Nernst equation. The stripping stage
in AGNES allows the quantification of the metal accumulated in the amalgam by
measuring the current under diffusion-limited conditions or the charge as the response
function [144, 145]. The faradaic current measured at a fixed time (after subtraction
of a suitable blank) is proportional to the free metal ion concentration.

Overall, stripping-based methods can potentially have remarkably high sensitiv-
ities, mostly due to large preconcentration factors (of the order of 102–103) being
achieved prior to stripping. These methods are usually able to reach sub-ppb detection
limits (as low as 10−10–10−12 mol/l), which compares favorably with other techniques
such as inductively coupled plasma detection techniques. Time of analysis is short
(typically, a few minutes) and relies on relatively inexpensive equipment. Moreover,
in many cases, these techniques do not require a solid–liquid separation step, but
having said this, there is potential for the adsorption of dissolved organic matter and
particles on the working electrode, which may interfere with the measurement.
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A disadvantage of stripping-based methods is the need for some level of expertise
of operators and the current degree of automation is probably not so well devel-
oped. However, AGNES avoids typical complications in the interpretation of dis-
sociation kinetics and mass transport of metal complexes, and so on, so that the
results are much simpler to interpret. Regarding the measurement of nanomaterial
solubility/dissolution, ASV has been used in solubility measurements for quantum
dots [146], silver [147, 148], and gold [149]. The use of AdCSV has been limited so
far to the study of solubility/dissolution of titanium dioxide nanoparticles [150, 151].
AGNES has been used for the solubility and ion binding measurement for various
nanomaterials: latex [152], zinc oxide [22, 23, 153, 154], quantum dots [155], and
clays [156].

5.3.2 Colorimetric Methods

In addition to electrochemical-based methods, colorimetric (including fluorimetric)
assays, in conjunction with chelating reagents, can also be used to measure free
metal ions [157, 158]. These methods rely on the interaction of the metal with
the chelating agent to result in a colored complex, which can be monitored using
appropriate spectrometers, for example, through measuring a change in absorbance
or fluorescence signal. As with electrochemical-based methods, these methods are
inexpensive [159] and do not require extensive sample preparation. Hence, they
are not so labor intensive and thus viable alternatives to those methods that
require more sophisticated instrumentation, such as atomic absorption spectrometry
(AAS) or inductively coupled plasma mass spectrometry. A number of chelating
agents already exist commercially, which offer selectivity to specific metal ions. For
example, Zincon, that is, 2-carboxy-2′-hydroxy-5′-sulphoformazylbenzene, has been
used for the determination of free zinc ions as well as copper and cobalt ions.
Although the actual sensitivity of such assays is dependent on the molar absorptivity
of the complex, a method using Zincon has been reported to achieve a detection limit
of ∼200 nM [159]. As their selectivity is not exclusive to one type of ion, analysis
using Zincon may be problematic if other ions are also present in solution, which
may interfere or mask the ions of interest. To overcome this, method development
to improve selectivity to a particular ion is key, but this may not be straightforward.
Säbel and coworkers have used Zincon for dual-metal quantification [159], that is, for
Cu2+ and Zn2+. This involves the assessment of total metal ion concentration before
using EDTA to mask the Zn2+ ions in order to measure the Cu2+. For the dual quan-
tification of Zn2+ and Co2+, on the other hand, PAR (4-(2-pyridylazo) resorcinol),
instead of Zincon, has been shown to be more appropriate, when it comes to accu-
racy and precision. Other commonly used chelating agents include 5-Bromo-PAPS
(2-(5-bromo-2-pyridylazo)-5-(N-propyl-N-sulfopropylamino)-phenol) and Nitroso-
PSAP (2-Nitroso-5-(N-propyl-N-sulfopropylamino)phenol) for the determination of
zinc and iron ions, respectively [160]. One advantage of using Nitroso-PSAP is that
wavelength emission is considerably longer than that of the other metal complexes,
which implies that free iron can be easily detected without interference from other
metal ions. However, it has been reported that Nitroso-PSAP is affected by bilirubin
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[161]. Another example of a chelating agent is bathocuproine (BC), which have
been shown to be highly selective for Cu(I) ions in solution [162–164]. Although
chelating agents have been used extensively in the past [165, 166], their use in
relation to nanomaterial characterization is limited. An important point to highlight
is the need to remove particulate matter, in particular, nanomaterials before adding
relevant chelating agents into the sample solution [167].

5.4 QUANTIFICATION METHODS TO MEASURE TOTAL DISSOLVED
SPECIES

5.4.1 Indirect Measurements

Although the methods discussed in the previous section are mainly suitable for the
measurement of free (hydrated) ions, rather than total concentration of dissolved
species, it is important to note that the total dissolved species can be sometimes esti-
mated indirectly by titration experiments. This has already been reported in the cases
of AGNES [23] and ISE potentiometry [138].

For example, consider the dissolution of ZnO in a test solution (with a mixture of
different inorganic and organic compounds). The total solubility will be the sum of
the free Zn2+ concentration plus the concentration of all complexes containing Zn:

S = cZn2+ + cZn(OH)+ + cZnL2+ + … (5.5)

where Zn(OH)+ and ZnL2+ are examples of the inorganic and organic soluble com-
plexes (L is a representative organic ligand), respectively. The concentrations of each
complex can be calculated from the free metal and ligand concentrations, using the
corresponding conditional stability constants Kcond

i , which are referred to the actual
background conditions (pH, ionic strength, temperature, etc.):

S = cZn2+(1 + Kcond
1 c(OH)− + Kcond

2 cL + …) (5.6)

The value between brackets is characteristic of the medium composition and rep-
resents the ratio between the total solubility and the free metal concentration:

S = cZn2+Kmedium (5.7)

In those cases where pH is constant, and the concentration of dissolved zinc is very
low (so that the concentrations of free ligand are much larger than those of the metal
complexes), the value of Kmedium is approximately constant with respect to the free
metal ion concentration. In this case, it can be calculated from independent experi-
ments, in which the test medium (in the absence of ZnO) can be titrated against known
additions of a soluble Zn standard solution. Subsequently, this allows the estimation
of the total solubility of ZnO from measurements of the free ion concentration [23].
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5.4.2 Direct Measurements

Although the possibility of measuring total dissolved species indirectly is an option
worthy of note, a direct measurement for multielemental analysis can yield far more
accurate results. As a result, methods such as atomic spectrometry, for example,
ICP-OES, ICP-MS, and AAS will be discussed in this section.

Both ICP-OES and ICP-MS use inductively coupled plasma (ICP). An ICP is a
discharge maintained by the interaction of a radiofrequency field and a partially ion-
ized gas, usually argon. These plasmas can reach temperatures as high as 10,000 K,
allowing the atomization and ionization of the elements in a sample and minimizing
potential chemical interferences. In the case of ICP-OES, the plasma works as an exci-
tation source for atoms and ions, whereas in ICP-MS it is a source of ions. Samples
are introduced as solutions or suspensions through a nebulization system, consisting
of a nebulizer and a spray chamber, which produces an aerosol of droplets. Once the
droplets are into plasma, solvent evaporates, forming solid particles, which in turn are
vaporized and their elements atomized and ionized. In ICP-OES, the UV-Vis radia-
tion emitted by excited atoms and ions is collected by an optical spectrometer, which
is used to separate the individual wavelengths of radiation and focus them onto a
detector. In ICP-MS, ions are extracted through an interface into a mass spectrometer,
where they are separated according to their mass/charge ratio and detected.

A promising use of ICP-MS is when the technique is being used in single-particle
mode. Single-particle ICP-MS (SP-ICP-MS) is increasingly being used in nanoma-
terial analysis, primarily as it provides a means to detect individual nanoparticles.
The SP-ICP-MS technique is mainly employed for the determination of particle size
and number concentrations [114, 168–171], although it has been shown to be able
to differentiate directly the dissolved and particulate forms of the analyte [38, 171].
The technique works by acquiring thousands of individual intensity readings with
a very short dwell time (i.e., 1–10 ms) and at very low nanoparticle concentrations
(i.e., thousands of nanoparticles per milliliter or nanogram per liter). Dwell times
and concentrations are chosen to detect just one nanoparticle per reading. Intensity
readings are collected as a function of time, and the number of pulses above the con-
tinuous background is proportional to the number concentration of nanoparticles. The
intensity of each pulse is proportional to the mass of analyte in the particle, from
which the particle size can be calculated (if the composition, shape, and density are
known). This method requires limited sample preparation and no separation before
measurement. Current limitations of this technique are that only one element can
be measured at a time and the relatively large size limit of detection attainable (i.e.,
∼20 nm or larger). On the other hand, no distinction can be made between pristine
and surface-modified nanoparticles because just the inorganic core is detected.

The use of SP-ICP-MS for solubility testing is based on the constant signal
produced by the dissolved analyte, which induces a shift of the continuous back-
ground to higher values, maintaining the pulses due to the particles. By plotting the
number of readings for each intensity, two distributions are obtained: the first one,
at lower intensities, is due to the dissolved analyte, whereas the second one is due
to the nanoparticles. By integrating the distributions and using dissolved standards,
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the mass concentration of the analyte in the dissolved and nanoparticle forms
can be obtained [38, 114, 171]. It should be noted that the presence of dissolved
species in SP-ICP-MS measurements, and its accompanying increase in back-
ground intensity, has a direct effect on the nanomaterial size detection limit of the
technique [171].

As in the ICP techniques, AAS is a quantitative technique for the determination of
the total element content in a sample. The technique involves the atomization of the
analyte, in which atoms (in the ground state) are promoted to a higher excitation state
by absorption of radiation at specific wavelengths. The amount of absorbed radiation
is thus a quantitative measure for the concentration of the element analyzed. There
are two commonly used atomizers: flame and graphite furnace (GF) atomizers. Flame
atomizers are suitable for liquids and less sensitive than furnace atomizers. GF-AAS
are used in order to quantify elements when in solutions or in solid samples; gas
samples are uncommon in GF-AAS.

Most atomic spectrometry techniques often require the need to undergo conven-
tional acid digestion as part of the sample preparation step. In the case of suspen-
sions, this is usually carried out to prevent nebulizer blockage and coating of the
spray chamber. For example, Fabricius et al. [24] have recommended the use of
microwave-assisted acid digestion as the optimal strategy for reliable routine analysis
of any kind of metallic nanoparticles.

The choice of ICP-OES, ICP-MS, or AAS for determining the total element con-
tent depends on the sample concentration level. ICP-MS is the most sensitive, with
limits of detection below 1 ng/l, whereas in ICP-OES detection limits are 2–3 orders
of magnitude higher. Detection limits of AAS vary greatly, with GF-AAS being in
between ICP-OES and ICP-MS but flame-AAS being 3–4 orders of magnitude higher
(i.e., worse) compared to ICP-MS. Due to the fact that the most sensitive method
out of the three is ICP-MS, it has been widely used for the analysis of inorganic
nanomaterials in various types of matrices, varying from in vitro cell culture media
[172–174] to cells [175, 176] and tissues [177, 178]. Atomic spectrometry techniques
measure the total element content and thus cannot distinguish between different forms
of an element, that is, particulate versus dissolved forms; this is true apart from when
ICP-MS is used in a single-particle mode. Hence, these techniques are often cou-
pled to separation techniques such as FFF, hydrodynamic chromatography, HPLC,
ultracentrifugation, dialysis, or ultrafiltration.

5.5 THEORETICAL MODELING USING SPECIATION SOFTWARE

Although not a measurement tool, predictive analytical models should be considered
as simulated data can lead toward a better understanding of the solubility or the
dissolution process. An important theoretical calculation to consider surrounds the
equilibrium concentration of the different chemical species formed as a result of
the dissolution of a bulk solid material, which can be carried out using a thermo-
dynamic speciation software such as Visual MINTEQ (v. 3.0, downloadable from
http://vminteq.lwr.kth.se/), MINEQL+ (v. 4.6, see http://www.mineql.com/), or

http://vminteq.lwr.kth.se/
http://www.mineql.com/
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WHAM (v. 7, see http://www.ceh.ac.uk/products/software /wham/). All these
programs have been originally designed for geochemistry and environmental
chemistry applications. They combine a built-in thermodynamic database (with
values of equilibrium stability constants of complexes, solubility products, stan-
dard redox potential values, reaction enthalpies, activity coefficients, etc., which
can also be updated by the user) with a numerical algorithm for solving the
set of nonlinear equations associated with simultaneous multiple equilibria in
aqueous solution. In many cases, they also integrate models for the descrip-
tion of ion adsorption on surfaces or binding to natural colloids. Some of them
also allow implementing mass transport and kinetic models, such as ORCHES-
TRA (see http://www.macaulay.ac.uk/ORCHESTRA/) or PHREEQC (v. 3, see
http://wwwbrr.cr.usgs.gov/projects/GWC_coupled/phreeqc/index.html). Another
application of the thermodynamic speciation software is calculation of the distribu-
tion of species resulting from the dissolution of a pure solid phase. For example, it
can predict the precipitation (or oversaturation) of new solids in ZnO dispersions,
the equilibrium of some common redox couples (e.g., Ag+/Ag), and the distribution
of a metal among inorganic (e.g., hydroxides, chlorides) and organic complexes
(e.g., with amino acids, buffers, chelating agents). Calculations can take into account
the effect of environmental variables such as pH, ionic strength, temperature, partial
pressure of O2 or CO2, and so on.

In the case of nanomaterial dispersions, these models can be very useful to
calculate the expected values of solubility and free ion concentrations, and several
researchers have reported on the usefulness of such theoretical modeling. Most
studies reported have focused on the assessment of exposure and fate of nanoma-
terials in ecotoxicity and in vitro testing, with particular reference to a number
of nanomaterials such as silver [47, 179–182], zinc oxide [22, 23, 31, 153, 183],
copper oxide [50, 142]. Despite immense potential, users must be aware of several
limitations that exist: (i) an assumption of the existence of an equilibrium situation;
(ii) results that are strongly dependent on the reliability and accuracy of the refer-
ence thermodynamic data included in the software; (iii) calculations that rely on
thermodynamic data available from bulk materials, unless the database is updated
manually by the user.

5.6 WHICH METHOD?

The selection of appropriate methods to measure solubility is not trivial as the selec-
tion of the technique is highly dependent on various factors such as the type of nano-
materials and corresponding matrix. However, whatever analytical method chosen,
an assessment must be made in relation to whether it fulfils analytical requirements
being set. As previously stated in Chapter 1, Eurochem states that “analytical mea-
surements should be made to satisfy an agreed requirement i.e. to a defined objective
and should be made using methods and equipment which have been tested to ensure
that they are fit for purpose” [184]. “Fit for purpose” here implies that the tech-
nique/method must be sufficiently reliable (in relation to the level of specificity or
selectivity, accuracy, precision, detectability, and sensitivity) and robust [185, 186].

http://www.ceh.ac.uk/products/software /wham/
http://www.macaulay.ac.uk/ORCHESTRA/
http://wwwbrr.cr.usgs.gov/projects/GWC&uscore;coupled/ phreeqc/index.html
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Analytical requirements often considered include the need for a method to have the
following characteristics:

• Highly selective, in order to differentiate signal from background, for example,
other ionic/dissolved species from nanoparticles (if it is the case).

• Highly accurate (close to true value). This can only be achieved if suitable
reference materials are available.

• Highly repeatable and reproducible as assessed by round robin exercise to mea-
sure laboratory-to-laboratory variability.

• Highly sensitive, often requiring low limit of quantification, for example, ppb.

• Commercially available.

• Robust/rugged, for example, not being sensitive to operator, day-to-day vari-
ability, precise concentrations of reagents, and so on.

• Having fast analysis time (to reflect the cost of the analysis). This is especially
useful if multiple measurements are required or there is a need to monitor solu-
bility close to real time.

Overall, there is no universal method to determine nanomaterial solubility, as
this will be heavily dependent on the analytical requirements for each nano-specific
scenarios. For example, if the measurement of total dissolved species is needed,
then the use of atomic spectroscopy is an attractive choice. However, it is likely
that researchers should look into the integration of a separation method prior to the
detection/quantification. For example, ICP-MS is a popular detection technique that
has been coupled with AF4, ultracentrifugation [187, 188], and ultrafiltration (for
Ag [24, 30, 38, 47, 178, 189–191], CeO2 [24, 30, 33], Be [192], Au, ZnO, and TiO2
[24]). Unlike the popularity of ICP-MS as a detection technique, several studies have
employed only ICP-OES to study dissolution of different nanomaterials. They are
often coupled to ultrafiltration (for separation), and UF-ICP-OES has been used to
study Ag [193] and ZnO [7, 31, 32, 194]. The use of AAS to study the nanomaterial
solubility has been reported, but this has been somewhat limited. AAS has been used
(in conjunction with ultrafiltration) to determine the solubility of ZnO [195], Ag
[179, 196], and CuO [34].

If total elemental analysis is not needed, then other methods should be considered.
Although atomic spectroscopy-based techniques such as ICP-MS are highly

selective and sensitive, this is done at the expense of a higher instrumental cost if
compared to other techniques, as exemplified by electrochemical-based methods.
AGNES, for example, is highly promising and much more affordable, but it works
well with certain metals only such as Zn, whereas it is not suitable for many other
metals such as Ag. Unlike atomic spectrometry–based techniques, the main issue
with electrochemical-based techniques is that it is applicable to limited types of ionic
species that can be analysed. It is worthy to note that colorimetric based methods
can also be associated to the same limitation.

Whatever method is chosen, the important thing is to have robust and reliable data.
For this to happen, methods must be validated, which can be done by conducting
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well-controlled round robin studies. If they are not validated, then this can lead to
a situation in which experimental data gets reported without proper understand-
ing of the associated errors and propagation of such errors. Finally, due to the
dynamics of the dissolution process, any protocol used to measure solubility must
be reported in detail; this includes the reporting of experimental conditions under
which the data were collected such as pH, temperature, composition, timeframe,
and so on.

5.7 CASE STUDY: MINIATURIZED CAPILLARY ELECTROPHORESIS
WITH CONDUCTIVITY DETECTION TO DETERMINE
NANOMATERIAL SOLUBILITY

5.7.1 Introduction

In the early 1990s, the idea that a multifunctional chemical laboratory process can
be integrated into a single microfabricated device was presented, subsequently
dubbed as “lab-on-chip.” Since then the miniaturization for chemistry, biology, and
engineering became increasingly popular, with several advantages of faster analysis,
lower cost, less sample consumption, and high-throughput analysis [197] having
been pointed out.

In the past few years, the drive for smaller devices and much faster analysis
time has led to the commercialization of miniaturized capillary electrophoresis
(CE)-conductivity microchip [198]. This microchip device consists of fabricated
channels comprising a capillary electrophoretic microcolumn suitable for the
separation of ions. At the end of the column, a contactless capacitively coupled
conductivity detection (C4D) detection system is integrated, suitable to quantify
the separated ionic species. The theory of the CE-conductivity microchip has been
previously reported, and the device has been shown to identify ions in highly
complex medium such as blood [199], which suggests its usefulness to determine
nanomaterial solubility.

In this case study, the performance of the CE-conductivity microchip will be
evaluated to measure the solubility of ZnO nanomaterial. ZnO is chosen as the
nanomaterial of interest as it is found in many nano applications, for example,
cosmetic formulations. Initial tests will be carried out to establish if the device can
satisfy two important analytical criteria: (i) it can differentiate the signal of interest
above the background, (ii) it is sufficiently repeatable, in particular when different
microchips are used. Hence, the case study can be subdivided into two parts. The
first part investigates the ability of the device to detect dissolved Zn2+ produced
as a result of dissolution of ZnO nanomaterial when in a complex medium; here,
reconstituted fish medium, often employed in ecotoxicology studies, will be used as
an example. The second part aims at assessing the degree of data variability arising
from individual microchips and its ability to reliably quantify the amount of [Zn2+].
A test material consisting a premade preparation of Li+, Na+, and K+ in de-ionized
(DI) water will be used to assess the degree of chip-to-chip variability.
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5.7.2 Method

5.7.2.1 Materials Unless specified elsewhere, all chemicals were purchased from
Sigma-Aldrich, UK.

All chemicals were used as received, and appropriate solution concentrations were
made up with deionized (DI) water; DI water with a resistivity value of 18.2 MΩ cm
was used throughout the experiments. All solutions were filtered through a 20-nm
syringe filter prior to introduction into the microchip to prevent potential blockages
in the microchannels.

The components of the reconstituted fish medium are shown in Table 5.1. The final
pH of the fish medium was ∼7.

The nanomaterial ZnO (NM-110) was supplied in glass vials, packed under argon
atmosphere, by the JRC (Joint Research Centre). Once the vials were opened, the
contents were used immediately and remainder discarded. This is the same material
that has been used in the case study of Surface Area Chapter 7 (of this book) and the
corresponding physicochemical properties have been reported in that chapter.

The standard test solutions used for the CE-conductivity microchip were pur-
chased from eDAQ Europe. These consisted of a solution composed of LiCl (1 mM),
KNO3 (1 mM), and Na2SO4 (1 mM) in deionized water (supplied with associated
certified weight reports as provided by Absolute Standards, Inc.).

Background electrolyte (BGE) of acetic acid (0.5 M) was used when the test solu-
tions were analyzed, in accordance with the recommendations of the device supplier.
BGE of 5 mM His and 3 mM HIBA (adjusted to pH 4.5 with acetic acid) were used
for the zinc analysis. Analytical grade NaOH (0.5 M) was used as the wetting agent
for the microchannels.

5.7.2.2 Dispersion Protocol The protocol employed for the dispersion of the ZnO
nanomaterial in the fish medium was based on the recommended protocol used for
the OECD nanomaterial testing and has been described elsewhere [25]. Overall, the
dispersion involved mixing the nanomaterial powder into a paste before adding more
liquid and sonicating using a sonicating probe (Cole Palmer® 130-Watt Ultrasonic
Processors (50/60 Hz, VAC 220)) for 20 s.

5.7.2.3 Instrumentation: CE-Conductivity Device The CE-conductivity instru-
ment was purchased from eDAQ Europe and consisted of the following units:

TABLE 5.1 Components of the Fish (Ecotox) Medium

Component Concentration (mM)

Calcium chloride [CaCl2] 4.87
Magnesium sulfate [MgSO4] 1.92
Sodium bicarbonate [NaHCO3] 1.54
Potassium chloride [KCl] 0.15

Tantra et al. [200], http://www.hindawi.com/journals/jt/2012/270651/. Used under
CC BY 3.0. http://creativecommons.org/licenses/by/3.0/.
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a) Two high-voltage sequencers (HVS, Model ER230), each HVS unit having
dual-channel high-voltage power supplies that are especially designed for EOF
applications.

b) Capacitively coupled contactless conductivity detection (C4D) data sys-
tem (ER225); this comprised a conductivity detector and signal recording
functions.

c) C4D Micronit Chip Electrophoresis Platform (ET225). This unit has
high-voltage cables that allowed the microchip to be connected to the HVS
units. The unit included a safety interlock, to switch off the HVS if the cover
plate had been accidentally lifted during the experiment. The platform had a
ground connector to minimize noise in the C4D signal.

Fabricated borosilicate glass microchips were purchased from Micronit, the
Netherlands (Model ET145-4). The chip contains a manifold in a double-T geom-
etry and integrated contactless conductivity detection. The chip has a separation
channel of 33 mm long, with a cross section of 100 μm wide and 10 μm deep. The
arrangement of the detector consisted of two parallel electrodes measuring 200 μm
by 500 μm and 200 nm thick, separated by 2.9 mm.

Figure 5.1 shows a schematic of the microchip and the allocated reservoir num-
bers. It also depicts the equivalent circuit model of how conductivity is measured.
PowerChrom® software purchased from eDAQ Europe (ES280) was used to collect,
display, and analyze the data.

5.7.2.4 CE-Conductivity Microchip: Measurement Protocol The capillary elec-
trophoresis measurement was performed using a BGE that is optimal for the analyte
of interest, that is, either zinc or test analytes. The instrumental setting is governed
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Cwall

AC Voltage Ammeter
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Cwall

Rsolution

Conductivity detection: equivalent circuit 

Figure 5.1 CE-conductivity microchip analysis. Adapted from [100].
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by the type of BGE employed, which is established by following the manufacturer’s
instructions. The instrument settings for the test standard BGE (0.5 M acetic acid)
were as follows: frequency 800 kHz, amplitude 100%, high gain off, 5 Hz low pass.
The instrument settings for the BGE employed for zinc analysis, that is, 5 mM His,
3 mM HIBA, pH 4.5 were as follows: frequency 1150 kHz, amplitude 20%, high gain
on, 5 Hz low pass).

For electrophoretic analysis, the microchip was preconditioned prior to use. This
was achieved by flushing the microchannels with the following solutions under vac-
uum: 0.5 M NaOH for 2 min, DI water for 10 min, and finally BGE for 5 min. The
microchip was mounted on the C4D Micronit Chip Electrophoresis Platform, and
electrophoresis was carried out by applying the appropriate voltages to the four reser-
voirs. The voltage program was set so as to achieve sample plug formation, sample
injection, separation, and detection.

5.7.2.5 Protocol: To Assess the Feasibility of Measuring the Zn2+ (from ZnO
Nanomaterial) Signal above the Fish Medium Background A ZnO dispersion
of 500 mg/l concentration (0.5 l total volume) was prepared and stored, at ambient
temperature, in a 1-l storage media bottle. A corresponding “control” bottle contain-
ing just the fish medium, which contained no ZnO nanomaterial, was also prepared.
Throughout a 3-week period, 2 ml samples were aliquoted from each bottle; prior to
extracting the sample, each bottle was shaken gently by hand to aid homogeneity.
Each 2 ml aliquot was passed through a 20-nm Anatop syringe filter (Fisher Scien-
tific, UK) and the filtrate was collected for further analysis using the CE-conductivity
microchip device.

5.7.2.6 Protocol: To Assess Data Variability between Different Microchips Six
sets of four microchips were assessed for this study, each microchip set coming from
a different glass substrate batch. The type of glass that was employed to make the
substrate was the same for all batches. A total of 24 microchips were analyzed, as
shown in Table 5.2.

After appropriate preconditioning, the performance of the individual microchips
was assessed. This was done by running the test solution (diluted to 0.5 mM with DI

TABLE 5.2 Substrate Batches and Corresponding
Microchip ID

Batch Group Label Microchip Label

A A1, A2, A3, A4
B B5, B6, B7, B8
C C9, C10, C11, C12
D D13, D14, D15, D16
E E17, E18, E19, E20
F F21, F22, F23, F24

Tantra et.al. [201], Table 5.1. Reproduced with permission from
Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
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water) using a BGE of 0.5 M acetic acid. After running a sample, the microchip was
then electrophoretically cleaned for 2 min to flush the microchannels. The process of
running 0.5 mM test solution followed by electrophoretic cleaning was repeated until
six electropherograms of the test material were acquired. All solutions were filtered
through a 20-nm syringe filter prior to introduction into the microchip to prevent
potential blockages in the microchannels.

5.7.3 Results and Interpretation

5.7.3.1 Study 1: Assessing Feasibility of the CE-Conductivity Microchip to Detect
Free Zn2+ Arising from Dispersion of ZnO in Fish Medium Figure 5.2 shows the
results from the ZnO dissolution study, when a sample is taken at the end of the
3-week study. Two peaks are apparent: the first being a blank peak (i.e., fish medium
only) and the second being the Zn2+ peak. Although it is not shown, the identity of
the zinc peak has been confirmed and reported elsewhere [100].

The size of the zinc peak observed here is very small with a peak height <5 mV.
This zinc peak was monitored throughout the 3 weeks of the study and was shown
to first emerge after the first week. After this, the zinc peak seemed to appear and
disappear within the 3-week time frame. Even though the zinc peak was not always
present after the first week, this peak was never present in the corresponding blank
samples throughout the study. The appearance/disappearance of the zinc peak in this
case can only be explained by the fact that the magnitude of the measured signal
was extremely small and perhaps close to the detection limit (∼ppm level) of the
CE-conductivity microchip device.

5.7.3.2 Study 2: Assessing Performance of Microchips Using Reference Test
Material Only a summary of the findings will be reported here as the results of
this study have been discussed in great detail elsewhere [201]:
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Figure 5.2 ZnO dissolution study showing the feasibility of the CE-conductivity device to
detect free zinc from a dispersion of nano-ZnO in fish medium. Adapted from [100].
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a) Results associated with data variability in relation to the retention time, tR
and hence repeatability of detection. The relative standard deviation (RSD)
fluctuation for tR was analyzed for the 24 (4× 6 batches) of microchips tested.
Note that each batch relates to the individual glass substrate from which a
microchip has been cut. The findings show that the RSD in tR was typically
2% or less, with the exception of four microchips (B6, D13, D14, and D16),
in which the RSD in tR was noticeably higher, although still within accept-
able levels (<10%). The observation associated with chip-to-chip variation, in
which peaks are eluting at slightly different times, is an interesting one and does
not seem to be attributed to the glass substrate from which the microchip has
been cut. There are several possible explanations as to why peaks elute faster
or slower: differences associated with geometrical variations of the microchan-
nels arising from manufacturing quality, slight variability in the actual injection
time, broadening effect, and estimated shift of peak maxima.

b) Results associated with data variability in relation to the peak area and hence
repeatability of quantification. The RSD fluctuation in relation to the peak area
for the 24 microchips tested showed a much larger variation than the corre-
sponding tR data. Overall, this indicated that measurements of the peak area
were less reliable (compared to tR). Only two microchips had a RSD of 10%
or less, with most tending to fluctuate between 10% and 40% and with three
microchips having an RSD of 48, 51, and 53%. Out of the three ions analyzed,
the largest RSD was associated with lithium, indicating that it is least reliable
for quantification through peak area measurements. Offering an explanation
for this observation is not straightforward, and we can only theorize on poten-
tial causes. One major difference between lithium and the other cations is that
lithium ions possess a large solvation shell. The electrophoretic mobility of
a much larger solvation shell surrounding a cation will mean that its signal
will be more sensitive to fluctuations under applied electric field. This will ulti-
mately affect the amount of the analyte that is present in sample plug and hence
injected into the separation column. Interestingly, results showed no indication
that data variability was due to substrate batch. The highly irregularly scattered
data suggested that the source was either random or due to parameters whose
values are inconsistent between the individual microchips. There are several
possible sources of variability in relation to peak area measurements. First, this
may be caused by voltage fluctuations from the high-voltage power supplies,
which control the liquid flow within the microchannel and separation perfor-
mance. This can control characteristics of the sample plug (size, shape) that
is being created and subsequently sent down the separation column. Second
potential reason may be associated with the variations in surface properties of
the microchannel and, in particular, the microchannel structure, that is, the dou-
ble T-junction shown in Figure 5.1. This part of the microchip is important, as
this is the location where the sample plug is formed and the plug subsequently
injected into the separation column. Variations in surface properties such as
surface roughness around the T-junction area will undoubtedly affect the qual-
ity (size and shape) of the sample plug formed. This in turn will affect how
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much of analyte is being sent down the separation column and thus the analyte
concentration subsequently measured.

5.7.4 Conclusion

The case study reports the findings from the preliminary study to assess the feasibility
of using CE-conductivity microchip device to determine the nanomaterial solubility,
potentially in nanotoxicological investigations. The first part of the study showed
that the device can be highly selective at differentiating free ions in solution within
a complex medium. The second part of the study assessed the extent of data vari-
ability arising from 24 CE-conductivity microchips (of six different batches). Huge
variability (with some microchips having RSD of ∼ 50%) was observed for peak area
measurements. The variability was not attributed to the glass substrate from which the
microchip has been cut during fabrication. Several explanations were given to explain
the potential sources of variations. In summary, the microchip technology assessed
here may be suitable for identification but not for the quantification of ions.

5.8 SUMMARY

This chapter serves as a starting point for researchers to review the different ana-
lytical methods available to measure the solubility of nanomaterials. Our findings
indicate the wide variety of methods available, with most being capable of measur-
ing either total dissolved species or free ions, but not both. Electrochemical- and
colorimetric-based detection methods are potentially suitable to measure free ions
(as well as labile fractions), while atomic spectrometry–based techniques are more
suited to measure total dissolved species. In some cases, a combination of a sepa-
ration method with a quantification analysis platform is needed. The final choice on
what method to use, however, will be dependent on the nanomaterial sample and the
specific scenario that the researcher is faced with. However, an important point that
has been highlighted is to ensure that methods are fit for purpose.

The case study presented in the second half of the chapter investigates the
feasibility of state-of-the-art technology to determine the nanomaterial solubility.
CE-conductivity microchip was assessed and our findings found its suitability for
the detection but not for quantification purposes.
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6.1 INTRODUCTION

As discussed in Chapter 5, the property of solubility is of interest to nanoregulation,
particularly in the context of hazard and risk management. Hence, the measurement
of solubility has been highlighted as a topic for further investigation in a currently
running pan-European project, Framework Programme (FP) 7 NANoREG; one
of the goals of the project is to develop methods to determine the solubility of
nanomaterials [1].

In Chapter 5, a small case study was presented, which investigated the feasibility
of a microfluidics-based device, to quantify free zinc (Zn2+) that arises from dis-
solution of ZnO nanomaterial when dispersed in a reconstituted fish medium. Our
findings indicate that this microfluidic device is still immature, due to high levels
of uncertainty associated with lack of quantification repeatability. Overall, such a
state-of-the-art technology still requires further development, in order to make the
device reliable and robust. Yet, in nanotoxicology research, the need exists for not
only reliable and robust methods but also affordable and accessible.

Of the many methods described in Chapter 5, approaches based on electro-
chemical and colorimetric assays are worthy of note. In relation to electrochemical

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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methods, commercially available ion selective electrodes (ISEs) are particularly
attractive as such techniques are considered to be well established [2]. ISE mea-
surements are simple and fast, which involve the immersion of electrodes into a
sample solution in order to acquire a reading. Although many ISEs for different
ions are available, to date no ISE for the quantification of Zn2+ is commercially
available. Yet, such an ISE will be particularly useful to measure the solubility of
nanomaterials that contain zinc such as ZnO. In this case, colorimetry-based assays
capable of detecting Zn2+ should be considered.

Colorimetry has many advantages associated with ISE, in that it is affordable
and simple to use for the quantification of free ions. It is particularly attractive as it
requires the use of an ultraviolet–visible (UV–Vis) spectrometer, an instrument that
nearly every laboratory has. In this chapter, as part of FP7 NANoREG project’s out-
put, colorimetry will be used to quantify the amount of free zinc ions generated from
ZnO nanomaterial (powder) dissolution. The main goal of this study is to employ
a colorimetric assay to estimate the amount of dissolved free zinc (Zn2+) that arises
when ZnO nanomaterial is exposed to digestive juices, to be used in in vitro digestion
model that will simulate digestion from the mouth to the intestine. Generally, using
a digestive model has its advantages, in that it can reveal the state of the nanomate-
rial at each stage of digestion, which can potentially be analyzed; this is not always
possible in an in vivo experiment. The purpose of using the digestive juice model
here is to understand exposure implications of the nanomaterial should there be an
accidental ingestion in humans [3]. One objective of the study is to establish if there
is a correlation between the amount of free zinc that arises from the dissolution of
ZnO nanomaterial with respect to particle concentration. In addition to colorimetry,
scanning electron microscope (SEM) will be used to offer complementary informa-
tion. The aim here is to positively identify if the ZnO nanomaterial is present at the
different stages of digestion, namely, after addition of saliva juice and at the end of
digestion.

In order to develop a suitable colorimetry method, it is important to identify the
dyes that are suitable for the intended application. In this study, it is important for
the dyes to be water soluble and commercially available. There are about 10
commercial dyes to choose from, all having the potential capability to com-
plex and thus measure the concentration of free zinc ions [Zn2+]. From this
list, not all can be classed as water soluble. Insoluble dyes include PAN (1-(2-
Pyridylazo)-2-naphthol and Cu-PAN. Partially soluble dyes include Xylenol orange,
Eriochrome Black T, Nitro-PAPS, 1-1 phenanthroline, PAR (4-(2-Pyridylazo) resor-
cinol. Only three commercially available dyes are worthy of note as they are water
soluble: 5-Bromo-PAPS (chemical name = 2-(5-Bromo-2-pyridiylazo)-5-[N-n-
propyl-N-(3-sulfopropyl)amino]phenol), Methylthymol blue (chemical name = 3,3′-
Bis[N,N-di(carboxymethyl)aminomethyl] thymolsulfonephthalein sodium salt,
MTB, Thymolsulfonphthalein-3′,3′′-bis(methyliminodiacetic acid sodium salt)), and
Zincon (chemical name = 2-[5-(2-Hydroxy-5-sulfophenyl)-3-phenyl-1-formazyl]
benzoic acid monosodium salt, 2-Carboxy-2′-hydroxy-5′-sulfoformazyl-benzene
monosodium salt). According to literature, all three dyes have been used to measure
[Zn2+] in different samples. Zincon has been used for the measurement of zinc in
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granular fertilizers [4], plant tissues [5, 6], metalloproteins [7], beverages [8], and
water [9]. Methylthymol blue has been employed for alloy samples [10], binary
water–methanol mixtures [11]. Unlike the other two, 5-Bromo-PAPS has been
frequently employed for the analysing biological fluids as well as environmental
samples, such as serum [12–15], seminal plasma [16], and environmental water
samples [17]. As the study here deals with the measurement of [Zn2+] in digestive
juices and, hence biological fluids, 5-Bromo-PAPS dye will be used.

It is worthy to note that what differentiates the FP7 NANoREG project from
other projects is the need for participating research laboratories to follow a set of
defined protocols. This is considered necessary to establish some level of quality
control and assurance. Most of the protocols presented in this chapter (apart from
colorimetry-based measurements) have been developed by other partners within
the FP7 NANoREG consortium; these are mandatory protocols, and all relevant
consortium partners are required to follow such protocols. Here, the mandatory pro-
tocols include: calibration of ultrasonic probes, benchmark activities and following
a digestion protocol.

In relation to nanomaterials, there were restrictions with regards to what nano-
materials can be used for the study, which must be part of the “NM series”. Here,
SiO2 and ZnO nanomaterials used are part of the NM series of representative test
nanomaterials hosted by JRC Nanomaterials (Joint Research Centre). Test material
JRCNM02000a (SiO2), JRCNM01100a (ZnO) will be used. For the sake of simplic-
ity, the common names of NM 200 (SiO2) and NM 110 (ZnO), respectively, will be
employed for the remainder of the chapter.

This chapter thus presents the findings obtained from studies on colorimetry of
ZnO nanomaterial. The methods and results associated with other mandatory tests
that are supplementary to the colorimetry tests will be reported in Appendix A6.

6.2 MATERIALS AND METHOD

6.2.1 Materials

DI water (Elga Purelab; resistivity = 18.2 MΩ cm) was used throughout the study.
Unless stated otherwise, all chemicals used were of analytical grade or better, as sup-
plied from Sigma Aldrich, UK. Nanomaterial powders JRCNM01100a (ZnO), also
commonly referred to as ZnO (NM-110), were supplied sealed under argon in small
amber glass vials and used as received from the European Commission Joint Research
Centre, Institute for Health and Consumer Protection JRC (JRC-IHCP, Ispra, Italy),
through FP7 NANoREG project. These vials were used within a few hours after first
opening; the remaining material was disposed. For any given experiment conducted,
the ID numbers on the vials were recorded.

6.2.2 Mandatory Protocol: NanoGenotox Dispersion for Nanomaterials

The NanoGenotox dispersion protocol was used to disperse the nanomaterial. This
involved the prewetting of the nanomaterial powder using 0.5 vol% ethanol before
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dispersing in 0.05 wt.% BSA (in DI water) to result in a final particle concentration
of 2.56 mg/ml. Probe sonication was carried out for 8 min at 5% amplitude, using a
Misonix Sonicator 3000 (with a maximum power output of 400 W and operated at
a frequency of 20 kHz). The diameter of the ultrasonication probe tip was 13 mm.
The settings for amplitude and sonication time were determined when the probe
was calibrated by following a few basic procedures and subsequently benchmarked
against reference SiO2 (NM 200) (see Appendix A6 for further details). Overall, the
probe was calibrated so that a total energy of 7056 J was delivered. During sonica-
tion, the vial that held the nanomaterial dispersion was immersed in an ice water
bath to minimize thermal effects generated during the ultrasonic procedure. Unless
specified otherwise, freshly made dispersions were used within the first two hours of
preparation. It was important to establish that there were no visible precipitates in the
dispersion prior to use.

6.2.3 Mandatory Protocol: Simulated In Vitro Digestion Model

The day before carrying out the actual digestion steps, four types of media (saliva,
gastric juice, duodenal juice, and bile juice) were prepared in accordance to the recipe
composition tabulated in Table 6.1. These media were made up on Day 1 and stored

TABLE 6.1 Composition of Four Different Juices for the Fed In Vitro Digestion [18],
made up on Day 1

Saliva Gastric Juice Duodenal Juice Bile Juice

• 896 mg/l KCl

• 200 mg/l KSCN

• 1021 mg/l
NaH2PO4H2O

• 570 mg/l Na2SO4

• 298 mg/l NaCl

• 1694 mg/l
NaHCO3

• 200 mg/l urea

• 290 mg/l amylase

• 15 mg/l uric acid

• 25 mg/l mucin

• • milli-Q water
(∼1 l)

• 2752 mg/l NaCl

• 306 mg/l
NaH2PO4H2O

• 824 mg/l KCl

• 302 mg/l CaCl2

• 306 mg/l NH4Cl

• 6.5 ml/l 37% HCl

• 650 mg/l glucose

• 20 mg/l glucuronic
acid

• 85 mg/l urea

• 330 mg/l
glucosaminehy-
drochloride

• 1 g/l BSA

• 2.5 g/l pepsin

• 3 g/l mucin

• milli-Q water (∼1 l)

• 7012 mg/l NaCl

• 3388 mg/l NaHCO3

• 80 mg/l KH2PO4

• 564 mg/l KCl

• 50 mg/l MgCl2⋅6H2O

• 180 μl/l HCl (37%)

• 100 mg/l urea

• 151 mg/l CaCl2

• 1 g/l BSA

• 9 g/l pancreatin

• 1.5 g/l lipase

• milli-Q water (∼1 l)

• 7012 mg/l NaCl

• 3388 mg/l NaHCO3

• 80 mg/l KH2PO4

• 564 mg/l KCl

• 50 mg/l MgCl2.6H2O

• 180 μl/l HCl (37%)

• 100 mg/l urea

• 151 mg/l CaCl2

• 1 g/l BSA

• 9 g/l pancreatin

• 1.5 g/l lipase

• milli-Q water (∼1 l)
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overnight at room temperature in the incubator, prior to their use. The actual digestion
was carried out on Day 2.

On Day 2, about 2 h before carrying out the digestion protocol, an incubator was
set at 37± 2 ∘C. Before conducting the digestion experiment, it is important to do
a quick check on the digestive solutions made on Day 1. This was performed by
making up the following solution, consisting of 1 ml saliva, 2 ml gastric juice, 2 ml
duodenal juice, 1 ml bile juice, and 28 mg (26.5–29.5 mg) NaHCO3. The pH was
checked, which had to be within the range 6.5± 0.5, otherwise the liquid juices could
not be used in the digestion experiment that follows.

The digestion protocol was conducted on NM 110 (ZnO). The first step was
to prepare the batch dispersion in accordance to the NanoGenotox protocol as
detailed above. One milliliter of the nanomaterial dispersion was then transferred
to a 50-ml Greiner tube, after which 6 ml saliva juice were added and incubated
“head-over-heels” (or under tumbling motion) for 5 min at 37± 2 ∘C. Afterwards,
12 ml gastric juice was added to the tube and pH measured. The pH at this point was
adjusted to 2.5± 0.5. The tube was then further incubated head-over-heels for 2 h at
37± 2 ∘C. Then, 12 ml of duodenal juice was added to the mixture, followed by 6 ml
bile juice and 2 ml sodium carbonate solution (NaHCO3; 84.7 g/l). The pH at this
point was adjusted to 6.5± 0.5. The tube was then incubated head-over-heels for
another 2 h at 37± 2 ∘C. For the pH measurements, a pH-meter was used in which the
glass electrode was thoroughly cleaned and calibrated between measurements. pH
adjustments were made using either hydrochloric acid (HCl) or sodium hydroxide
(NaOH), as appropriate.

The digestion protocol was also conducted without NM 110 (ZnO), resulting in the
corresponding collection of “digestive blanks,” to act as controls for the experiment.
For the purpose of SEM analysis, a separate digestion was carried out in parallel, so
that the appropriate sized aliquots can be extracted for the SEM analysis. The protocol
for this is detailed in Section 6.2.5. Samples were taken at specific time intervals
during the digestion experiment: after conducting the NanoGenotox protocol, after
saliva addition and at the end of the digestion protocol.

6.2.4 Colorimetry Analysis

The following reagents were used in the colorimetric zinc determination:

a) 5-Bromo-PAPS solution (100 mg/l) in DI water.

b) HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) buffer (1M),
pH 8. Zinc atomic spectroscopy standard stock concentrate was diluted with DI
water to give a final concentration of 10 g/l. The corresponding zinc standard
concentration series solutions were made up by subsequently diluting the
stock with appropriate volume of DI water.

Prior to analysis, samples from the digestion experiment had to be processed in
order to remove particulate matter. This was achieved in two steps: centrifugation of
the sample for 30 min at 1000 rcf (using Centrifuge 5430, Eppendorf, UK) to extract
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the supernatant, then filtration of the resultant supernatant through a hydrophilic
poly(vinylidene fluoride) (PVDF) membrane filter (pore size of 0.45 μm), to remove
any remaining particulate matter. Colorimetric assays were then performed on the
resultant solutions.

For colorimetry assay, 1 ml of 5-Bromo-PAPS solution was thoroughly mixed
with 0.3 ml of sample solution and allowed to stand for 5 min. Then, 200 μl of this
mixture was diluted with 600 μl of HEPES buffer before being pipetted into a clean
quartz UV cell (Hellma Analytics, UK). UV–Visible absorbance spectrum was then
subsequently acquired using a Lambda 850 UV–Vis spectrometer supported by UV
Winlab software [Version 5.1.5] (Perkin Elmer, USA). The instrument wavelength
calibration was checked using a 15246-Ho Holmium glass standard (Serial # 9392,
Starna Scientific, UK). For the reference channel of the spectrophotometer, a matched
cell containing the corresponding dispersing media was used. Absorbance spectra
were recorded in the range 350–700 nm using a slit width of 2 nm and a scan rate of
50 nm/min. Three replicate measurements were carried out for each sample analyzed.

6.2.5 SEM Analysis

As previously mentioned, SEM analysis was carried out on the samples extracted at
various stages of the digestion protocol: (i) the dispersion at the start of the experi-
ment, that is, after following the NanoGenotox protocol, (ii) after saliva addition, and
(iii) at the end of the digestion.

Sample preparation for SEM analysis on the extracted samples involved fixing
the particles onto poly-l-lysine-coated microscope glass slides (Sigma Aldrich, UK).
This was achieved by pipetting 1 ml aliquots of the sample to functionalized glass
slides and incubating for 5 min; this step was conducted in a fume hood at room
temperature. The slides were then dip rinsed in DI water to remove excess material
and left to dry under cover in a fume hood. Sample slides were stored in sealed boxes
at room temperature, ready for analysis.

SEM images were obtained using a Supra 40 field emission SEM from Carl Zeiss
(Welwyn Garden City, Hertfordshire, UK), in which the optimal spatial resolution
of the microscope was 1.2 nm. The in-lens detector images were used to obtain
the images, an accelerating voltage of 15 kV, a working distance of ≈3 mm, and a
tilt angle 0∘ was used. The SEM was calibrated using a SIRA grid calibration set
(SIRA, Chislehurst, Kent, UK). These are metal replicas of cross-ruled gratings of
area of 60 mm2 with 19.7 lines/mm for low-magnification and 2160 lines/mm for
high-magnification calibrations, accurate to 0.2%. For the image acquisition, an
adequate magnification was chosen so that the shape and particle boundary of the
primary particles became apparent.

To avoid charging effects, slides were thinly sputtered with gold using an Edwards
S150B sputter coater unit (BOC Edwards, UK). Sputtering was conducted under vac-
uum (≈7 mbar or 0.7 mPa), while passing pure, dry argon into the coating chamber.
Typical plate voltage and current were 1200 V and 15 mA, respectively. Sputtering
time was approximately 10 s, which resulted in an estimated gold thickness of no
more than 2 nm being deposited on top of the substrate.
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Figure 6.1 UV–Vis absorption spectra of 5-Bromo PAPS when (a) in deionized water, (b)
digestive blank media, and (c) extracted supernatant after 2.56 mg/ml of ZnO (NM 110) has
been dispersed and exposed to the digestion protocol.

6.3 RESULTS AND INTERPRETATION

A preliminary investigation was conducted to evaluate the signature wavelength of
the dye used, that is, 5-Bromo-PAPS, above background (i.e., the digestive blank)
and how this changes in the presence of dissolved zinc that arises from the dissolu-
tion of ZnO nanomaterial. Thus, Figure 6.1 shows the UV–Vis absorption spectra of
5-Bromo PAPS when in three different media: deionized water, digestive blank, and
extracted supernatant from a nanomaterial suspension (2.56 mg/ml) after undergo-
ing the digestion protocol. Results show similar spectra in the case of DI water and
digestive blank but not for the extracted supernatant case. In the case of extracted
supernatant, there is an apparent change in the UV–Vis spectral profile. Results show
the presence of 𝜆max (absorbance (Abs) peak) at 556 nm on top of the blank (of 0.65
absorbance unit), which indicates the presence of [Zn2+]-dye complex. The experi-
ment was repeated but with the 5-Bromo-PAPS plus HEPES reagent (as detailed in
the Method section) and similar result was acquired. Hence, this preliminary study
confirms that the 556 peak maxima indicates the presence of a zinc complex and
thus will be used to identify and measure [Zn2+]. Note that absorbance=−log10 T,
where T= I/Io; Io and I are the intensities of the incident light and transmitted light,
respectively.

Figure 6.2 shows a calibration plot, using dilution of standard stock solutions,
of net absorbance with respect to [Zn2+]. Results show a linear response within the
concentration range of 0–10 mg/l. The corresponding regression equation is shown in
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Figure 6.2 [Zn2+] concentration calibration plot using 5-Bromo-PAPS (𝜆max = abs peak at
556 nm). Each data point is the mean of triplicate measurements; note that the standard devia-
tion is too small to be visible.

Figure 6.2, which was used to estimate unknown [Zn2+] concentrations arising from
the digestive juice experiment.

Table 6.2 shows the estimated [Zn2+] arising from dissolution of ZnO (NM 110) at
various particle concentrations following the digestion protocol. The table also shows
the corresponding UV–Vis Abs max values. Note that at zero ZnO concentration,
the signal here is reported as zero; this is the net signal, which is obtained when the

TABLE 6.2 A Summary of UV–Vis Absorbance Signal (𝝀max = abs peak
at 556 nm) and Corresponding Estimated [Zn2+] Found in the Extracted
Supernatant from ZnO (NM 110) Digestive Juice Experiment

Mass of ZnO
[NM 110] (mg/ml)

5-Bromo-PAPS

Net Absorbance @ 556 nm
(Corrected Relative to
the Background)

Estimated [Zn2+]
(μg/ml)

Mean RSD (%)

0 0 0 0
0.00256 0.0112 3.6284 0.1331
0.0256 0.0137 1.3362 0.1622
0.128 0.0420 0.6704 0.4979
0.256 0.0406 0.7436 0.4816
1.28 0.1377 0.2191 1.6335
2.56 0.4425 0.0809 5.2489

The absorbance data reported are from three replicate measurements.
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Figure 6.3 Estimated [Zn2+] as a function of ZnO (NM 110) particle concentration. The
[Zn2+] reported arises from the dissolution of ZnO (NM 110) particle concentration as a result
of digestive juice experiment.

background signal arising from the digestive blank is subtracted from the final signal.
The digestive blank signal in this case is the signal arising from the sample in which
the digestion experiment was carried out in the absence of ZnO.

Figure 6.3 shows the corresponding plot, indicating a positive correlation between
particle concentration and estimated [Zn2+]. This is expected as an increase in the
nanomaterial concentration tends to result in an increase in dissolution and thus the
measured [Zn2+].

Figure 6.4 shows SEM images of the ZnO (NM 110) nanomaterial dispersion,
before running the digestion experiment. SEM results indicate that particles do not
exist as primary particles but clusters of particles of different size agglomerates.
Results show that the primary particles themselves are inhomogeneous, with respect
to the particle size and shape, in which rods and spheres exist. The results coincided
with past SEM images on the as-received powders of ZnO (NM 110), thus confirming
that the ZnO NM 110 particles have distinct features that can be observed from the
SEM images.

Figure 6.5 shows the SEM results after addition of saliva following the digestion
protocol; images indicate the presence of ZnO (NM 110) particles. There is only
a slight difference between these images compared to those of Figure 6.4, that is,
pure NM dispersion. Images show an increase of background material in the corre-
sponding blank associated with saliva case (as indicated in the figure). Although, the
nanomaterial is clearly visible above the background, the overall quality of the images
associated with the saliva case is poor. By this, we mean that particle boundaries are
less visible, due to other matter found in the corresponding blank that can interfere
with the quality of the SEM images.



�

� �

�

126 SOLUBILITY PART 2: COLORIMETRY

(a)

(b) (c)

Figure 6.4 SEM images showing ZnO (NM 110) nanomaterials after dispersion using
NanoGenotox protocol. Three different images were acquired, taken at different magnifica-
tions, showing (a) the presence of particle agglomerates, (b) size of the smallest agglomerates,
and (c) polydispersity in primary particle size.

(a) (b)

Figure 6.5 SEM images showing ZnO (NM 110) nanomaterial (a) after saliva addition.
Results also show (b) the corresponding digestive blank after saliva addition.

Figure 6.6 shows the SEM images of particles observed at the end of digestion
protocol; results also show the corresponding digestive blank control, that is, without
addition of ZnO (NM 110). Results show no signs of the ZnO (NM 110) particles
present at the end of the digestion. However, other particulate species are visible in
the corresponding digestive blank. In addition to particles that are oblong in shape,
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(a) (b)

Figure 6.6 SEM images showing ZnO (NM 110) nanomaterial at the end of digestion (a).
Results also show the corresponding digestive blank (b) at the end of the digestion protocol.

much smaller particles, are also apparent. Such particles are likely to originate from
the background contribution as the corresponding SEM blank also show the presence
of such particles. Again, the overall quality of SEM images are poorer compared to
the batch dispersion before digestion; again, this can be attributed to a much higher
level of background contributions arising from the sample.

Results from Figure 6.6 indicate that the original ZnO (NM 110) particles are no
longer present at the end of the digestion. This is not surprising as part of the digestion
protocol involved the addition of gastric juice and adjusting the pH to 2.5± 0.5. At
this low pH, high solubility of the ZnO (NM 110) nanomaterial [19, 20] is expected.
However, the colorimetry results show that only a fraction of the dissolved zinc exists
as free ions. This is not surprising as the dissolved zinc arising from the nanomaterial
dissolution is likely to complex with other species within the digestive solutions. It is
well known that species in digestive media can potentially bind to zinc free ions; an
example of such species is bovine serum albumin [21].

6.4 CONCLUSION

This chapter presented a colorimetric method and demonstrated its suitability to mea-
sure [Zn2+]. The method was used to quantify [Zn2+] arising from the dissolution of
ZnO (NM 110) following a digestion protocol. Some of the attractive features in
using colorimetry-based methods surround its simple operation, potentially suitable
for routine analysis. 5-Bromo-PAPS was used as the colorimetric dye due to its com-
mercial availability and high water solubility. Results showed a positive correlation
between ZnO (NM 110) particle concentration and [Zn2+] released as a result of the
digestive juice experiment. The SEM images indicated complete dissolution of the
ZnO (NM 110) material at the end of the digestion; this was attributed to a low pH
environment associated with part of the digestion protocol, that is, addition of gas-
tric juice. The colorimetry results, however, indicated that the dissolved zinc exists as
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complexes rather than free ions. Lastly, as part of the FP7 NANoREG project, it was
mandatory for research partners to supply a set of supporting characterization data.
The purpose here was to provide some level of assurance about data quality reported;
this supplementary data is presented in the Appendix section.
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APPENDIX A6

PROBE CALIBRATION AND BENCHMARKING EXERCISES

A6.1 MATERIALS AND METHOD

A6.1.1 Materials

In addition to the materials already reported in Section 6.2, a nanomaterial powder,
JRCNM02000a (SiO2), referred to as SiO2 (NM-200) was used. The SiO2 (NM-200)
was supplied by JRC Nanomaterials Repository (IHCP, JRC, Ispra) and used as
detailed in Section 6.2.1.

A6.1.2 Mandatory Protocol: Ultrasonic Probe Calibration

The ultrasonic probe calibration protocol is based on measuring liquid temperature
increase over time, as a result of immersing a sonication probe in a liquid. This allows
the direct measurement of effective acoustic energy delivered to the sonicated liquid.

The calibration protocol can be divided into three parts. The first part involved
drawing 3 l of DI water into a flask; the flask was then left in a fume hood for 2 h.
A 500 ml aliquot of DI water from this flask was then transferred into a separate
600-ml glass beaker. The mass and temperature of the water in the 600-ml beaker
was measured before a sonicator probe was inserted at a depth of 2.5 cm below the
water surface. A temperature probe was also inserted, at a depth of 2.5 cm below the
water surface but positioned 1 cm away from the sonicator probe. The temperature of
the water was recorded before the sonicator was turned on, at an amplitude of 5%,
under a continuous mode for 5 min. During sonication, the temperature of the water
was recorded, at least every 30 s. The entire step of drawing 500 ml of water, probe
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sonication and measuring temperature of the water was repeated twice; thus mea-
surements were performed in triplicate. The second part of the calibration protocol
involved repeating the first part of the protocol, this time with 20% amplitude. The
third part involved repeating the first part with 30% amplitude.

The final part of the protocol involved the analysis of the recorded data. This
involved plotting a temperature versus time curve and fitting a best linear fit to esti-
mate the delivered power of the probe (Pac, Watt), according to

Pac =
ΔT
Δt

MCp (6.1)

where ΔT
Δt

is the slope of the regression curve, T is the temperature (K), t is sonciation
time period (s), Cp is the specific heat of the liquid (4.18 J/g K for water), and M is
the mass of liquid (g).

Once the delivered power of the probe (in Watts) is known, the relationship
between acoustic energy (E, Joule – J) delivered as a function of sonication time
(ts, s) can be established:

P = E∕ ts (6.2)

According to the NanoGenotox dispersion protocol, it is necessary for the probe to
deliver a total acoustic energy of 7056± 103 J. Equation 6.2 will allow an estimation
of sonication time, ts, at a given % amplitude.

A6.1.3 Mandatory Protocol: Benchmarking of SiO2 (NM 200)

Once an estimation of sonication time and the % amplitude have been established,
a benchmarking exercise was carried out on the materials SiO2 (NM-200) to
“fine–tune” the sonication time. In order to do this, three different SiO2 (NM 200)
vials were individually assessed. For each vial, the nanomaterial dispersion was
made in accordance to the NanoGenotox protocol and then subsequently charac-
terized using dynamic light scattering (DLS) (see below for DLS protocol). The
corresponding DLS particle size distribution was acquired ×10 times without pause.
The procedure was repeated with the other two SiO2 (NM-200) vials. Results were
analyzed, from which the DLS Z-average diameter and polydispersity index (PDI)
values were obtained and compared against a benchmark figure. If the result did not
coincide with the benchmark figure provided, then the sonication time was changed
in order to hit this target. Our findings show that at 5% amplitude, a sonication time
of 8 min was needed (according to instructions detailed in Section 6.2).

A6.1.4 Mandatory Protocol: Preliminary Characterization of ZnO (NM 110)

The ZnO (NM 110) test material used in the study was dispersed and characterized
in accordance to the NanoGenotox protocol, using sonicator setting of 5% amplitude
for 8 min. As with the benchmarking of SiO2 (NM 200), ×10 DLS measurements
were conducted (without pause) to obtain the corresponding Z-average diameter and
PDI values. Results were then compared with an indicated benchmark figure.
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A6.1.5 Mandatory Protocol: Dynamic Light Scattering (DLS)

Particle size distributions were acquired using a Zetasizer Nano ZS (Malvern Instru-
ments, UK) with 633-nm red laser. Malvern Instruments Dispersion Technology soft-
ware (Version 7.1) was used to control and analyze all data from the instrument.

The instrument was allowed to warm up about 30 min prior to its use. For the
analysis of nanomaterial dispersion samples, disposable 1 ml cuvettes (DTS0012,
Malvern Instruments, US) were used throughout. Prior to use, cuvettes were inspected
to ensure that no dust, defects or scratches were present in the measurement area.
After inspection, 1 ml of the sample was introduced into the cuvette via pipette,
ensuring that no air bubbles were formed in the cell. The cuvette was placed into the
Zetasizer, and measurements were carried out at 25 ∘C. The cells were equilibrated
for 120 s at the selected temperature prior to data acquisition.

A6.2 RESULTS AND INTERPRETATION

A6.2.1 Probe Sonication

Figure A6.1 shows the average power and corresponding SD of the three replicate
measurements acquired at three different amplitude setting of 5, 20, and 30%. When
a line of best fit is drawn, the scatter plot shows a good linear relationship. From
Figure A6.1, for a 5% amplitude setting, the delivered power is estimated to be
12.9 W. If a total delivered energy of 7056 J is needed, then this can be achieved by
having a 5% amplitude with an estimated sonication time of 9 min and 8 s.

A6.2.2 Benchmarking with SiO2 (NM 200)

The final sonication time was fine-tuned with respect to the benchmark figure given
for SiO2 (NM 200). In order to reach this target, the sonication time was changed
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Figure A6.1 Plot of amplitude versus acoustic power to establish the performance of the
ultrasonic probe.
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TABLE A6.1 SiO2(NM 200) Benchmark Data: Our Values versus
the Expected Benchmark Values

Our Values Benchmark Target Values

Mean Z-average (nm) 244± 10 nm 210–270 nm
Mean PDI 0.39± 0.03 <0.46

TABLE A6.2 ZnO (NM 110) Data: NPL Values Versus
Indicated Benchmark Value

Mean Z-average (nm) Mean PDI

Indicated benchmark val-
ues, as provided by one
other laboratory

225± 3 0.09± 0.03

NPL: vial no 030012 217± 3 0.114± 0.015
NPL: vial no 030015 216.3± 1.6 0.13± 0.02
NPL: vial no 030054 220± 2 0.10± 0.04
NPL: vial no 030008 214.0± 1.8 0.101± 0.012
NPL: vial no 020061 220.0± 1.7 0.111± 0.012

to 8 min. The mean Z-average and PDI values were compared with the benchmark
figures provided. As shown in Table A6.1, our data is within the expected benchmark
values.

A6.2.3 NM 110: Characterizing Batch Dispersions ZnO (NM 110)

The resultant mean Z-average and PDI values were obtained and compared with the
indicated benchmark (from one other laboratory). During the course of the study,
dispersions from different ZnO (NM 110) vials have been employed and the DLS
particle sizes for these were also acquired. The overall results compared to the indi-
cated benchmark are summarized in Table A6.2. Our findings show similarities in the
results, indicating no real issues associated with repeatability of dispersion protocol
with respect to ZnO (NM 110) dispersions.
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7.1 INTRODUCTION

One nanomaterial characteristic that has become increasingly recognized as impor-
tant is surface area; this is because of the huge surface area exhibited by particles on
the nanoscale. Surface area has been recently defined by ISO [1] as the “the quantity
of accessible surface of a sample when exposed to either gaseous or liquid adsorbate
phase. Surface area is conventionally expressed as a mass specific surface area or as
volume specific area where the total quantity of area has been normalised either to the
sample’s mass or volume”. In addition “specific surface area is defined as the surface
area of a substance divided by its mass, unit [m2/g]; or the surface area of a substance
divided by its volume, unit [m2/cm3]. The research should also consider reporting
results in both m2/g and m2/cm3.” As stated in Chapter 1, this ISO definition has
been published as a result of its relevance in the science field of nanotoxicology but
can be adopted in other science fields.

The importance of surface area property stems from the fact that nanomaterials
present a much larger surface area (compared to corresponding bulk) and as such
nanomaterial interactions are governed mainly by the surface, as oppose to bulk mass
interactions. As a result, it is not surprising that surface area is thought to be the
more relevant dose metric in nanotoxicology, as opposed to mass. Certainly, this is
in contrast to conventional chemical toxicology, in which researchers generally use
mass as the metric to describe the dose [2–4].

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Besides nanotoxicology, the measurement of surface area is important in other
science fields. For example, in material science, surface area is important in the char-
acterization of catalysts, as nanomaterials can have excellent catalytic properties [5].
In cars, for example, catalytic converters consist of alumina coating impregnated
with platinum and rhodium nanomaterials, among others. These nanomaterials act
as active sites for catalysis. For example, platinum nanomaterials can oxidize hydro-
carbons and carbon monoxide, while rhodium functions to reduce nitrogen oxides [6].
Another example of a nanomaterial-based catalyst involves the use of gold nanoparti-
cles attached to a titania support; this results in a catalyst that promotes the chemical
oxidation of carbon monoxide [7–9]. As the function of a catalyst is to promote reac-
tions at surfaces, a high specific surface area is required in order to increase the
number of active sites, resulting in a highly active catalyst [6]. Overall, the need
to measure the specific surface area is important to evaluate activity and adsorption
capacity of materials.

Lastly, specific surface area is an important property in relation to nanoregulation
as was highlighted by the European Commission (EC). The EC has referred to this
property in its definition of what constitutes a nanomaterial. It has been noted that in
certain cases, specific surface area can be used as a proxy to identify a potential nano-
material, but having said this, the regulation clearly stated that results from particle
number size distributions should prevail.

In this chapter, an overview of the various methods to measure the surface area
of nanomaterials is given. The background of the different methods will be given.
Furthermore, the methods will be assessed relative to each other against a certain
set of analytical criteria requirements. As an example, the analytical criteria will be
chosen in reference to what is needed ideally in nanotoxicology research.

The second half of the chapter presents a case study that evaluates two differ-
ent methods for surface area measurements: nuclear magnetic resonance (NMR) and
Brunauer–Emmett–Teller (BET). The case study will compare their performance
when used to assess nanomaterial powder homogeneity in different vials. The pow-
ders in the vials have been subsampled using a spinning riffler, and it is important
to know the suitability of the spinning riffler as a subsampling tool. The topic of the
spinning riffler has been discussed in Chapter 1 and will not be further covered here.

7.2 MEASUREMENT METHODS: OVERVIEW

The measurement of surface area is not trivial as it is important to consider surface
morphology. As illustrated in Figure 7.1, the total surface area of a particle is the sum
of external and internal surface areas. Hence, the reporting of surface area values is
associated with the extent to which the method can access the internal and external
surface features. It is not surprising therefore that surface area values reported from
different techniques may not be comparable, as this depends on the degree in which
a given technique can accurately measure both inner and outer surface areas. The
reported value for surface area can thus be associated with the following [10]:

a) Total or geometric surface area: The measurement of this type of surface area
employs adsorbate molecules to take into account all surface features of the
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particle, that is, both inner and outer surface areas. However, how much of that
area that is available to interact with the environment will depend on the size of
the adsorbate molecules. For example, the commonly used adsorbate in BET
studies is N2; this molecule is quite small and thus will be able to access more
of the surface features than if a larger molecule, such as an organic dye, is used.

b) Superficial surface area: The measurement of this type of surface area is often
unreliable as it is obtained from the particle size information and the need to
estimate what we shall refer to as “larger scale geometry of a particle.” For
example, in the case of particle sizing techniques such as dynamic light scatter-
ing, estimation of particle size assumes that every particle is a sphere. Yet, when
the surface area is estimated from the particle size measurements, no correction
for shape factors has been taken into account. Hence, inaccurate information
can arise if a technique assumes or makes a general assumption with regards to
the shape of the particles. Furthermore, the reporting a superficial surface area
will mean the fine detailed structures such as micro/nano pores, fissures, and
capillaries (as illustrated in Fig. 7.1) will not be taken into account.

c) Active surface area or Fuchs surface area: The measurement of this type of
surface area is specific to aerosolized sample and thus associated with specific
techniques such as epiphaniometer and diffusion charger [11]. These methods
involve measuring the interactions between a particle and ions (in the carrier
gas) and making adjustments for electrical effects [12, 13]. Hence, the mea-
surement is governed by the surface of the (charged) particle that is active in
exchanging energy and momentum with the carrier gas. Surface area is thus
proportional to the aerosol particle charge.

Table 7.1 gives a list of different analytical techniques that can potentially be
used to measure the surface area of nanomaterials. In the table, the principle of each

Total surface area

External surface area 

Internal surface area 

Capillary 

Fissure

PoreInk well pore

Capillary tube

Figure 7.1 Illustration of common surface features (internal, external, and total surface area)
of a particle.
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technique is presented and the table indicates whether the method reports superficial
surface area, geometric surface area or Fuchs surface area (sometimes referred to as
active surface area in the literature).

The ability to measure the surface area reliably will be dependent on whether the
measurement method chosen is suitable for the specific sample under analysis and the
nano-specific application. In the field of nanotoxicology, for example, it is necessary
to take into account several analytical requirements. Ideally, analytical requirements
for nanotoxicology may include the need (i) to measure particles when suspended
in liquid dispersion, (ii) to differentiate particles of interest, in the presence of other
particles in the sample, and (iii) to measure in the dilute concentration regime, with
the ideal being able to measure to single particle level. These are some examples of
analytical requirements that may be considered, which have been used in Table 7.1
to compare the different methods; the findings are presented in Table 7.1. It is appar-
ent from Table 7.1 that there is currently no single technique that can fulfil all three
analytical requirements.

Of all of the methods listed in Table 7.1, the least reliable are those associated with
the measurement of superficial surface area. These include imaging based (TEM,
SEM, and AFM) and non-imaging-based techniques (such as DLS, NTA, SAX, and
laser diffraction). Having said this, the extent of unreliability depends on the sample
itself as the method can be reliable if the sample is nonporous and monodisperse.
If the sample is nonporous, then the surface area estimate due to porosity will not
be taken into account during the measurement. If the material is monodisperse, then
this will minimize the variations in shape and size of the particles arising from the
sample population.

One major issue in having a highly polydisperse sample is the lack of analytical
techniques that can measure particle size distribution information accurately. Ander-
son et al. [26] shows that techniques such as NTA and DLS are good at detecting
“single population” of particles, corresponding to either the largest or smallest parti-
cle in a multimodal sample. By this we mean that if a particle size distribution in a
sample is bi-modal (i.e., having two different populations), then techniques such as
NTA and DLS may give the appearance of a monomodal distribution, thus indicat-
ing only a “single” population. If the reporting of particle size is unreliable, then the
corresponding estimated surface area value will also be unreliable.

The rest of the techniques listed in Table 7.1 do not make any assumptions with
regard to particle shape and are thus considered more accurate for polydisperse sam-
ples. These techniques can be further differentiated on the basis as to whether the
nanomaterial analyzed is in powder, liquid dispersion or aerosol form. For pow-
der samples, by far the most commonly used is the BET gas adsorption method.
Calorimetry is similar to BET in that it relies on the sample being dried during some
stage in the analysis but is less commonly used.

When the nanomaterial is in colloidal suspension, then two methods should be
considered: adsorption from solution and NMR. In some ways, these two methods
share some similarity to the BET method, in that they use molecular probes to access
external and interior surface of particles to determine the surface area. However, com-
pared to BET, these methods are not so well developed. Out of the two, “adsorption
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from solution” is more difficult to implement as it relies on a wide and varying range
of adsorbents that can be potentially used [10]. Furthermore, the need to add adsor-
bents is also not ideal as they can interact with species already present in the sample
and can even result in agglomeration, thus affecting reliability of the measurement.
Lastly, the measurement is complicated by the following effects, which will pose
several limitations on the accuracy of the surface area estimate [27]:

a) Both solute and solvent molecules compete in the adsorption process.

b) Total coverage is difficult to compute, as only the effect of solute molecules
being removed from solution is determined.

c) Large and complex shape of some solute molecules result in uncertainty in
determining their orientation at the interface. Giles and coworkers [28] have
examined a huge number of published isotherms and concluded that only a
limited number of adsorbates can be used for surface area determination.

d) Unknown state of the adsorbent when on the surface.

The NMR method, however, does not suffer from the above-listed limitations [23].
The theory behind NMR measurement will not be further discussed in this section,
as this is covered in the case study section. A major advantage of NMR is that the
analysis is relatively quick to perform. However, NMR has several limitations that
should be highlighted [27]. First, a similar material of a known surface area must
be used as a reference for the spin–lattice relaxation time to estimate the surface
area of the nanomaterial. Secondly, the liquid in which the particles are suspended
must contain protons and materials having a high paramagnetic content cannot be
examined. Thirdly, the accuracy is inferior to that of other methods when the specific
surface area is low. Finally, the NMR method is only ideal for highly concentrated
dispersions, being mainly suitable for the analysis of nanomaterial slurries. The NMR
measurement precision improves with increasing concentration because the analysis
is based on a difference in relaxation time between the liquid without particles and
particle dispersion. The greater the particle concentration, the greater the relaxation
time signal difference. Large particles have a correspondingly small wetted surface
area, and as a result, the relaxation time difference between the liquid and the disper-
sion is smaller. The power of the NMR technique is in measuring the relative surface
area, rather than absolute specific surface area.

For aerosolized samples, only two techniques are currently available, diffusion
charger and epipahniometer. The former is much simpler in construction and, unlike
epipahniometer, it does not require the use of radioactive lead from an actinium source
being deposited on the particle [29].

7.3 CASE STUDY: EVALUATING POWDER HOMOGENEITY USING
NMR VERSUS BET

As discussed in Chapter 1, the process of subsampling nanomaterial powders is not
trivial. There is a need to ensure that the method used should result in subsampled
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powders that are homogeneous and representative of the entire sample. The degree
of homogeneity between the subsamples can potentially be assessed by measuring
their corresponding specific surface area and assessing data variability between the
different subsamples. Out of all the techniques listed in Table 7.1, the BET technique
seems to be the ideal choice as it is a mature technology and suitable for powder
analysis. However, one potential downside of BET is that experiments are often
laborious to perform, for example, extensive sample conditioning prior to analysis,
sometimes involving an overnight degassing step. In homogeneity testing, where
there are likely to be multiple samples required for analysis, a less laborious method
is needed. In this case study, NMR-based measurement is explored. Its performance
will be assessed and compared to that of BET. In order to assess the degree of
data variability, replicate measurements were taken. For each method, six separate
subsamples were taken from six vials for analysis. For each subsampled material
analyzed, three replicate measurements were acquired.

7.3.1 Background: NMR for Surface Area Measurements

The NMR technique relies on the shorter relaxation time of liquid that is bound to
a particle surface compared to unbound liquid. Using the assumption that all bound
molecules have the same relaxation time, knowledge of the unbound relaxation time
permits the average relaxation time to be analyzed [23]. Two relaxation rate constants
can be correlated to the surface area (S) in the following equation:

Rav = 𝜓p S L𝜌b (Rs − Rb) + Rb (7.1)

where:

Rav = Average spin relaxation rate constant
𝜓p = Particle volume to solvent volume ratio

S = Total surface area per unit weight
L = Thickness of liquid surface layer
𝜌b = Bulk density of particles
Rs = Relaxation rate constant of bound solvent
Rb = Relaxation rate constant of bulk solvent

This can be reduced to
Rav = KaS𝜓p + Rb (7.2)

where
Ka = L𝜌b(Rs − Rb) (7.3)

Further rearrangement of the equation yields surface area (S):

S =
RspRb

Ka𝜓p
(7.4)
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where,

Rsp =
Rav

Rb
− 1 (7.5)

One of the main issues with the NMR method is the need to estimate the Ka value
in Equation 7.3. The Ka value depends on the combination of the particle and liq-
uid, so Ka for silica in water is different from Ka for silica in ethanol. To determine
Ka for a particular particle–liquid combination, there is a need to have an estimate
of the specific surface area (from the particles in their wet state) from some other
means, for example, the use of DLS, centrifugal sedimentation, laser diffraction, and
microscopy. Each of these methods has its limitations and potentially can result in
high uncertainty associated with the Ka value.

7.3.2 Method

7.3.2.1 Materials DI water (Elga Purelab; resistivity = 18.2 M cm) with a typical
pH value of just less than pH 7 was used throughout the study. The nanomaterial ZnO
(NM-110) was supplied by the JRC (Joint Research Centre) through an EU-funded
Framework Programme MARINA project [30]. The nanomaterial has been subsam-
pled using a spinning riffler, resulting in the production of vials identified by their
respective vial numbers. Each NM-110 vial was packed under argon. Once the vials
were opened, the contents were used immediately and the remainder discarded.

The ZnO nanomaterial used here had been previously characterized under
PROSPEcT [31]; the PROSPEcT project represents the UK’s contribution to
an OECD WPMN (Organisation for Economic Co-operation and Development,
Working Party on Manufactured Nanomaterials) sponsorship programme. The
physicochemical data of ZnO has been previously reported [31] and a summary of
relevant properties is given in Appendix A7 below.

7.3.2.2 Sample Preparation for NMR One gram of NM-110 was weighed out
into a clean vial after which a few drops of deionized water (18.2 MΩ) were added.
The powder was then mixed into a thick paste using a clean spatula before more
water was added to make up a dispersion of 10 wt%. The resultant dispersion was
then sonicated in accordance to guidelines under PROSPEcT protocol. In short, a
130-W Ultrasonic Processors (Cole-Palmer, UK) with a Ti probe (6.0-mm-diameter
tip) running at 20 kHz was used; the sonicator probe was lowered halfway into the
dispersion. The sample was sonicated constantly for 20 s at 90% amplitude. After
sonication, a glass pipette was used to transfer some of the NM 110 dispersion into a
clean NMR tube.

7.3.2.3 Protocol: NMR Analysis NMR measurements were taken on newly
prepared dispersions. Before acquiring the data, the contents of the NMR tube were
inverted several times. The tube was then inserted into the NMR instrument for
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analysis. NMR investigations were performed with an Acorn Area particle analyzer
(Xigo Nanotools, USA) at room temperature; this is a commercially available
bench-top NMR instrument. Experimental data was analyzed using the instrument’s
AreaQuant software (Version 0.9.2). The instrument was left on for at least 2 h
before starting the experiment. With the NM-110 data collection, the instrument was
left on for >24 h. Data was acquired using the following settings: resonant frequency
(13,077,853 Hz), pulse lengths (90∘ = 6.78 μs, 180∘ = 13.55 μs), pre-amp tuning
value (220), and R(x) gain of 13 dB. A copper sulfate calibration standard solution
(Xigo Nanotools, USA) was used to verify the performance of the instrument before
use. The T2 value of DI water was measured; a value of 2289.4 ms was obtained and
this was used as the bulk relaxation value for the remainder of the test. Surface area
was estimated using the “Area by T2 CPMG” sequence in the software. A specific
surface relaxivity Ka = 0.002239 was used, with a particle to liquid volume ratio of
0.02 and an anticipated T2 of 1100 ms.

The specific surface relaxivity (Ka) value was determined using a calculator in the
AreaQuant software, which required the surface area estimated from nominal particle
size, particle liquid volume ratio (0.02), and relaxation time T2 (1129.84 ms) infor-
mation for NM 110. For nominal surface area estimation, the D90 oversize percentile
from DCS (or analytical centrifugation) data was used; the D90 value was 107 nm.
Note that D90 is defined as the size value corresponding to over 90% of particles
having a mean size of 107 nm or larger.

7.3.2.4 BET Protocol BET measurements were outsourced to MCA Services,
UK. A Micromeritics TriStar II (3020) was used for the collection of nitrogen adsorp-
tion/desorption isotherm data up to a saturation pressure of approximately 0.995 P/Po.
The analysis was typically conducted to measure 45 adsorption relative pressure
points and 23 desorption relative pressure points. Samples were outgassed overnight
in vacuum at 300 ∘C using a Micromeritics VacPrep apparatus prior to analysis. The
sample tube dead space was measured for each analysis using helium (CP grade),
thus providing warm and cold freespace values. BET surface area was calculated
using partial pressures in the nominal range of 0.07–0.25.

7.3.3 Results and Interpretation

Figure 7.2 shows that data obtained from the two measurement methods are compa-
rable, with reported SSA value ranging from 9.5 to 12.0 m2/g. Overall, our findings
indicate the suitability of using the spinning riffler to subsample the NM-110, as data
variation between the different subsamples is minimal. As discussed in Chapter 1,
the spinning riffler is only suitable for subsampling powders that are considered to be
“free flowing.” In our case, the suitability of spinning riffler is somewhat expected as
the NM-110 material can be considered as “sufficiently free flowing” (indicated by
its corresponding Carr index of 20; see Appendix, Table A7.1).
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Figure 7.2 Plot of specific surface area values of NM 110. A comparison between BET and
NMR; the values plotted are the mean of three replicates (±1 SD).

The results show that although NMR gave comparable measurement relative to
the BET, the estimate is consistently lower than that of the BET. There are several
possible explanations for this. First, the BET uses N2, which is nonpolar and therefore
is free to adsorb on all surfaces, whereas water (in the case of NMR) has better affinity
for some surfaces over others (hence will not wet all parts of the surface equally).
According to the XPS data (see Appendix, Table A7.1), the composition at the surface
is not only made up of Zn and O but also C (22.7%) and to a smaller extent Si (0.2%).
The presence of carbon surface contamination (potentially from the air) may mean
an uneven coverage of carbon on the surface of the nanomaterial. Having said this,
a more likely explanation is that the possibility that the data is governed by an error
associated with the estimation of the Ka value.

Another interesting observation to highlight from the result is the extent of data
variability in Figure 7.2, in which more data variability is associated with NMR
compared to BET. This may stem from the fact that sample preparation with NMR
requires a dispersion step, which is not only sample dependent but also operator
dependent. From Table A7.1 (see Appendix section), a TEM primary particle size
is reported to be ∼78.9± 50.2 nm. As the SD here represents the broadness of the
particle size distribution, this indicates a highly polydisperse powder. When the
powder is dispersed in DI water, reported DCS average particle size becomes 193 nm
(see Table A7.1, Appendix section). This indicates that particles are not dispersed as
primary particles but as agglomerated particles. Recently, Tantra et al. [32] have dis-
cussed the difficulties in producing reproducible dispersions from highly polydisperse
nanomaterial powder, which further confirms a much larger data variability associated
with NMR. This is complicated by the fact that when ZnO is dispersed in DI water, the
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nanomaterial stability comes into question. ZnO nanomaterial is known to undergo
dissolution through time, as indicated by the solubility data in Table A7.1 (see
Appendix). Furthermore, zeta-potential value for these particles has been reported to
be ∼24 mV (Table A7.1, Appendix), which is lower than ±30 mV required to ensure
stability. Overall, the inability to produce stable and reproducible dispersions may
contribute to a greater data variability associated with NMR-based measurements.

7.3.4 Conclusion

The study compares the two methods, that is, BET versus NMR to assess the homo-
geneity of subsampled powders. Although initially NMR may be considered to be less
laborious, there is a great deal of uncertainty associated with measurement, compared
to the BET. In particular, errors that can arise from the need to produce reproducible
nanomaterial dispersions and the uncertainty associated with the estimation of the Ka
value should be taken into account when using liquid NMR.

7.4 SUMMARY

This chapter gives a review of different technologies that can potentially measure the
surface area of nanomaterials. Table 7.1 is a useful starting point as it serves as an ini-
tial guidance for researchers to help identify potential methods for different scenarios.
To assess the different methods, the analytical criteria associated with nanotoxicol-
ogy were chosen as an example. Undoubtedly, the final choice of methods will be
dependent on the nano-specific applications, for example, type of nanomaterial, state
of the nanomaterial (if the sample is in powder form, aerosol or dispersed in a liquid
suspension) and type of experimental investigation. The chapter also presents a case
study, which assessed the performance of the NMR versus BET for specific surface
area measurement of subsampled powders. This was potentially useful in the case
of homogeneity testing of subsampled powders. The limitations of the NMR method
compared to the BET have been highlighted, indicating that BET is very much a gold
standard for measurement of specific surface area.
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APPENDIX A7

Physicochemical data on ZnO nanomaterial powder. Adapted from PROSPEcT report
[31] (Tables A7.1 and A7.2).
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TABLE A7.1 Physicochemical Properties of the ZnO Nanomaterial

Property Analytical Technique Reported Values Notes

Particle size of
powder

Transmission
electron
microscope
(TEM)

78.9± 50.2 nm The size of primary particles, as
defined by their corresponding
Feret’s diameter. Mean diameter
(±1 SD) of ∼200 particles
measured in the TEM images; the
SD here represents the broadness
of the size distribution. Data
analysis of the images was
processed with the aid of a Tablet
PC and a digital pen

Particle size
(when dispersed
in DI water)

Differential
centrifugal
sedimentation
(DCS)

193± 3 nm (DI water) Measured equivalent spherical
particle diameter; the mean and ±
SD of three replicates are shown

Zeta-potential
(when dispersed
in DI water)

Micro-Doppler
electrophoresis

24.3± 0.4 mV (DI
water )

20.8± 0.8 (5 mM
NaCl in DI*)

The mean values of zeta-potential
Values are the mean and ±1 SD of

six replicates
* DI water +5 mM NaCl; this

medium was used to compare with
the DI results in the presence of
inert background electrolyte

Solubility Supernatant
extraction using
centrifugation,
followed by
inductively
coupled plasma
mass
spectrometry
(ICP-MS)
measurements

Zinc concentration of
the supernatant
extracted on

Day 2= 2536 (ng/g)
Day 6= 3360 (ng/g)
Day 9= 3130 (ng/g)
Day 14= 3772 (ng/g)
Day 22= 5030 (ng/g)

The dissolved species in the
extracted supernatant solutions
were measured using ICP-MS.
Solubility of the nanomaterial was
measured as a function of time

Surface
composition

X-ray
photoelectron
spectroscopy

C(1s)= 22.7%
O(1s)= 40.7%
Si(2s)= 0.2%
Zn(2p3/2)= 36.3%

The powders were made into pellets
prior to XPS analysis

Pour density,
Tapped density,
and Carr index

N/A see protocol
below
(Table A7.2)

Pour (bulk) Density
(g/cm3)

0.415
Tapped density

(g/cm3)
0.519
Carr index of

20=Fair flow

Pour density and tapped density
measurement results (and the
calculated Carr index) obtained

Flow properties are indicated by the
Carr index.

Specific Surface
Area and
Porosity

BET method for
specific surface
area

11.95± 0.01
(m2/g)
±2SD

This BET analysis gives a
measurement of the area of
exposed particle surface, as
determined by the adsorption of
nitrogen gas

Also refer to Table A7.2 for detailed protocols.
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TABLE A7.2 Corresponding Analytical Protocols Used to Acquire Data Presented in
Table A7.1

Analytical Technique Protocol

TEM Sample preparation was carried out by putting a small amount of the
nanomaterial (10 mg) into a clean glass container and then dispersing in
3 ml of ethanol. The particles were deposited on TEM grids and images
acquired using a Hitachi 2300A instrument operated at 200 kV. An adequate
magnification (in which the shape and limits of the primary particles should
become apparent) was chosen for image acquisition, and images were
subsequently analyzed for the estimation of particle size

Image analysis from
SEM and TEM
images

TEM images were analyzed with a Tablet PC and a digital pen to outline the
contours of primary particles. Image analysis was carried out using ImageJ
software, which automatically calculates particle diameter dimensions

Differential
Centrifugal
Sedimentation
(DCS)

Particle size distribution by centrifugal sedimentation was acquired with CPS
Disc Centrifuge Model DC 20000 instrument (Analytik Ltd, UK). At the
start of the method, the centrifuge was brought up to speed by partially
filling the disc with a sucrose gradient fluid and dodecane cap fluid. The
purpose of the gradient fluid was to stabilize the sedimentation; the purpose
of the cap fluid was to maintain the gradient inside the disc. The disc
centrifuge was then allowed to equilibrate at 6000 rpm for 1 h; this stable
gradient was used within the following 6 h. 0.2 ml of the nanoparticle sample
(50 mg/l) was injected into the disc; a calibration standard was injected after
every three samples. Analysis was run against a calibration standard, NIST
traceable standard, PVC 0.377 μm. The Disc Centrifuge Control System
software (CPS Instruments Inc.) was used to acquire and process the data

Zeta-potential Electrophoretic measurements were obtained using a Zetasizer Nano ZS
(Malvern Instruments, UK) equipped with a 633-nm wavelength laser. The
reference standard (DTS1230, zeta-potential standard from Malvern) was
used to qualify the performance of the instrument. Sample preparation
involved the filling of a disposable capillary cell (DTS1060, Malvern). Prior
to their use, these cells were thoroughly cleaned with ethanol and deionized
water, as recommended by the instrument vendor. For analysis, the
individual cell was filled with the appropriate sample and flushed before
refilling; measurements were carried out on the second filling. Malvern
Instrument’s Dispersion Technology software (Version 4.0) was used for
data analysis, and zeta-potential values were estimated from the measured
electrophoretic mobility data using the Smoluchowski equation

Extraction of
supernatant in a
colloidal
suspension (part of
protocol for
solubility
measurement)

This is the removal of solid nanomaterial in the dispersion prior to sample
analysis using ICP-MS (so that the sample analyzed contains only the
dissolved fraction)

The particle extraction involved three main steps, to ensure complete removal.
First, extraction of particles was carried out using filtration, using Millipore
Express PES membrane, 0.1 μm pore size filter (Fisher, UK) under vacuum.
The second step involved collecting the resultant filtrant and transferring to
an appropriate centrifugation vial. The vial containing the sample was
centrifuged (Centrifuge 5430, Eppendorf, UK) (7500 rpm for 1 h) resulting
in the formation of a pellet at the bottom of the vial. Lastly, the resultant
clear supernatant was extracted using a Peri-Star Pro peristaltic pump
(World Precision Instruments, UK); this was done carefully, so as not to
disturb the pellet. Only half of the supernatant was collected, stored in the
freezer for further analysis using ICP-MS

(continued)
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TABLE A7.2 (Continued)

Analytical Technique Protocol

ICP-MS for measurement
of the extracted
supernatant

The analysis of the supernatant was subcontracted and performed by
personnel at LGC (Laboratory Government Chemist, UK). The ICP-MS
analysis was carried out using an Agilent 7500ce ICP-MS Octopole
Reaction System, operating in standard (no collision cell gas) mode for
Cerium (Ce) and Helium mode for Zinc (Zn). The instrument is UKAS
accredited and was set up following standard operating procedure (SOP)
INS/A1-0013. The samples were equilibrated at room temperature and
agitated to ensure homogeneity. An aliquot of 0.2–0.23 g was taken from
each sample and digested in a CEM Discover microwave, SOP
INS/A1-0014, using a mixture of HNO3/H2O2. All samples were
digested and analyzed over a period of 5 days. Validation was carried
out following SOP INS/A1-0015, which includes spiked recoveries and
replicate analyses. The limit of detection (LoD) and limit of quantitation
(LoQ) are given. The estimated uncertainty at 95% confidence (k= 2) is
12% for Zn and 20% for Ce. Results below the LoQ are likely to have a
higher error. The limit LoD for Zn concentration is 5 ng/g and the
corresponding LoQ is 15 ng/g

XPS XPS measurements were obtained in ultra-high vacuum using a Kratos
AXIS Ultra DLD (Kratos Analytical, UK) instrument fitted with a
monochromated Al K𝛼source, which was operated at 15 kV and 5 mA
emission. Photoelectrons from the top few nanometers of the surface
were detected in the normal emission direction over an analysis area of
approximately 700× 300 μm. Spectra in the range 1400–10 eV binding
energy and a step size of 1 eV, using a pass energy of 160 eV were
acquired from selected areas of each sample. The peak areas were
measured after removal of a Tougaard background. The manufacturer’s
intensity calibration and commonly employed sensitivity factors were
used to determine the concentration of the elements present.
High-resolution narrow scans of some peaks of interest were acquired
with a step size of 0.1 and 20 eV pass energy; the manufacturer
calibrated the intensity calibration over the energy range. The energy
scale was calibrated according to ISO 15472 Surface chemical
analysis – X-ray photoelectron spectrometers – Calibration of energy
scales. However, the charge neutralizer was used when acquiring the
spectra, which shifted the peaks by several eV. The C 1s hydrocarbon
peak (285 eV binding energy) was used to determine the shift for
identifying the peaks

Sample preparation for XPS analysis
Pellets were made from the nanomaterial powder. Pellets from the sample

powders were produced using the KBr Quick Press pellet presser. The
powder was loaded into the presser (1/2 to 3/4 full) and then pressed to
produce the pellets. The pellet presser was sufficiently cleaned in
between sample preparations in order to avoid cross contaminations; this
was done by washing the presser sufficiently with DI water, detergent,
and isopropanol.

(continued)
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TABLE A7.2 (Continued)

Analytical Technique Protocol

Pour (and tapped
density
measurements)

This was outsourced to Escubed, Leeds
The pour density (sometimes referred to as bulk density) was calculated by

measuring a known weight of the solid material, and placing it in a glass
measuring cylinder to obtain the volume. In order to measure its tapped
density, the cylinder was then tapped mechanically (using a Copley JV2000)
by raising and lowering by a set distance until a consistent volume was
reached. The volume was measured in order to determine the tapped density;
this corresponds to the maximum packing density of the material

BET SSA and Porosity This was outsourced to MCA Services
Micromeritics TriStar II (3020) was used for the collection of nitrogen

adsorption/desorption isotherm data up to a saturation pressure of
approximately 0.995 P/Po. The analysis was typically conducted to measure
45 adsorption relative pressure points and 23 desorption relative pressure
points. Samples were outgassed overnight in vacuum at 300 ∘C using a
Micromeritics VacPrep apparatus prior to analysis. In order to indicate any
possible microporous nature of the materials, additional relative pressure data
were also collected at pressures lower than the usual starting point for analysis
using this instrument. These were in the approximate range of
0.005–0.01 P/Po. The sample tube dead space was measured for each analysis
using helium (CP grade), thus providing warm and cold freespace values. The
same equipment, with the application of the same freespace measurement
technique, was used with samples requiring only BET surface area analysis
(i.e., the JRC homogeneity measurements). BET surface area was calculated
using partial pressures in the nominal range of 0.07–0.25
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SURFACE CHEMISTRY

N. A. Belsey, A.G. Shard, and C. Minelli
Analytical Science Division, National Physical Laboratory, Teddington TW11 0LW, UK

8.1 INTRODUCTION

Surface chemical science deals with the study of materials’ surfaces and interfaces,
their chemical properties, and interactions. Because a large percentage of the atoms
in nanomaterials are located at a surface or interface, the behavior of nanomaterials
in their working environments is largely dictated by their interfacial surface chem-
istry; therefore, accurate description and understanding of the materials’ properties,
performance, and safety require adequate characterization of their surfaces [1, 2].

Nanomaterials are currently of major industrial interest owing to their unique prop-
erties, which afford many advantages in a wide range of technologies such as energy,
catalysis, and medical sectors such as drug delivery and imaging [3]. Their efficient
synthesis, translation into safe and effective products, incorporation into advanced
engineered devices, and blending into multifunctional composites requires thoughtful
and extensive characterization, including that of their sometimes overlooked surface
and interface. This is why the roles of surface chemical analysis methods for nano-
material characterization has been and currently is the subject of an intense debate at
international level, for example, for the formulation of normative documents such as
the standard ISO/TR 14187 [4]. However, it is somewhat surprising to note that sur-
face chemical study of nanomaterials is significantly under-reported with respect to
other properties such as particle size, zeta-potential, and solubility. Considering that
much of the international effort in the study of nanomaterials over the past years has
concentrated on their toxicology aspects (due to the need to develop regulation for

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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nanotechnologies), this is even more surprising. As well as potentially being intrinsi-
cally toxic, nanomaterials, in fact, can act as a vehicle for toxic compounds adsorbed
on their surface, whose presence can only be revealed with surface analysis [2]. It
seems then natural that surface chemistry of nanomaterials should be carefully stud-
ied when assessing their potential toxicological impact.

Nanomaterials exist in an ever-growing variety of geometries, for example,
nanoparticles (NPs) [3], rods [5], tubes [6], ribbons [7], stars [8], bubbles [9], or
biological structures including micelles and liposomes [10], and nanoscale-layered
structures, for example, graphene [11], or materials with features such as holes on
the nanoscale [12]. These nanomaterials may be intentionally coated with a wide
variety of molecules, such as capping agents, specific chemical functional groups,
polymers [13], drugs [3], fluorophores [14], peptides [15], proteins [15], antibodies
[16], DNA [17], or alternatively they may acquire unintentional adsorbates as a
result of their environment, for example, contaminants, or a protein “corona” in
biological media [18]. Given this wide variety of systems, a universal protocol for
their preparation and characterization does not exist. More often, nanomaterials
require the development of ad hoc methods to allow quantitative measurements,
which are extremely important for manufacturers of nanoparticle products in areas
such as diagnostics or drug delivery [19], where the performance is dictated by the
number of probes attached to the nanoparticle surface [20].

Characterization of the surface chemistry of nanomaterials is not limited to the
surface elemental composition, but may also include coating thickness, identification
of additives, contaminants, defects, phase (separation), crystalline state, oxidation
state, photocatalytic properties, and hydrophilicity/lipophilicity, charge, and topol-
ogy/surface roughness. It should also be noted that the size of nanomaterials is inher-
ently linked with their surface chemistry [21], since the composition of the molecular
exterior is often affected by this property. For example, the surface adsorption and
thickness of protein coatings is sometimes reported to be strongly linked to nanopar-
ticle diameter [22]. Surface curvature is also known to affect the extent of protein
denaturation when bound to nanoparticle surfaces [23].

Extending the use of traditional surface analysis tools to the characterization of
nanomaterials is not straightforward as these present new challenges to even the most
established surface characterization techniques. For example, although it is preferable
to analyze materials in the “natural” environment [2, 24], many nanomaterials are
synthesized and stored in liquid environments, which is not compatible with many
surface analysis techniques that operate in high vacuum. Rigorous protocols for the
removal of nanomaterials from the natural or working environments and exposure to
ambient and/or vacuum environments need development [4].

Within a nanoparticle population, there is dispersion in particle size, shape, and
other parameters. This is also true for surface chemistry; thus, monitoring the pop-
ulation spread of the nanomaterials’ surface chemical properties is also desirable.
How much deviation is there within the sample compared with the mean value?
Ideal nanoparticle characterization techniques would be able to take measurements
of individual particles; however, currently this is not a widespread capability. Due to
the broad range of nanomaterial structures and compositions, not all measurement



�

� �

�

MEASUREMENT CHALLENGES 155

techniques are well suited for their study, and careful consideration is essential to
choose the most relevant and insightful. As is often the case in many disciplines,
cross-validation of results by a number of techniques, where possible, is a valuable
strategy for accurate characterization, since each technique may offer complemen-
tary information [15]. Although desirable, access to a wide range of characterization
techniques is not always possible; for example, many surface analysis techniques
require ultra-high vacuum to operate and are consequently expensive and not usually
available in nonspecialist laboratories.

Nanomaterials are also associated with unique challenges with regard to their
preparation, often suffering from reproducibility issues, and thus the measurement
feedback loop is very important throughout the synthetic development process. The
dynamic nature of nanoparticles (NPs) and their coatings also complicate matters.
Such materials often undergo changes over time; they can be sensitive to temperature
changes and light; and introduction to new environments often leads to structural
transformation, agglomeration, dissolution, or acquisition of surface coatings. The
sensitivity is such that even the choice of storage vessel material can be vital, for
example, glass versus plastic [25], as nanoparticles can potentially interact with the
surface of a storage container.

This chapter discusses some of the challenges associated with characterizing the
surface chemistry of nanomaterials and reviews the various surface science tech-
niques that have been previously used. Two case studies to illustrate the application
of X-ray photoelectron spectroscopy (XPS) and time-of-flight secondary ion mass
spectrometer (TOF-SIMS) for surface chemistry measurements are given.

8.2 MEASUREMENT CHALLENGES

Preparation of nanomaterial samples for analysis can be a very lengthy process, often
following a tortuous path of trial and error. There are very few generic approaches,
since each nanomaterial behaves differently, and may need to be prepared on a variety
of substrates depending on the technique and the information needed, with differ-
ent requirements for coating thickness and uniformity. For example, a thick layer of
nanomaterial on a substrate is preferred for XPS, whereas for medium-energy ion
scattering (MEIS) the most desirable sample is a single layer of nanomaterial on a
substrate [2].

Placing particles in conditions very different from their working environments can
lead to problems with characterization; for example, placing them in a vacuum can
distort shape. In addition, the act of performing measurements can inherently cause
chemical and physical changes to the sample; for example, some polymer nanoparti-
cles shrink under electron beam irradiation, and biomolecular coatings may be dam-
aged by a beam of ionizing radiation. It is important to monitor and be aware of the
extent of such changes over time to minimize sample damage and subsequent miscon-
ceptions. Commonly reported examples include X-ray damage [26], melting/damage
of samples by electron beams [27–30], and changes in oxidation states [31].
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Depositing solution-based nanomaterial onto substrates in an optimal configura-
tion for analysis can be nontrivial. Issues to be considered in extracting particles from
solution for analysis and further testing include removing residual ions and molec-
ular species present in solution but not at the surface of the nanomaterial; removing
solvent in a manner that minimizes aggregation and interference with the measure-
ment process; eliminating nonstructural water or other solvent without significantly
altering particle phases; minimizing erosion of original surface coatings; and avoid-
ing reactions with the medium or its contaminants that may occur upon exposure
to oxygen and other potentially reactive species that will alter the samples either
immediately or as a function of time [32]. For these samples, there are a number
of useful approaches. For example, a centrifugation-based method has been used to
concentrate the nanomaterial into a pellet form [15] and subsequently “washing” the
nanomaterial by re-suspending the pellet in water (to remove solutes such as buffer
salts, or other solution species). Care should be taken to use as gentle conditions as
possible, since this process can trigger sample aggregation. Other methods include
spin coating [33, 34], dialysis [35, 36], and filtration-based procedures [32, 37]. The
production of uniform deposits on the desired substrate can also be a challenge;
for example, undesirable “coffee-ring” drying effects are a common feature formed
when nanomaterial dispersions are allowed to dry on a substrate in an uncontrolled
manner.

Nanomaterial powder samples also present challenges. First, precautions must be
taken during handling to ensure that the powders are safely contained and not acci-
dently inhaled. Such fine powders are often affected by static and can easily become
airborne during transfer between storage vials or substrates; therefore, working within
a containment or glove box is recommended. Second, once deposited on a substrate
it must be ensured that the particles are properly immobilized, otherwise the sample
may be displaced during mounting or analysis. Carbon tape or indium foil, both of
which have the advantage of being conductive, has been used for this purpose with
some success, as described in the case study in Section 8.4 Part II. In the case of
the indium foil, the powder sample is pressed into the malleable surface. However,
these approaches would not generally produce a sample sufficiently flat for analysis
by techniques such as TOF-SIMS and XPS, whose spectra would be affected by arti-
facts as a result of how samples are prepared. TOF-SIMS and XPS analysis of powder
nanomaterial samples have been performed with success by preparing the sample in
a form of a compressed pellet [38]. The size and shape of the mould for the pellet can
be customized to the requirement of the analysis instrument.

Consideration must also be given to the choice of substrate; this must be compati-
ble both with the measurement technique and the sample. It is generally advisable to
select a substrate with a distinct chemical signature that will not interfere with that of
the sample. Silicon wafers (sometimes gold-coated) are a common choice, since they
are conductive and sufficiently flat and uniform in structure for most techniques, but
cleaning procedures (before their use) such as solvent wash cycles and UV–ozone
treatment are important to remove surface contamination [39]. Polytetrafluoroethy-
lene (PTFE) is another useful material when substrate conductivity is not required
since it is less affected by contaminants and exhibits a clear chemical signature for
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analysis by, for example, XPS [15]. Furthermore, PTFE can be sourced in sheets
that can be neatly folded around a flat silicon wafer support of any required size or
shape. Due to its high hydrophobicity, aqueous dispersions tend to “bead” heavily on
the surface resulting in small but thick sample deposits, which can be convenient for
precious samples where only a small analysis area is required.

Sample handling should always be undertaken with care, for example, using clean
tweezers and powderless polyethylene gloves. Vinyl gloves, often used in clean
rooms, are usually coated with residues from the molding process, and should be
avoided. Sometimes a short storage period is inevitable between sample preparation
and measurement. In such instances, storing samples in an air-tight bag filled with
inert gas such as argon can offer enhanced stability [40]. Shielding from light by
the use of aluminum foil is also recommended to avoid the possible occurrence of
photo-oxidation reactions, which may alter surface properties.

Finally, there are also challenges associated with dispersion of the powders into
a liquid suspension. As discussed in Chapter 1, huge data variability in dispersion
quality can arise from varying the dispersion protocol.

8.3 ANALYTICAL TECHNIQUES

A wide range of tools are available for the characterization of materials’ surfaces
and interfaces. These include those based on electron spectroscopy, such as Auger
electron spectroscopy (AES) and XPS, those involving incident ion beams, such as
secondary ion mass spectrometry (SIMS) and low-energy ion scattering (LEIS), and
those based on scanning probe microscopy (SPM) including atomic force microscopy
(AFM) and scanning tunneling microscopy (STM). There are, in addition, many other
techniques useful for surface chemical analysis, some of which are introduced in this
chapter. However, new techniques are constantly emerging, and those discussed here
should not be considered exhaustive. For example, for a number of techniques that
traditionally operate in high vacuum, a version that operates in “ambient” or “near
ambient” conditions now exists such as ambient pressure XPS [41–43]. These useful
techniques could potentially provide new information on the biomolecular coatings
of nanomaterials or allow characterization of materials under reaction conditions.

Different surface analysis techniques provide different types of information, as
illustrated in Figure 8.1. The diagram shows that the various techniques typically
have different spatial resolutions, with only a few capable of resolving individual
nanoparticles.

In general, it is quite common in nanomaterial research to use various analyti-
cal techniques for nanomaterial characterization, and this is certainly the case for
the measurement of surface chemistry. It is desirable to utilize as many different
techniques as possible, since combining information from different sources often
yields some further insight. This concept is further explored within the case study
(Section 8.4, Part I).

The following section is dedicated to the most widespread techniques to character-
ize nanomaterial surface chemistry. They are presented as an overview, and readers
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Figure 8.1 Illustrative overview of spatial resolution and types of information that can be
obtained by a range of tools important for nanoanalysis, including AES, AFM, desorption elec-
trospray ionization (DESI), dynamic SIMS (dSIMS), electron probe microanalysis (EPMA),
gentle SIMS (G-SIMS), low-energy ion scattering (LEIS), micro thermal analysis (𝜇TA), scan-
ning near-field optical microscopy (SNOM), STM, static SIMS (sSIMS), tip-enhanced Raman
spectroscopy (TERS), transmission electron microscopy (TEM), parallel electron energy-loss
spectrometry (PEELS), and XPS. The diagram also shows the techniques for bulk analysis of
materials of electron ionization (EI), electrospray and inductively coupled plasma (ICP) mass
spectrometry (MS) [44].

are encouraged to seek further information from the references included in the text
and ISO standards such as ISO 20903:2011 [45] and ISO 22048:2004 [46].

8.3.1 Electron Spectroscopies

8.3.1.1 X-ray Photoelectron Spectroscopy (XPS) XPS uses monochromatic
X-ray radiation to probe a sample in a vacuum. X-ray photons collide with electrons
in the sample, causing emission of photoelectrons from the sample. Photoelec-
trons near the sample surface are able to escape without losing energy through
collisions and are subsequently detected; their energies are characteristic of the
atomic and molecular orbitals from which they originated. The kinetic energy of
photoelectrons is simply related to the difference between the energy of the X-ray
photon and the binding energy of the electron. Since the binding energies of core
electrons (i.e., those electrons not involved in chemical bonding) are well known,
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identification of elements present in the sample surface is straightforward. XPS can
identify all elements except hydrogen and helium, which possess no core electrons.
Although core electrons are not directly involved in chemical bonding, their binding
energies are affected by the chemical environment of the atom from which they orig-
inate and typically this is related to the charge, or oxidation state, of the atom. Thus,
it is possible to distinguish, for example, silicon from silicon oxides. An example
of this type of “chemical shift” for carbon, where carbon in PTFE is distinguishable
from carbon in protein, is provided in Part I of the case study (Section 8.4).

The number of photoelectrons is related to the concentration of the chemical
species within the sample; thus, direct, quantitative, chemically specific information
is obtained. Typically, detection limits for XPS are in the region of 0.1 at%, but this
depends upon the element and the matrix in which it is present. A comprehensive
table of elemental detection limits in elemental matrices has been produced by Shard
[47]. The lateral resolution of commercial XPS instruments is approximately 10 μm,
so it is not usually possible to distinguish individual nanostructures; therefore, XPS
can only be used to provide population averaged data.

XPS is particularly sensitive to surface chemistry because of the relatively short
attenuation depths through which photoelectrons can travel without energy loss
through inelastic scattering (in the region of 10 nm, depending on the material).
Photoelectrons emitted from deeper in the sample will on average undergo a
greater proportion of collisions during their path to the sample surface, so the
inelastic scattering tail will consequently have a greater intensity compared with
the photoemission peak for subsurface elements. Thus, some additional information
can be inferred from the relative changes in the inelastic scattering background,
for example, whether the species is present in a superficial over-layer or the
subsurface.

Depth profiling is possible on flat samples either by changing the angle between
the sample and the detector, changing the energy of the X-ray excitation, or by sput-
tering through the sample with an ion beam. The latter approach provides information
over depths much larger than ∼10 nm, but analysis is not trivial due to the possible
effects of ion beam damage and preferential elemental sputtering, which changes
the composition of the material. For samples with topographic features, including
nanostructured materials, the interpretation of depth profiling data is far from trivial.

Methods for determining the thickness of an over-layer on a substrate have been
reported, including measuring the shell thickness of nanoparticle coatings [36, 48].
An example is presented in Part I of the case study (Section 8.4).

8.3.1.2 Auger Electron Spectroscopy (AES) AES utilizes an electron beam to
probe conductive samples, resulting in the excitation of “Auger electrons.” These
electrons have energies characteristic of their emitting elements, akin to XPS, thus
many experimental considerations are shared. The experimental setup is similar to
SEM, in which the electrons are used for imaging the sample; but with the added
advantage of reporting chemical information. This technique is particularly valuable
due to its spatial resolution, which is sometimes sufficient to report on individual
nanoparticles [49].
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8.3.2 Incident Ion Techniques

8.3.2.1 Secondary Ion Mass Spectrometry (SIMS) SIMS involves bombardment
of the sample with an energetic ion beam, typically with several thousand electron volt
energy. Among the many processes that occur upon ion beam irradiation is the sput-
tering, or erosion, of the material being irradiated. A small fraction of the sputtered
material is, itself, ionized and these “secondary ions” (the primary ions are the ener-
getic incoming ions) can be analyzed with a mass spectrometer to provide chemical
information about the sample. TOF-SIMS involves the acceleration of secondary ions
to a fixed potential, before drifting through a field-free zone to the detector. Heavier
ions travel more slowly; thus, mass can be determined from the measured flight time.

SIMS may be used as a surface analytical technique, by restricting the dose
received by the sample to a sufficiently small value so that the primary ions do not
impact areas of the surface damaged by previous impacts. This is called “static”
SIMS. Alternatively, the dose of primary ions can be increased so that significant
erosion occurs during the experiment and a depth profile of the material is obtained.
The latter approach, termed “dynamic” SIMS, is used extensively in the semiconduc-
tor industry. For nanoparticle analysis, the latter approach provides many challenges
due to the initial topography of the sample, enhanced sputtering yields from small
particles, and the possible melting of small particles due to energy confinement after
a primary ion impact [27, 30].

The SIMS technique is highly surface sensitive because it is limited to the
sputtering depth, which is typically only a few nanometers. Although the process is
very energetic (far in excess of chemical bond energies), the observation of atomic
secondary ions demonstrates that it is still possible to observe complete molecular
species. The mechanisms that permit the retention of molecular structure in SIMS,
yet provide sufficient energy for ionization, are the subject of speculation and debate.
Nevertheless, SIMS has become a highly utilized technique for the analysis of
surface chemical structure, and the growing use of primary ions that contain more
than a single atom has advanced the field enormously in the past few decades. For
example, advances in depth profiling of organic layers have been possible with argon
cluster ion beams, enabling the retention of molecular information [50].

SIMS has excellent sensitivity compared with many other surface analytical tech-
niques and very good lateral resolution (currently ∼100 nm). It has proven itself a
valuable tool in characterization of surface coatings and functionalization of nano-
materials [2, 4]. Although the use of SIMS as an identification method for chemical
species on the surface of nanomaterials is recommended, it remains a significant chal-
lenge to employ the method to measure the surface concentration of these species.
Currently, this is only possible where significant efforts have been made to generate
calibration standards [51].

8.3.2.2 Low- and Medium-Energy Ion Scattering (LEIS and MEIS) In LEIS,
sometimes known as ion scattering spectroscopy (ISS), samples are exposed to
low-energy noble gas ions (typically from 1 to 10 keV); the scattering of which
reports on the outermost atomic layers of the sample surface. By scrutinizing the
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positions, velocities, and energies of the backscattered ions that have interacted with
the surface, information can be deduced regarding the elemental composition and
relative positions of atoms in a surface lattice. LEIS is uniquely sensitive to both
structure and composition and is one of the few surface-sensitive techniques capable
of directly detecting hydrogen atoms. LEIS can be used to perform both static
and dynamic depth profiling [52]. Recent advancements have significantly reduced
sample damage, leading to less degradation and an associated increase in sensitivity,
allowing accurate thickness measurement of thin films. LEIS has successfully been
employed to determine shell thicknesses of functionalized gold nanoparticles [53].

This technique has been shown to be particularly effective at composition analysis
of surface adsorbates, in addition to catalysts [54], alloys [55], metals (oxides), and
semiconductor surfaces [52]. However, because this technique is so surface sensitive,
it is sometimes desirable to perform a very brief sputter clean to remove hydrocarbon
contamination from the surface.

LEIS is closely related to medium-energy ion scattering (MEIS) and high-energy
ion scattering (HEIS). The techniques differ primarily by the energy of the ion beam
used to probe the surface; MEIS typically operates between 20 and 200 keV, whereas
HEIS operates between 200 and 2000 keV.

LEIS is sometimes used in conjunction with AES, which is less surface-sensitive
than LEIS, but can offer better lateral resolution; therefore, the two techniques can
be used in a complementary manner [56].

8.3.3 Scanning Probe Microscopies

Scanning probe techniques such as scanning STM and AFM are widespread tech-
niques employed to generate 3D structural “mapping” of nanomaterials deposited
upon flat surfaces [57]. It can be very useful for revealing information on the
nanoscale, such as size, distribution patterns of nanomaterials on a flat surface,
roughness, and topological information. Although AFM can relay a huge amount of
very useful information, it lacks the ability to report direct information on chemical
composition. To provide sensitivity toward target chemical elements or compounds,
AFM tips have been functionalized with engineered molecules with affinity for such
materials, producing what is known as chemical force microscopy [58]. This method
has been applied to chemically map surfaces and measure adhesion and frictional
forces between molecules [59], with important applications in biotechnology [60].

Tip-enhanced Raman spectroscopy (TERS) combines the 3D mapping capability
of AFM with the chemical specificity offered by Raman spectroscopy. Although the
technique requires refinement to improve reproducibility [61], it has been success-
fully used to generate chemical imaging of nanomaterials, for example, graphene
[62, 63], and the mapping of catalytic activity on surfaces [64].

8.3.4 Optical Techniques

In addition to TERS, mentioned earlier, there exist a number of Raman-based tech-
niques; one of the most widely used is surface-enhanced Raman scattering (SERS),
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a surface-sensitive technique, in which Raman scattering is enhanced by using sub-
strates featuring metallic nanostructures [65]. For the analysis of some nanomaterials
(e.g., silver), the nano-objects themselves form these structures, and SERS is utilized
to directly probe their interfaces. It is thought that localized plasmon resonances are
responsible for the enhancement in the electric field, the magnitude of which peaks
when the plasmon frequency resonates with that of the incident light. This magni-
fies the intensity of the light beam and further stimulates the Raman-active modes of
the molecule. The effect is twofold, since the emitted light from the Raman-active
molecules then experiences the same boost via its return path to the detector. SERS
can be performed within a colloidal solution, although the more common approach
involves application of the sample to a flat substrate modified with noble metal nanos-
tructures. Spectra often show some differences from conventional Raman, due to
changes relating to selection rules; for example, molecules might lose a centre of sym-
metry when bound to a surface. In such cases, the mutual exclusion rule is no longer
discriminatory, and modes that are usually only infrared (IR) active can appear in
SERS spectra. SERS has been utilized in a wide range of nanomaterial studies, includ-
ing interfacial chemistry [66], catalysis [67], and ligand coordination studies [68].

Another spectroscopic technique worthy of note is sum frequency generation
(SFG). This is a nonlinear optical technique, which is performed by focusing
two laser beams at an interface generating a new frequency equal to the sum of
the two incident beams. Due to the ability to tune the wavelength of one of the
incident beams, it is possible to obtain vibrational spectra for nanostructures [69, 70],
essentially creating a surface-sensitive version of infrared spectroscopy. It is an
excellent tool for probing heterogeneous catalysis, since surface intermediates
can be observed during catalytic reactions [71]. Determination of the molecular
conformation of ligands bound to nanoparticles has also been demonstrated [70].
Second harmonic generation (SHG) is a special case of SFG, in which the incident
beams are of the same wavelength (i.e., only one beam is required). New photons are
generated with twice the frequency and half the wavelength. SFG and SHG are only
generated from non-centrosymmetric structures; typically no signal is generated
from bulk materials, which gives rise to the surface sensitivity. SHG and SFG can
occur from a sample containing spherical nanoparticles [72], since at the surface of
a small sphere, inversion symmetry is broken.

8.3.5 Other Techniques

This section gives a short overview (by no means exhaustive) of other techniques
available to characterize surface chemistry of nanomaterials. Techniques capable of
quantification of surface functional groups include the use of titration methods [73]
and electrochemical analysis [74]. Techniques such as infrared (IR) spectroscopy and
thermogravimetric analysis (TGA) can be utilized for surface analysis if the analyte
is known to be confined to the surface [75]. In addition, one- and two-dimensional
nuclear magnetic resonance (NMR) has been previously employed to determine the
ligand shell structure of nanoparticles covered with varying ligand compositions,
to distinguish between “Janus,” patchy, or striped nanoparticle ligand arrangement
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patterns [76]. X-ray diffraction has been used to determine the crystalline phase of
nanomaterials [38]. Electron spin resonance (ESR) has also proved useful for the
study of multicompound monolayers at the surface of nanoparticles [77, 78].

There exist a number of techniques that may not be capable of reporting chemi-
cally specific information but can be considered to be useful. Contact angle analysis
(to measure wettability of a surface) is one such example. For instance, the presence
of surface contaminants on a flat substrate, such as a silicon wafer, would be expected
to result in a change in contact angle. Ellipsometry and quartz crystal microbalance
(QCM) have been used for some time to characterize thin film deposition especially in
conjunction with other techniques [39]. Metallic nanomaterials exhibit localized sur-
face plasmon resonances (LSPR), which are affected by changes in surface chemistry.
LSPR shifts due to changes in shell thickness have been monitored by ultraviolent
(UV)–visible spectroscopy [15, 16].

8.4 CASE STUDIES

8.4.1 Part I: Surface Characterization of Biomolecule-Coated Nanoparticles

This case study demonstrates how valuable XPS can be used to gather a range of infor-
mation on the surface molecular state of nanoparticles. In particular, XPS is used to
extract chemical information from the nanoparticles’ surface, in which the surface
elemental composition of nanoparticles is measured. In addition, an estimate of the
thickness and number of protein molecules contained within nanoparticle coatings
[15, 48] is given. These results are cross-validated by a solution-based approach to
measure the number of biomolecules bound to nanoparticles involving the comple-
mentary use of ultraviolet (UV)–visible spectroscopy and particle sizing techniques
such as differential centrifugal sedimentation (DCS) and dynamic light scattering
(DLS) [15, 16].

In order to demonstrate that XPS gives consistent results, a set of model nanopar-
ticles were used; gold nanoparticles ranging in core diameter, with coatings made
of two proteins of different shape and size, namely immunoglobulin G (IgG) and
bovine serum albumin (BSA). The preparation of the protein-coated gold nanoparti-
cles involved incubation of gold colloids with an equal volume of protein solution for
1 h, and then centrifuged to remove unbound material. The resulting nanoparticle pel-
let was resuspended in ultrapure water; the step of centrifugation and resuspension
of the pellet in water was performed three times. In relation to the substrate mate-
rial used to fix the nanoparticles, PTFE-wrapped silicon wafer was employed. The
choice was attributed to some noteworthy advantages previously discussed. Other
advantages also include PTFE being relatively free of contaminants, the signal ema-
nating from the substrate could be easily separated from that of the sample due to the
large chemical shift of the C 1s peak when bound to fluorine (refer to the C 1s narrow
scans in Figure 8.2). In addition, the hydrophobic nature of the surface results in the
production of relatively thick sample deposits from a minimal amount of sample. For
detailed information on the protocol, the reader should refer to the literature [15].
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Figure 8.2 XPS Survey (a, c, and e) and C 1s narrow spectra (b, d, and f) of 40 nm gold
nanoparticles coated with citrate (a and b), BSA (c and d) and IgG molecules (e and f),
deposited on PTFE-wrapped silicon wafer.
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Figure 8.2 shows the XPS survey and C 1s narrow spectra of 40 nm gold nanopar-
ticles coated with citrate, BSA, and IgG molecules, deposited on PTFE-wrapped
silicon wafer. Note that the chemical composition of the nanoparticle coatings can-
not be directly derived from these spectra as is the case for flat surfaces. Nanoparticle
core sizes and shell thicknesses are, in fact, on the same length scale of the atten-
uation lengths of the ejected photoelectrons; therefore, one would incur significant
errors by approximating the system to a flat surface. A number of approaches have
been developed to overcome this problem [36, 48, 79].

One of these, described by Shard [48], enables the measurement of the average
chemical composition and thickness of the dry protein shell of a nanoparticle sample.
A basic requirement of this method is that the dry shell is on the same length-scale of
the attenuation length of the photoelectrons, which is in the region of 10 nm, depend-
ing on the type of material. Furthermore, it is necessary to separate the core XPS
signals from that of the shell, which can be challenging when the core and the shell
contain the same elements. In this example, the core (gold) and shell (organic) have
clearly distinctive chemical features.

From the work of Shard [48], we obtain the following equations:

A =
I1I∞2
I2I∞1

(8.1)

where Ii is the measured XPS intensity and Ii
∞ is the measured or calculated intensity

for the pure material of unique photoelectrons from the shell (overlayer), i= 1, and
the core (substrate), i= 2, respectively.

B =
L1,a

L2,a
(8.2)

C =
L1,a

L1,b
(8.3)

where Li,j is the attenuation length of photoelectrons arising from material i traveling
through material j, where j= a represents the shell and j= b represents the core. The
core radius of the particle, R, and shell thickness, T, are expressed in units of L1,a.
The following equation and ancillaries may be used to obtain TNP to a precision of
better than 4%.

TNP =
TR∼1 + 𝛽T0

1 + 𝛽

(8.4)

T0 = R
[
(ABC + 1)1∕3 − 1

]
(8.4a)

TR∼1 =
TR→∞R

R + 𝛼

(8.4b)
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𝛼 = 1.8
A0.1B0.5C0.4

(8.4c)

𝛽 = 0.13𝛼2.5

R1.5
(8.4d)

TR→∞ = 0.74A3.6 ln(A)B−0.9 + 4.2AB−0.41

A3.6 + 8.9
(8.4e)

Equations 8.4a–e apply to data where the core and shell intensities are measured
and normalized to the intensities from the respective pure materials, as encapsulated
in A [48]. This requires knowledge of or the ability to estimate the pure material
intensities using the same XPS instrument and settings.

In this case, the pure material intensities cannot be obtained and, therefore, an esti-
mate must be made. We assume that XPS relative sensitivity factors may be employed
to describe the intensity arising from different elements in the same material and,
therefore, the intensity of element “k” in the pure organic overlayer material can be
expressed as

I∞k ∝ XkSk (8.5)

where Xk is the mole fraction of the element in the pure organic overlayer material and
Sk is the sensitivity factor of the XPS signal from that element used in the analysis.
One may be tempted to use an expression such as that shown in Equation 8.6a to
obtain A, but this cannot be recommended because the sensitivity factors only relate
to signals arising from the same material and, because attenuation lengths, densities,
and intrinsic loss processes in the two materials may differ significantly, serious errors
can result.

Ak =
IkI∞Au

IAuI∞k
≠

IkSAu

IAu SkXk
(8.6a)

To simplify and generalize the analysis of organic materials on gold substrates and
nanoparticles, an additional factor, f, should be used to compensate for the different
attenuation length, density, and intrinsic loss processes between the two materials:
the gold core and organic shell (Au and Org). Thus, for each element in the shell, we
have a distinct value of A:

Ak =
IkI∞Au

IAuI∞k
= f

IkSAu

IAuSkXk
= f

[k]
[Au]Xk

(8.6b)

Here, [k] and [Au] are the mole fractions or atomic% of those elements determined
by XPS analysis in the standard manner.

To determine the value of f, one could measure the XPS intensities from a pure
organic material and from sputter-cleaned gold under the same experimental con-
ditions on the same day. The value of f would be simply given by the ratio of the
normalized and summed intensities for each material. Our measurements yielded a
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TABLE 8.1 Photoelectron Attenuation Lengths and Calculated
Values for Terms B and C

XPS Line L (Org), nm L (Au), nm B C

O 1s 2.74 0.99 0.72 2.81± 0.04
C 1s 3.32 1.17 0.88
N 1s 3.05 1.09 0.80
S 2p 3.61 1.27 0.95
Au 4f 3.79 1.33 NA

value of f= 0.56, which appears both useful and consistent for two different types of
organic material tested [15], and should be generally applicable. This value is some-
what different from the ∼0.4 expected from a consideration of material densities and
electron attenuation lengths, but accounts for the systematic errors in background
subtraction during data analysis and, therefore, is used here.

The values of Li,j may be obtained from the equation S4 in the paper by Seah [80].
Table 8.1 lists the relevant values.

If the elements in the shell are homogenously distributed, then application of
Equation 8.4 should provide the same shell thickness (the product Lk,Org⋅TNP,k) for
all elements, provided the values of Xk are correct in Equation 8.6b. We use the con-
straint that the sum of all Xk is equal to 1, along with an iterative calculation using the
“Solver” function in Excel, where Xk are varied iteratively from an initial set of trial
values to obtain the same shell thickness for all elements from the data. The result
provides the nanoparticle shell thickness, TNP, and the composition of the shell, Xk.

The empirical elemental composition can be compared with the expected struc-
tural composition to determine the proportion of other species within the shell. For
example, the abundance of nitrogen can be used to quantify the relative amount of
protein.

The number of protein molecules, NXPS, can thus be calculated as

NXPS =
Vs,XPS𝜌pNA

M
(8.7)

where Vs, XPS is the volume of the protein shell as measured by XPS, 𝜌p is the density
of the dry protein, NA is the Avogadro number, and M is the molecular mass of the
protein in the shell.

The average number of molecules attached to each nanoparticle calculated by XPS
was validated against a solution-based in situ approach: The average number of pro-
tein molecules bound to nanoparticles (Nopt) can be calculated by using a modified De
Feijter equation [81] which takes into account the nonplanar geometry of nanoparti-
cles:

Nopt =
NAVs,DLS(ns − nw)

M
(

dn
dc

) (8.8)



�

� �

�

168 SURFACE CHEMISTRY

TABLE 8.2 Shell Thickness Determined by DLS versus XPS

Protein Mass (kDa) Average DLS
Thickness (nm)

Average XPS
Thickness (nm)

IgG 160 13.9± 1.1 7.71±0.11
BSA 66.5 8.9± 0.7 3.5± 0.2

Here, Vs, DLS is the volume of the shell (which can be calculated from the knowl-
edge of the nanoparticle core size and the shell thickness) and dn/dc is the refractive
index increment of the proteins with the concentration, c, of protein in the shell, for
which a typical value for proteins is 0.182 cm3/g [82].

In order to calculate Nopt, measurements in solution were performed to determine
the thickness and refractive index of the protein shell enveloping the nanoparticle
core. DLS was used to measure the shell thickness, by comparing the diameters
of protein-coated versus uncoated nanoparticles (DCS was used to verify that the
nanoparticles were not aggregated). UV visible spectroscopy was used to monitor the
LSPR to calculate the refractive index. More detailed information on this approach
can be obtained from the original publications [15, 16].

Data were collected and analyzed for each nanoparticle sample by both the XPS
method and the in situ solution-based approach. The average shell thicknesses deter-
mined by each method are displayed in Table 8.2.

Note that the shell thicknesses are much lower when measured by XPS compared
with DLS. This is because XPS measurements were performed in ultra-high vacuum
and, therefore, the water molecules have been extracted from the molecular shell of
the nanoparticles before measurement. In fact, using the two thickness measurements,
one can elucidate an estimation of the water content trapped in the protein layer. This
can also be calculated from the measurement of the refractive index of the shell. We
demonstrate the close agreement of these two estimation methods [15].

Calculations of the number of protein molecules (using Eqs. (8.7) and (8.8) for
XPS and in situ analysis respectively) demonstrate excellent agreement between the
two methods, as shown in Figure 8.3.

Power law fits of the number of molecules determined from XPS data result
in indices of ∼2, suggesting that the number of molecules bound to the surface
of nanoparticles is proportional to the surface area. It should be noted that the
solution-based approach relies on a number of assumptions and is heavily dependent
upon the modeling of the LSPR shifts as a function of refractive index (requires
a metallic core) and shell thickness. In addition, the sample must be completely
free from aggregation, since this would affect both the DLS and LSPR results.
The XPS-based approach is not laden by so many assumptions and produced very
dependable results across the sample range investigated. However, it should be noted
that for XPS the shell thickness must be within the same length scale as the atten-
uation of photoelectrons, with the shell elementally distinct from the core. Finally,
both liquid-based and XPS approaches rely on the nanoparticles being spherical;
currently, no straightforward solution to the same problem exists for more complex
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Figure 8.3 Average number of (a) IgG and (b) BSA molecules, N, plotted against nanopar-
ticle diameter (calculated from Eq. (8.7) (XPS) and Eq. (8.8) (opt)). Data show excellent
agreement of N values independently estimated from a combination of DLS and LSPR shift
measurements and XPS measurements.

nanomaterial shapes. However, provided that the shape is known, it is possible to
calculate this from the geometry using numerical or simulation methods [36, 79].

In conclusion, this study demonstrates that XPS is a robust approach to determine
the elemental composition and shell thickness of nanoparticle coatings. This is of
notable significance since not all nanoparticle samples are suitable for analysis by
solution-based techniques.

8.4.2 Part II: Surface Characterization of Commercial Metal-Oxide
Nanomaterials by TOF-SIMS

This case study describes the development of methodology for sample preparation
and surface chemical analysis by TOF-SIMS of commercially sourced ZnO and CeO2
nanomaterial samples. TOF-SIMS probes the first few nanometers and is, therefore,
an excellent tool to assess purity and to identify surface contaminants. Nanomaterial
samples and relative sample codes are described in Table 8.3.

TABLE 8.3 Specification of Nanopowders Analyzed by TOF-SIMS

Sample Code Sample Name Supplier

A Nanograin CeO2 Umicore, Belgium
B Nanosun ZnO Micronisers, Australia
C Z-COTE HP 1 ZnO BASF, Germany
D Micron ZnO Sigma Aldrich, UK
E Z-COTE ZnO BASF, Germany
F Micron CeO2 Sigma Aldrich, UK
G Ceria dry CeO2 Antaria, Australia
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Several strategies were explored to optimize sample preparation, in order to
achieve three main objectives. First, a high surface coverage is desired; although
10% coverage is the minimum acceptable, 100% coverage is preferred (since the
technique does not have the spatial resolution to resolve individual particles and
thus signal obtained is the summation of that emanating from the particles and the
exposed substrate). Second, there is a need to use flat, conductive substrates to avoid
topography and sample charging effects during analysis. Third, the robust attachment
of the nanomaterial to the substrates; this is important as TOF-SIMS utilizes a strong
extraction field (2000 V over 1.5 mm), any loosely bound particles are likely to be
extracted into the mass analyzer and may cause damage to the instrument.

One of the approaches explored for sample preparation was the incorporation of
PTFE beads into nanopowder samples to make a pellet. Here, PTFE serves to reduce
the brittleness of the pellets. Furthermore, this material has a clear chemical signa-
ture that can be distinguished from that of the nanopowder. Although this approach
was successfully used for XPS analysis, the composite pellets were still too brittle
for TOF-SIMS measurements [38]. When sputtered with the primary ion gun and
subjected to the strong extraction field, there was a significant risk of introducing
loosely bound particles into the mass analyzer. For this reason, this sample prepara-
tion approach was excluded for TOF-SIMS measurements.

A second approach involved the deposition of nanopowders onto a thin indium foil.
When pressed against the foil, the particles became embedded in it, as indium is suffi-
ciently malleable. Indium also affords the advantage of providing a distinct chemical
signature. However, concerns over achievable surface coverage and looseness of the
nanomaterial on this surface led us to rule out this approach.

A third approach that was considered was the deposition of the nanopowders from
solution onto a flat conductive substrate such as silicon wafer. However, dispersing
dried nanopowder into solution is likely to modify the nanoparticle surface chemistry.
Moreover, nanomaterial such as ZnO is known to dissolve in solution [38]. While
this approach will be useful for the study of the effects of dispersion on nanomaterial
surface chemistry, it is not suitable for characterizing the surface chemistry of the
as-received nanopowders.

The most successful sample preparation method utilized conductive carbon tape.
Si wafers were cleaned by rinsing with ethanol and acetone, and dried in a stream
of nitrogen. Double-sided conductive carbon tape was cut to size and attached to the
Si wafers, and excess nanomaterial powder was sprinkled (inside a glove box) onto
the surface of the carbon tape to maximize surface coverage (typically about 170 mg
of nanopowder was used per square centimeter). The sample with nanomaterial was
then covered with aluminum foil, which was pressed firmly to ensure strong adhesion
of the particles to the tape surface. Loosely surface bound material was removed by
application of a nitrogen gas stream. Control samples, consisting of carbon tape on Si
wafer without nanomaterial, were also prepared. TOF-SIMS analysis was performed
with a Bi+ cluster primary beam (incident at 45∘ from the sample normal) to obtain
high-resolution mass spectra with an imaging resolution of approximately 5 μm.
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8.4.2.1 Effect of Sample Topography The quality of the sample preparation
protocol was assessed using sample E (ZnO nanomaterials). Figure 8.4a shows the
TOF-SIMS spectrum of this sample.

The region around the Zn+ peak is enlarged and shown in Figure 8.4b. As expected,
a 69Zn+ peak is observed at 69.93 u in the mass spectra. However, an unassigned satel-
lite peak with an apparent mass 0.045 u higher than the 69Zn+ peak was also observed.
A detailed data analysis to elucidate the origin of the two peaks was performed. The
total ion image, shown in Figure 8.4c, reveals significant spatial inhomogeneity on
the sample. It was found that the two peaks originate from different regions of the
sample. As shown in Figure 8.4d, the higher intensity peak (gray) originates from the
flat central area, while the shifted peak (black) originates from a bright area that is
surrounded by a dark circular region on the left of the image. Similar effects were
observed for other peaks associated with the nanomaterial, both on this and other
samples.

This effect was interpreted as an instrumental artifact due to sample topography
[83]. Peaks such as the one marked in gray are associated with regions of the sample
where the powder forms a relatively flat film on the adhesive tape. The bright areas
surrounded by circular dark regions are interpreted as a large aggregation of nanoma-
terial (>100 μm) on the surface of the sample. Due to topography effects, secondary
ions from the top of the aggregate are detected with a delayed TOF (higher apparent
mass) compared with secondary ions from the flat areas of the sample. These peaks
are also broadened and have poorer mass resolution compared with peaks from the flat
area, due to the larger spread in ions’ TOF. In the dark areas, the topography prevents
the secondary ions from reaching the mass spectrometer. Only signals originating
from the flat areas of the samples should, therefore. be considered in the analysis of
the powders.

8.4.2.2 Chemical Analysis of Nanopowders The spectrum of each nanomaterial
sample was compared against that of the carbon tape. In addition to the peaks charac-
teristic for the carbon tape, the nanopowder samples exhibited peaks that were related
to the elemental composition of the nanomaterial. Figure 8.5a,b shows these peaks for
the CeO2, while Figure 8.5c,d shows the ZnO nanomaterial samples. The secondary
ion emission was normalized to the ions Ce+ and Zn+, respectively.

The CeO2 nanopowder samples appeared relatively similar to each other and free
from inorganic contamination, as no peak was detected except for those associated
with Ce and CeO and their isotopes with the small addition of the elements C and H,
which may arise from trace levels of hydrocarbon contamination from either sample
handling and storage or from the adhesive on the carbon tape. Unfortunately, due
to the presence of the carbon tape signal (resulting in many strong organic peaks
containing the elements C, H, and Si), it is not possible to draw a conclusion regarding
the identity and quantity of the contamination on the nanomaterial surface.

ZnO nanopowder samples exhibited mainly peaks associated with Zn and O and
their isotopes (Figure 8.5c). In addition to H and C contaminants, N was also observed
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(a) (b)

(c) (d)

Figure 8.4 Assessment of sample preparation protocol for TOF-SIMS analysis performed on sample E (ZnO nanomaterial). (a) TOF-SIMS spectrum
of the sample.(b) Enlargement of the spectrum showing the 69Zn+ peak. The spectrum exhibits a satellite peak shifted 0.045 mass units from the
Zn+ peak. (c) Total ion image of the analyzed sample surface. The dark areas refer to regions of the sample where little signal was detected. (d)
Region-of-interest TOF-SIMS spectra regenerated from two areas of the image that are shown in the inset. This shows that the higher intensity peak
originates from the central area of the sample, and the shifted peak originates from the bright area surrounded by dark circular regions on the left.
Similar features are observed in other samples, and it is concluded that this is a typical artifact due to sample topography.
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Figure 8.5 Normalized secondary ion emission of (a and b) CeO2 and (c and d) ZnO
nanopowders. The emission is normalized to the Ce+ and Zn+ peaks, respectively (Bi+ beam
was operated at 25 kV).
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(Figure 8.5d). It is interesting to note that some of the peaks associated with the pres-
ence of CH3 groups are low for Sample C (Figure 8.5d). This sample is the Z-cote HP1
nanomaterial, which according to the manufacturer (BASF) has a triethoxycapry-
lylsilane coating at the surface. It is possible that CH3 groups are characteristic of
the surface of uncoated ZnO nanomaterial. However, the silicone shell could not be
detected due to the presence of strong signals from the carbon tape. The strong Zn sig-
nal from Sample C is interesting. Since TOF-SIMS is sensitive only to the outermost
atomic layers of a surface, comprising a thickness of few nanometers, the detection
of Zn implies that the silicone shell is either thinner than a few nanometers or it does
not cover the surface homogeneously.

To conclude, seven commercial ZnO and CeO2 nanomaterial samples were ana-
lyzed by TOF-SIMS. Sample preparation and analysis were investigated, and an
example of artifacts arising from inhomogeneous sample topography was provided.
Mass spectral peaks characteristic of the nanopowders were identified. However, the
evaluation of purity and classification of contaminants by TOF-SIMS was challeng-
ing, due to the restrictions imposed by sample mounting requirements.

8.5 SUMMARY

Surfaces and interfaces define the behavior of nanomaterials in their working environ-
ment, so greater attention should be paid to this critical parameter. Surface analysis
methods tend to be underused, meaning that too often nanomaterials are inadequately
characterized, limiting their use and reliability. Cross-validation using a number of
different techniques should be more routinely employed.

New advances in measurement techniques are constantly driving forward the
improvements in nanomaterial characterization, yet there is much to do to meet the
growing demand for high-precision measurements of such materials. In addition,
the ability to perform nanomaterial characterization within complex matrices such
as food and cosmetics is much sought after. Despite their associated challenges,
nanomaterials offer great opportunity for furthering a huge range of technologies
from the medical and healthcare sectors to catalysis and energy. For this reason, the
development of reliable, versatile, and accurate measurement tools and protocols is
paramount.
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9.1 INTRODUCTION

The term nanotextured surfaces can be defined as surfaces that are covered with
nano-sized structures and thus fall under the umbrella of nanomaterials. Nanostruc-
tured surfaces have in the past attracted considerable attention because they show
novel physical properties, thus leading to various applications. In surface and coat-
ing research, such materials have raised much attention as they can potentially pos-
sess numerous novel properties: high mechanical strength, chemical inertness, broad
optical transparency, high refractive index, wide band gap, excellent thermal con-
ductivity, extremely low thermal expansion, and very attractive friction (wear) prop-
erties. Such properties have resulted in the use of nanotextured surfaces in a wide
range of applications: tribological applications (e.g., rolling bearings, machining,
mechanical seals, biomedical implants, micro-/nanoelectromechanical systems, sen-
sors, microfluidics), self-cleaning, anti-fogging, anti-icing, and antibacterial action.

A major goal of surface and coating research is to design and fabricate surfaces
with special anti-wetting properties, which repel not only water [1–3] but also oils
(or even lower surface energy liquids). Note that in the literature, amphiphobicity is

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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the term used to describe a surface/coating that is both water and oil repellent; this is
in contrast to oleophobicity (repelling only oil) and omniphobicity (repelling every-
thing) [4]. One solution to achieve special anti-wetting properties is to employ surface
nanotexturing (as well as microtexturing) with chemical modification using low sur-
face energy polymers (with organic layers). In the past, researchers have applied such
processes to achieve the above-mentioned properties, not only on open surfaces but
also in the domain of microfluidics [5–7].

Till now, numerous procedures to prepare nanotextured surfaces have been
reported. These procedures can be classified as either “top-down” or “bottom-up.”
Top-down denotes methods of inducing roughness by removing material from a bulk
matrix such as patterning by lithography [8] or etching techniques [9]. Conversely,
bottom-up describes roughness and functionality constructed from the substrate
upward, typically as a thin film, through methods such as crystal growth, [10, 11]
layer-by-layer [12] chemical vapor deposition (CVD) [13], electrospinning [14], and
sol–gel [15].

The choice of method to produce nanostructured surfaces will depend on the sur-
face properties desired. Random nanotexturing of polymeric surfaces with pillar-like
micro–nanostructures can be achieved with the use of several technologies, such
as plasma processing [16, 17], replication from Si molds [18], and ultra-short
pulsed-laser irradiation [19]. Short plasma nanotexturing can modify the chemistry
and topography of polymeric surfaces, without affecting its bulk properties. This
creates nanoscale surface roughness (i.e., nanotextured surfaces) that can be used for
controlling the optical, wetting/flow properties (as well biomolecule adsorption and
cell adhesion on such surfaces) [20]. Such surface treatment has been used in various
applications: polymer-based microdevices, flow control [21], micro-/nanofiltration,
flexible electronics, and bio-MEMS [22–24]. In the case of O2 plasma treatment
[25] of a poly(methyl methacrylate) (PMMA), the surface has been shown to
result in a high aspect ratio (HAR) topography with pillar-like structures [26–28]
and acquires superhydrophilicity. The superhydrophilicity property was mainly
due to –OH and –COOH groups found on the surface after its exposure to O2
plasma [27, 29].

Although there is clear potential on the application of nanotextured surfaces
(and coatings), there are potential drawbacks, such as low mechanical durability
(particularly in the preparation of superhydrophobic films). Also, while significant
effort has been devoted to the development of nanostructured surfaces (by surface
micro-/nanotexturing), there is little work on the investigation of mechanical
durability, mechanical stability, and wear resistivity of such materials. In addition
with the difficulty of preparing mechanically robust superhydrophobic films, the
determination of local mechanical characterization is not trivial (yet, the mechanical
and tribological properties of nanotextured surfaces are of critical importance to the
development of highly stable and durable applications).

The purpose of this chapter is twofold: to better understand how nanotextured
surfaces can be created and how to characterize the resultant surface properties (i.e.,
mechanical and tribological). The chapter starts off by presenting several methods
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commonly employed to develop nanotextured surfaces (e.g., plasma processing and
chemical vapor deposition). The benefits of surface-texturing for various applications
and the size-dependent mechanical properties of such nanostructures are also dis-
cussed. The chapter then presents an overview of some of the methods used to
characterize mechanical behavior. The methods of focus are nanoindentation and
nanoscratch tests. Several case studies are presented to show how such tests can
be applied to characterize the mechanical properties of nanotextured surfaces. The
material presented in the case studies is based mainly on our work, surrounding
mechanical (and tribological) properties of hydrophobic fluorocarbon (FC) coatings,
superhydrophobic, and superamphiphobic polymeric surfaces.

9.2 FABRICATING NANOTEXTURED SURFACES

9.2.1 Plasma Treatment Processes

Gas plasma (glow discharge) treatment has been extensively used for the surface mod-
ification of polymeric materials (e.g., thermoplastic films, fibers, nonwoven, mem-
branes, biomedical devices). The main advantage of this versatile technique is that
it is confined to the surface layer of a material, without affecting its bulk proper-
ties. Moreover, it is a dry (solvent free), clean, and time-efficient process with a large
variety of controllable process parameters (e.g., discharge gas, power input, pressure,
treatment time) within the same experimental setup [30]. However, due to the com-
plexity of the plasma process and the variety of chemical and physical reactions that
can occur, it is difficult to predict and control the chemical (and structural) composi-
tion of a plasma-treated surface [31].

The plasma process (usually using a low pressure plasma system) can be used to
perform various functions, for example, clean, etch, and sputter. In polymers, plasma
process has been used to etch and sputter (with oxygen or noble-gas plasmas) to
cause roughening of the polymer surface. The process of roughening a surface can
consist of several steps. First, the polymer can be etched by a chemical reaction of
reactive plasma species (e.g., radicals, ions); this is referred to as chemical plasma
etching. Second, ion bombardment on the polymer surface can result in sputtering
of the surface (thus, roughening is established via a physical process). Third, UV
radiation from the plasma phase can cause dissociation of chemical bonds, which
leads to formation of low-molecular-weight (LMW) material. In general, these three
steps can occur simultaneously during the plasma treatment of a polymer and induce
a flow of volatile LMW products from the substrate to the plasma, causing a gradual
weight loss of the treated polymeric material [31].

Reactions can occur between a polymer substrate and reactive neutral species
(formed in the plasma phase) to result in chemical etching. This in turn can be accel-
erated by ion bombardment (i.e., ion-enhanced) etching [32]. In the absence of such
(energetic) ions, the oxygen plasma etching step proceeds at relatively low rates. It
is only the combination of chemical etching accelerated by ion bombardment that
results in anisotropical etching of the polymer surface. This combined process, which
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is also commonly referred to as reactive ion etching (RIE), is often used for pattern-
ing of surfaces in the semiconductor and (nano)lithographic industry [5, 17, 33–38].
Anisotropicity (or directionality) in etching can be achieved when the substrate is
properly biased, that is, when the substrate serves as self-bias (voltage) of cathode
electrode. This is an important feature that distinguishes RIE from other plasma etch-
ing techniques [31]. However, it must be remembered that RIE does not affect all
polymers equally. For example, semicrystalline polymers can show preferential etch-
ing behavior, resulting in preferential amorphous etching.

For a given plasma condition, some polymers can exhibit a higher etching rate
than others. The etching rate (Å/min) of a polymer largely depends on the plasma
treatment conditions (e.g., discharge gas, pressure, discharge power, substrate temper-
ature, and treatment time) and on the polymer’s chemical and physical properties. The
most susceptible polymer segments in a phase-separated polymer system (e.g., block
copolymers, semicrystalline polymers, polymer blends) can, therefore, removed by
preferential etching. Over the course of treatment time, plasma etching will reach an
equilibrium state (i.e., constant etching rate). Any initial fluctuations of etching rate
may arise due to changes of surface temperature and surface chemistry. For example,
crosslinking in the surface layer of the substrate during plasma treatment could sup-
press the initial etching rate of a polymer [39].

Overall, plasma treatment is used mainly to increase the surface energy of a
material, often polymer. For example, cold plasmas produced can generate O2, N2,
air, or NH3, which subsequently introduce oxygen- or nitrogen-containing groups
on the surface of the polymer [40, 41]. Hence, this will introduce polar hydrophilic
groups on the surface. In addition to oxygen- and nitrogen-containing discharges,
plasmas generated in pure helium or argon will lead to the creation of free radicals
(leading to crosslinking or grafting of oxygen-containing groups when the surface
is exposed to oxygen or air after the treatment). Finally, it should be mentioned
that the induced surface characteristics are not permanent; the treated surfaces will
tend to partially recover to their untreated state during storage in, for example,
air (so-called hydrophobic recovery) and can also undergo postplasma oxidation
reactions [42].

In this section, only a brief summary of plasma treatment processes have been
presented so far. For more detailed descriptions (e.g., theory), the reader is referred to
the literature [36, 43–51]. In the following sections, several examples of nanotextured
surfaces are presented.

9.2.2 Randomly Nanotextured Surfaces by Plasma Etching

Figure 9.1 shows the scanning electron microscope (SEM) image of a nanotextured
surface typically produced on cyclo-olefin polymer (COP) (under 4 min exposure to
highly anisotropic plasma). Similar findings, that is, the formation of nanotextured
surface resulting in increased wettability, has been observed with other samples that
were processed under the same conditions but on different days.

Figure 9.2 shows SEM images polyether ether ketone (PEEK) (Figure 9.2a) and
poly(methyl methacrylate) (PMMA) (Figure 9.2b) surfaces, as a result of plasma
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Figure 9.1 SEM image of 4 min nanotextured COP surface. A higher magnification
(×20,000) image is given as inset.

1.7kV X5.000 WD 5.9mm 1μm2.0kV X5.000 WD 5.7mm 1μm

(a) (b)

Figure 9.2 SEM images of micro–nanotextured, water-immersed and dried PEEK (a) and
PMMA (b) surfaces after perfluorosilane modification in cyclohexane (70∘ tilted). Curved
microhills (re-entrant-like structures) are produced after etching and grafting of the polymeric
surfaces. Figure has been adapted from [28].

treatment (and carrying out a sequential postplasma process of being immersed in
water, dried, followed by plasma-induced reactivation and grafting by perfluorodecyl-
trichlorosilane (FDTS)). The images clearly show the presence of curved microhills
(re-entrant-like structures) as a result of such an etching process.
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Figure 9.3 SEM images of 10 min SF6 plasma-nanotextured PDMS surfaces before silaniza-
tion and (as inset) after silanization. Figure has been adapted from [28].

The wettability of a surface can subsequently be altered to produce superhy-
drophobic surfaces, in which a thin hydrophobic film can be deposited on the
nanotextured surface. This can be done either by using a C4F8 plasma deposition
(that can deposit a fluorocarbon (FC) film) or by spin coating with TEFLON®

AF1600 [27, 52, 53]).
As indicated by the SEM images, nanotextured surfaces are not robust as they can

easily be damaged by, for example, by impact (or simple rubbing [54]), wear-induced
chemical degradation. The inherent aging of such a surface can, therefore, limit
the successful application of such superhydrophobic surfaces, which has been
highlighted by several researchers [55–58].

Figure 9.3 shows an SEM image of nanotextured polydimethylsiloxane (PDMS)
surface. Results show that this nanotextured surface was less homogeneous than
corresponding PMMA or PEEK (Fig. 9.2) surfaces. The PDMS nanotextured
surface shown was produced after using 10 min plasma processing time. Results
clearly showed surface topography to consist of high aspect ratio surface features.
Upon further testing, the PDMS surfaces were not stable when samples were
immersed in water. Interestingly, when silanized (in cyclohexane), the high aspect
ratio features became more stable, as the surface exhibits grass-like, re-entrant-like
structures (Fig. 9.3 inset). The image in Figure 9.3 clearly shows the differentiation
in topography with vertical pillars (in Fig. 9.3) as opposed to bent pillars (Fig. 9.3
inset) being associated before and after silanization, respectively. The re-entrant-like
structure profiles associated with the silanization step was needed to achieve
superoleophobicity. Results also showed that fluorosilanized PDMS exhibited a
slightly lower contact angle (with hexadecane) than corresponding fluorosilanized
PMMA and PEEK; this observation has been attributed to differences in surface
inhomogeneity [28].
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Figure 9.4 SEM images of PMMA surfaces (60∘ tilted) displaying the hierarchical, hexag-
onally ordered packed pillars obtained upon plasma etching using 1 μm (left) and 3 μm
polystyrene particles (right). Figure has been adapted from [28].

9.2.3 Ordered Hierarchical Nanotextured by Plasma Etching

Figure 9.4 shows a SEM image of uniform, mushroom-like micropillars produced
on PMMA; this has been grown by a combination of colloidal lithography (using
polystyrene (PS) particles) and plasma etching. Result shows the difference in the
nanotextured surface when plasma etching was conducted using 1 μm PS particles
(Fig. 9.4, left) as opposed to 3 μm (Fig. 9.4, right) [28]. The detailed procedure to
produce such nanotextured surfaces is not given here, as it has been described else-
where [53]. Interestingly, the mushroom-like re-entrant micropillars do not display
any coalescence after immersion in water or silane solvent solution (for 1 h), which
indicate their relative stability in comparison to the randomly nanotextured surfaces.

9.2.4 Carbon Nanotube Forests by Chemical Vapor Deposition (CVD)

Nanotexured surfaces can also be formed using CVD method. This method has been
developed as a novel manufacturing process in many industrial sectors, such as in the
semiconductor and ceramic industry. The CVD method has been used in the past to
produce carbon nanotubes on substrates. These materials are capable of creating CNT
forests (sometimes also called turfs or brushes) that prove important in a multitude
of applications , for example, field emission electron sources [59], electrical inter-
connects [60], and thermal interface materials [61]. In addition CNT forests show
possible application and use in microelectronic devices and microelectromechanical
systems [62]. Except the conventional vertically aligned (VA) CNTs, which are grown
on planar substrates, there are reports on large-scale CNTs that have been grown with
microscale carbon fiber bundles as their substrate [63, 64]. A potential use of these
materials are stress and strain sensors for modifying the fiber–matrix interfaces in
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composite materials [65], and as artificial hair flow sensors, that are used on micro
air vehicles.

The importance and synthesis of CNTs using the CVD method (and correspond-
ing novel properties of CNTs) have been introduced in the beginning of the book
(Chapter 2) and thus are not covered here. Nonetheless, it is important to highlight
that the CVD method offers potential for the production of high-purity CNTs in a
controlled manner. Various experimental conditions (e.g., different substrates, pre-
cursors, and catalyst systems) in the CVD method will govern the property of the
nanotextured surface produced. Carbon precursors (of solid, liquid, or gas phase) can
be produced by different carbon sources, such as hydrocarbons (e.g., CH4, C2H4,
C2H2), alcohols (e.g., C2H5OH), and camphor (C10H16O). Camphor is considered a
source of carbon to produce nanotubes, due to its hexagonal and pentagonal carbon
ring structure. For the catalysts, nanometer-size metal particles can be used, in order
to enable carbon source decomposition, leading to growth of CNTs. The most com-
monly used metals are Fe, Co, and Ni due to their high catalytic activity and relatively
low reaction temperature. Ferrocene is a good catalyst precursor for the production of
iron nanoparticle catalysts in the formation of nanotubes. Different CNT structures
can be produced, depending on the experimental conditions, for example, temperature
and other growth parameters (flow rate, pressure, catalyst concentration, etc.) [66].

Figure 9.5 shows a SEM image of multiwalled CNT carpet consisting of
well-aligned carbon nanotubes. Such nanotextured surface was produced using
the CVD method under the following conditions: (i) when camphor was used as a
carbon source, (ii) when ferrocene was used as a catalyst compound (with a 20:1
mass ratio), (iii) where deposition temperature of 850 ∘C was used, and (iv) when
carrier gas (nitrogen) flow was 330 ml/min. The image shows vertically aligned (VA)
multiwalled CNT carpet with a diameter distribution ranging from 60 to 100 nm

Figure 9.5 SEM image of CNT carpet consisting of well-aligned carbon nanotubes.
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(grown on silicon substrate). The average thickness of the CNTs was in the range of
1–2 mm and an average distance between the tubes was approximately 100–150 nm
[67]. Although the fabrication of such structures has been reported widely, relevant
studies on the mechanical behavior of such structures are limited.

9.3 MECHANICAL PROPERTY CHARACTERIZATION

In almost all applications, material performance depends on its surface properties. For
example, effective catheterization requires that biochemical and tribological proper-
ties of the polymer surface be preserved during operation. Undoubtedly, this places
a huge emphasize on the need to characterize micro–nanotextured and/or structured
surfaces. Having said this, very little is known about the mechanical properties of
nanotextured surfaces. There is a need to universally adopt methodology beyond the
use of basic tests (e.g., film hardness by pencil method) in order to determine rel-
ative hardness. Better methods to characterize mechanical property of nanotextured
surfaces can include the use of nano-/microindentation and nano-/microscratch tests;
these tests have been found to be useful to understand mechanical durability, mechan-
ical stability, and wear resistance [68, 69].

According to Dyett et al., the mechanical durability of nanotextured surfaces is
frequently overlooked [69] and yet it is important to have tests in place to charac-
terize this. Such tests will be useful as they give an insight into the deformation
mechanisms associated with mechanical damage of the surface features and loss
of superhydrophobicity, which is the main drawback of many practical applications
[69]. In this section, nanoindentation and nanoscratch tests (for characterization of
mechanical durability) are described.

9.3.1 Nanoindentation Testing

When probing nanoscale features such as those present on nanotextured surfaces,
it would be desirable to characterize the corresponding mechanical properties. One
option is to include an examination of length-scale effects in indentation measure-
ments, that is, nanoindentation [70, 71].

Nanoindentation studies can be performed using a nanoindentation platform,
in which a nanoindenter is able to record continuously the displacement of a tip
through a material. The corresponding curve that results will directly reflect the
mechanical behavior and deformation mechanism of the material. Resultant curve
(of displacement versus load) and contact area of the indent can be utilized to
determine material properties, namely elastic modulus and hardness. The analysis of
depth-sensing nanoindentation is unfortunately complicated due to several factors
such as the presence of surface roughness. If nanoindentation is carried out at shallow
penetration depths (in order to study rough films), there are additional concerns,
namely effects associated with substrate influences [72], scale effects [73–76], and
surface effects [77].
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Figure 9.6 Representative (a) load versus time curve and (b) depth-displacement versus time
curve during the load-control experiment.

The procedure and analysis of nanoindentation experiments were initially devel-
oped by Doerner and Nix [78], then further developed by Oliver and Pharr [79] and
then Joslin and Oliver [80], in which the method proposed is more suited to deal with
rough surfaces. Overall, a succinct review on nanomechanical characterization using
nanoindentation has been provided by Bhushan [81] (and more recently by Palacio
and Bhushan [82]). As a starting point, film penetrations are usually lower than 10%
of the film thickness, so as to avoid substrate influence. At the same time, to avoid the
scattering from surface roughness, indents are performed to a depth of 20 Ra [72].
It is immediately apparent that thin superhydrophobic films are not ideal for these
measurements and yet mechanical parameters associated with superhydrophobic thin
films are imperative in rationalizing coating performance.

A typical protocol to carry out nanoindentation testing often involved the use of a
three-sided pyramidal Berkovich diamond indenter (radius of ∼120 nm). Tip radius
is calculated before each experimental procedure following a calibration process.
Experiments are performed in a clean area environment with ∼45% humidity and
23 ∘C ambient temperature [83]. In all depth-sensing tests, a total of five indents are
averaged to determine the mean hardness (H) and elastic modulus (E) values for sta-
tistical purposes, with a spacing of 50 μm.

Nanoindentation tests are performed under two conditions, that is, load and dis-
placement controlled. In the first case of a load-controlled experiment, load–unload
curves (typically illustrated in Fig. 9.6) can be extracted at several applied loads (rang-
ing from 100 to 4000 μN). The load-controlled experiment is useful to study the effect
of the treatment processes on the mechanical properties of the substrate. The dura-
tion of loading and unloading segments of the performed indentation tests have a
course of 20 s, respectively, and holding time at the maximum load is 5 s. In the sec-
ond case of a displacement-controlled test, load–unload curves can also be extracted
at several applied displacements (from 5 to 50 nm), to elucidate the effect of treatment
process on the surface, to quantify the substrate effect in the response, and to study
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Figure 9.7 Typical load–depth displacement curve from a nanoindentation experiment.

the coating–substrate mechanical behavior. Overall, the first case requires high loads
to probe the bulk region, whereas second case will only probe the top surface, that is,
the coating and the nanotextured surface.

Following a nanoindentation test, Oliver–Pharr method is applied, in which load
versus depth–displacement can be plotted (as depicted in Fig. 9.7), to determine three
important values: hardness and modulus at maximum applied load, the penetration
depth in the surface at the maximum load, and unloading contact stiffness (that cor-
responds to the slope at the beginning of the curve in Fig. 9.7).

According to the Oliver and Pharr method, the curve can fit to the following func-
tion [79]:

P = C(h − hr)m (9.1)

where P is the applied load at a point in the unloading curve, C, m, and the residual
depth hr are empirically fit constants, and h is the depth into the surface corresponding
to a load P. The value of m is taken to be between 1 and 2.

Based on the half-space elastic deformation theory, elastic modulus values can be
extracted from the experimental data (load–displacement curves) [79]. The derived
expressions for calculating the elastic modulus are based on Sneddon’s elastic contact
theory for unloading between a conical indenter and the contact surface [84]:

Er =
S
√
𝜋

2𝛽
√

Ac

(9.2)

where Ac is the projected contact area between the tip and the substrate, and 𝛽 is a
constant that depends on the geometry of the indenter (𝛽 = 1.167 for Berkovich tip).
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This relation was originally derived for unloading between a conical indenter and the
contact surface, but also holds true for the Berkovich and spherical indenters. The
reduced modulus is related to the material modulus E by the relation

1
Er

=
1 − v2

i

Ei
+

1 − v2
s

Es
(9.3)

where 𝜈 is the Poisson ratio of the material and the subscript i refers to those prop-
erties of the indenter. An inherent weakness in this method is that 𝜈 of the tested
material must be known or closely estimated beforehand. Conventional nanoindenta-
tion hardness refers to the mean contact pressure; this hardness, which is the contact
hardness, Hc, is actually dependent upon the geometry of the indenter.

Hc =
F
Ac

(9.4)

where
Ac = A(hc) = 24.5h2

c + a1hc+a1∕2h1∕2
c

+ · · · + a1∕16h1∕16
c

(9.5)

and

hc = hm − 𝜀

Pm

Sm
(9.6)

where hc is the contact depth and 𝜀 is an indenter geometry constant, equal to 0.75
for Berkovich and spherical indenter [79].

Lastly, plasticity is quantified based on the following relations:

Wtot − Wu

Wtot
(9.7)

where Wtot is the work of total indentation process and Wu is the work during
unloading.

9.3.2 Tribological Characterization by Nanoscratching

If indentation is carried out in a lateral direction, then micro- and nano-scratching tests
can be performed, to allow the interpretation of qualitative trends to be established.
To an extent, this avoids some of the strenuous experiment or analysis accompanied
by corresponding indentation tests.

The scratch behavior can be influenced by tip geometry and normal load [85].
These experiments can provide crucial understanding toward improving the abra-
sive resistance of surface micro- and nanostructures. By simultaneously performing
a scratch and monitoring the friction coefficient, mechanistic information can be
inferred with regard to failure of surface asperities [85–87]. During the nanoscratch-
ing process, the interface will experience diverse loads with both normal and lateral
components. In this sense, scratch tests are perhaps more meaningful to determine
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durability through determining resistance to shear forces and wear at multiple length
scales.

The nanoscratching test consists mainly of three stages, namely prescan, scratch,
and postscan (as illustrated in Fig. 9.8). A typical protocol often consists of first a
prescan under a very small load (1 μN). The indenter is then used to scrape the sam-
ple under a certain force, to generate a scratch; applied loads normally used are 50
and 140 μN and length of the scratches being typically ∼10 μm. A postscan under
the same load as the prescan (1 μN) is then conducted to get an image of the sample
after scratch. For each scratch experiment (performed at a given load), three measure-
ments are acquired from different regions of the samples (with a spacing of 50 μm)
for statistical reason.

Nanoscratch and post-nanoscratch tests can be performed in order to investigate
the resistivity of a textured surface to both normal and tangential loading. By
comparing nanoscratch and post-nanoscratch data, the lower coefficient of friction
of the coated surface as compared with the uncoated surface can be demonstrated.
Following the nanoscratch tests, SEM images can be acquired to confirm the scratch
resistance of the surface.

9.4 CASE STUDY: NANOSCRATCH TESTS TO CHARACTERIZE
MECHANICAL STABILITY OF PS/PMMA SURFACES

9.4.1 Method

Two nanoscratch tests were performed: a duplicate scratch (over the same path) at a
steady load and another single scratch with an increasing load. Both tests comprised
three-step typical nanoscratch process, that is, prescan, scratch, and postscan (see
section 9.3.2).

During the steady normal load scratch experiment, the indenter follows a loading
protocol presented in Figure 9.9. Initially, a normal load of 30 μN is applied for a
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Figure 9.9 Scratch and postscratch load protocol: (1) preload, (2) constant load stage (for
various maximum loads 10–100 μN), and (3) unloading.

duration of 10 s, before the load is increased up to the preferred value (for approx-
imately 40 s), and finally decreased to 30 μN for another 5 s. The scratch protocol
consists of two passes, both following the same loading protocol (Fig. 9.9), along the
same motion path. Under that steady normal load protocol (duplicate scratch test), the
durability of the coating and nanotextured structures in two consecutive repeated wear
cycles can be evaluated. Nanoscratch tests were performed at various loading rates,
with constant maximum applied loads being between 10 and 100 μN. This scratch
protocol is designed to probe the scratch resistance of the coating as well as its tex-
ture [88]

The nanoscratch test part of the protocol comprised a longer motion path (40 μm
with an increasing load from 0 to 100 μN, which corresponds to increased penetration.
The maximum penetration depth was chosen to be less than ∼850 nm, to make sure
that the tip does not exceed the height of the microstructures in depth. Also, the max-
imum applied load should be lower than the critical yield and buckling and bending
loads. Indeed, when a load is applied on a micropillar, pillar destruction, bending, or
buckling may occur. For a given pillar geometry (e.g., diameter ∼300 nm and height
∼1000 nm, as shown in Fig. 9.4), the maximum vertical stress caused by an 80 μN
load was calculated to be at approximately 1.1 GPa, well below PMMA elastic mod-
ulus Ebulk PMMA ∼5.6 GPa [28]. Details about the theoretical formulas used for the
calculations of bending stress and critical buckling force are not discussed here, as
this has been reported elsewhere [89].

9.4.2 Results and Discussion

This section discusses scratch tests performed on the 1 μm PS/PMMA ordered pillar
surface, to test the wear of the micro–nanostructures as well as the coating adhe-
sion on them. The PS/PMMA pillar surface was chosen due to its orderly form as
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(b) perfluorodecyltrichlorosilane (FDTS)-coated 1 μm PS/PMMA samples.

opposed to random nanotextured surfaces. The coefficient of friction (CoF) curves
obtained from the scratch and postscratch tests on uncoated PS/PMMA samples under
an 85 μN load are shown in Figure 9.9a. Results suggest that the tip starts sliding into
and out of the spacing between the micropillars. A lower value for CoF is shown
when it slides into the spacing, and a higher CoF is indicated when it travels out
[90, 91]. Despite the size of the tip, the tip motion yields fluctuation in the CoFs that
is proportional to the shape of the surface morphology (as indicated by Fig. 9.10a).
Figure 9.10a also emphasizes the excellent mechanical stability of the ordered 1 μm
PS/PMMA pillars during both scratch and postscratch. The pillars are not destroyed
by the tip motion during the scratch experiment, and the fluctuation that follows the
topography remains during the postscratch for loads up to 85 μN tested here. This
behavior has also been observed by He et al., who measured the CoF of microtextured
poly(dimethylsiloxane) at both micro- and macroscale [92]. This reversible behavior
manifested upon scratching of textured surfaces has been attributed to the compara-
ble size of the pillars to the interpillar spacings [90, 91]. The durability of the pillars
is in agreement with the approximate calculations (referred in Section 9.4.1), which
indicate that the yield strength as well as the critical buckling load of the pillars has
not been exceeded.

In Figure 9.10b, the results from nanoscratch experiment for the corresponding
PS/PMMA pillars coated with FDTS are presented. The CoF values for FDTS-coated
PS/PMMA are found to be 50% lower than those for the uncoated PS/PMMA sys-
tem. In the FDTS-coated PS/PMMA surface (Fig. 9.10b), the tip motion yields a CoF
fluctuation that does not follow the shape of the pillar geometry. This implies that the
FDTS coating may act as a lubricant when deposited on the surface. Recently, Zhao
et al. reported that the choice of pillar diameter to height ratio should be governed by
final application and a compromise between mechanical and wetting stability [93].
Although this is generally accepted, careful structure design and coating adhesion
optimization can lead to surfaces, in which wetting property optimization does not
compromise mechanical stability. As a matter of fact, the method developed here
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shows surfaces that are mechanically robust and simultaneously hydrolytically stable
(for long periods). To further verify the scratch resistance of the structures, the mor-
phology of the scratched area was studied further in which SEM images of the surface
was acquired. The results have been reported previously [28], which involved produc-
ing nine 10-μm-long constant load scratches (three for every load: 40, 60, 80 μN) and
two longer (∼40 μm) increasing load scratches on the surface. This was performed
in a premarked surface area to facilitate the observation of scratch location through
SEM. SEM images presented elsewhere [28] indicates that the 80 μN scratches have
only managed to slightly push the pillars aside and increase the interpillar distance
as a result of the deeper penetration of the large tip, while when using smaller load
(40 and 60 μN), scratches could not even be detected. It can be, therefore, concluded
that these smaller loads do not affect the structures. The results indicate that minimal
interpillar distance increase has minimal if no effect at all on the surface wettability (if
compared to usual dislocation defects that are present on a sample surface after col-
loidal self-assembly). The increase in minimal interpillar distance that occurs while
scratching at 85 μN, may be the cause of the slightly reduced CoF during the sec-
ond scan (as shown in Fig.9.10). As the load increases, the tip penetrates deeper
and interpillar distance increases, but again no collapse or destruction or buckling
is observed up to 100 μN load. It is important to emphasize that the maximum load
used (∼100 μN) corresponds to stresses of some GPa, which are below the Young’s
modulus and below the critical buckling load of a pillar.

The nanomechanical tests presented here have allowed us to probe the scratch
resistance of both the individual nanostructures on the polymer and their FDTS coat-
ing. The range of scratch forces was noted and shown to cause less damage (compared
with the defects already existing on the surface itself). However, several limitations
are noted in relation to nanoscratching tests. First, due to the limited area of the scratch
(compared with the size of a water drop), effects on the contact angle cannot be mea-
sured with our test. Second, it is difficult to compare our results to macromechanical
testing (such as abrasion tests) where a large much larger surface is taken into account,
and the effects on the contact angle are more obvious.

9.5 CASE STUDY: STRUCTURAL INTEGRITY OF MULTIWALLED
CNT FOREST

Mechanical properties of the CNT forest structures have been widely explored
(mostly through nanoindentation or similar techniques), being mostly associated
with static, elastic-type deformation analysis. Several findings of great interest
from the literature will be mentioned and explained in the following paragraphs.
Mesarovic et al. [94] and McCarter et al. [62] both reported the stress relaxation
behavior of carbon nanotube forests under a spherical indenter load, along with
the fact that CNTs show a time (rate)-dependent viscoelastic deformation. This
specific time-dependent deformation has been connected and attributed to contact
movements from neighboring nanotubes and nanotube forests. Furthermore, Pathak
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et al. have further shown that CNTs exhibit frequency-dependent viscoelastic
deformation [95]. In addition, as reported by Misra et al., the indentation load–depth
responses of the nanotube forests has been rather rate dependent, that is, the higher
the indentation velocities, the stiffer the load–depth curves. This specific observation
has been ascribed to local densification effects, which occur directly below the
compressed area [96].

Although the mechanical behavior of carbon nanotubes has been studied exten-
sively, experimental work on the shell buckling of nanotubes are limited, despite
this being fundamentally important, that is, in governing nanotube mechanics (and
thus applications). In 2005, Waters et al. [97] describes an experimental technique
in which individual multiwalled carbon nanotubes were axially compressed using a
nanoindenter and critical shell-buckling load reported. The results were compared
with predictions of existing continuum theories, which model multiwalled carbon
nanotubes as a collection of single-walled shells interacting through van der Waals
forces. The finding shows that the theory gives a much lower buckling load value
when compared with experimental findings [97].

Figure 9.11 shows a scanning probe microscope image of a multiwalled CNT
forest, and Figure 9.12 shows the corresponding load–displacement data from nanoin-
dentation testing.

According to the results, the loading part (shown in Fig. 9.12) sporadically
includes three main stages: the first stage is described by an almost initial linear
increase. Following this, a sudden drop in the slope appears and the curve becomes
flat. This describes the second stage. The third and final stage comprises an increasing
load. The signature of the shell buckling makes up the sudden decrease in the slope.
This shell buckling further indicates a collapse process under the indenter. The first
critical buckling load (according to multiples experiments) has been consistently
measured to be ∼4.4 μN. After buckling, neighboring nanotubes come into contact
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Figure 9.11 SPM images of the CNT forest (a) in 3D, and (b) from top view (5 μm × 5 μm),
where the edges of CNT forest surface are observed.
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Figure 9.13 (a) Input function of CNT forest nanoindentation experiment, following repeat-
ing loading cycles and (b) representative load–unload curves.

with the indenter tip, resulting in an increase in load in the third stage [94]. The
individual tubes first bend under the compression of the indenter in an elastic,
time-independent deformation), which is then followed by the beginning of the
indenter being in contact with neighboring tubes. In cases where the indenter load
is held constant over time, the changes in contacts may still continue. Due to the
contact deformation (such as sliding), energy dissipates. This has been observed by
the hysteresis loops in the indenter loading–unloading cycle (shown in Fig. 9.13).
It must be taken into consideration that hysteresis is a property of materials, which
happens as a result of the local stress distribution (in this case the interfacial contact
stresses between the inter CNTs) [97].
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9.6 CASE STUDY: MECHANICAL CHARACTERIZATION OF
PLASMA-TREATED POLYLACTIC ACID (PLA) FOR PACKAGING
APPLICATIONS

A typical atomic force microscope (AFM) image of a plasma-treated PLA surface is
shown in Figure 9.14. A nanoindentation experiment has been carried out, in which
several points were carefully selected (after AFM imaging) to obtain accurate results.
The corresponding (trapezoidal) load–time curve is shown in Figure 9.15.

Hardness (H) and elastic (E) modulus values versus displacement (H, E) of four
different PLA samples are presented in Figures 9.16 and 9.17. Results indicate that

Figure 9.14 AFM imaging (30× 30 μm2) of plasma-treated PLA surface.
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Figure 9.15 Schematic trapezoidal of load–time P = P(t) function for nanoindentation
experiment.
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Figure 9.16 Hardness versus displacement for oxygen plasma-etched PLA, with displace-
ment scale ranging between (a) 0 and 1000 nm (b) 0 and 100 nm.

all PLA samples exhibit an almost hard-like surface area, where enhanced H and E
values were observed. As the tip penetrates further into bulk, both H and E tend to
reach pristine PLA’s values.

The plasma process (due to the interactions of plasma species as well as thermal
effects) [98] can be used to create a topography change. As indicated by thermal
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Figure 9.17 Elastic modulus versus displacement for oxygen plasma-etched PLA, with dis-
placement scale ranging between (a) 0 and 1000 nm (b) 0 and 100 nm.

analysis and measurements of water vapor permeability measurements [98], the bulk
structure of the film remains almost unchanged. The plasma can produce crosslink-
ing, thus enhancing the performance of a surface. The activity of the plasma can
create a higher crosslinking density within the material to a depth of a few thousand
angstroms. This can result in an increase in hardness and chemical resistance, useful
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Figure 9.18 Hardness versus etching time for oxygen-plasma etched PLA, at ∼100 nm of
displacement.

to enhance performance of materials in many applications. For example, silicone rub-
ber components can be modified (when treated with inert gas plasma) to form a hard
“skin” on the surface. The result is a substantial decrease in surface tack and CoF.
Recently, a plasma immobilization process has been developed to directly crosslink
precoated molecules onto polymer surfaces. The molecules immobilized by this pro-
cess can be organic compounds, surfactants, polymers, or proteins, and do not require
unsaturated double bonds in the molecules [99]. Air plasma mainly adds oxygen
atoms to the PLA surfaces. In the case of plasma treatment in air, researchers reported
an increase in the concentration of C–O and O–C=O groups, while a decrease in C–C
and C–H functional groups [42].

Figure 9.18 shows a bar graph of how the (oxygen plasma) etching time
affects the hardness of PLA; here, hardness was determined using load- and
displacement-sensing indentation experiments (a displacement of ∼100 nm was
used). The hardness values presented indicate a periodic phenomenon, possibly due
to the various crystalline/amorphous states formed during the plasma treatment, in
which cycles of surface etching is followed by clustering of sputtered species.

It is important to highlight at this point that the ratio of hardness/elastic (H/E)
modulus is of significant interest in tribology. Higher stresses are expected in high
H/E, hard materials (with high stress concentrations developed toward the indenter).
In the case of low H/E, soft materials, the stresses are lower and are distributed more
evenly across the cross-section of the material [99–101]. The high ratio of hardness
to elastic modulus (H/E) is indicative of the good wear resistance in a disparate range
of materials [101, 102], for example, ceramic, metallic, and polymeric (e.g., c-BN,
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Figure 9.19 Hardness to modulus ratio for oxygen plasma-etched PLA.

tool steel and nylon, respectively), which are equally effective in resisting attrition
for their particular intended application.

The goal of the majority of nanoindentation tests is to extract elastic modulus
and hardness, that is, H/E ratio from load–displacement measurements. Figure 9.19,
shows H/E values with respect to displacement. Results show an apparent change in
the H/E slope, which indicates the strengthening of the PLA material when oxygen
plasma etching time was180 s.

In summary, all PLA samples exhibited an almost hard-like surface area where
enhanced H and E was observed. The activity of the plasma creates a higher crosslink-
ing density at the surface. For higher displacements, both H and E tend to reach
pristine PLA’s values. Hardness values revealed a periodic phenomenon, attributed
to the formation of various crystalline/amorphous states (possibly attributed to irreg-
ularly periodic events that occur during etching).

9.7 CONCLUSIONS

Nanotextured surfaces have gained significant attention due to their unique proper-
ties and their promising potential applications. However, the practical application of
nanotextured surfaces and coatings remains limited by low mechanical stability, dura-
bility, and scratch resistivity. The chapter highlights some of the difficulties to charac-
terize mechanical properties and the need to have more sensitive techniques in order to
deal with issues arising in the nanoscale. Several methods that can potentially char-
acterize mechanical properties of nanotextured surfaces have been presented here,
namely nanoindentation and nanoscratch tests. The analysis of nanoindentation is
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complex, usually leading to scatter of calculated results, due to several factors such
as the presence of surface roughness, substrate influences, and scale effects. Although
making quantitative measurements remains challenging in this respect, nanoindenta-
tion test is useful to identify asperity failures (through manipulation of single asperi-
ties, which is a crucial missing element of current characterization methods).
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10.1 INTRODUCTION

Dustiness is a term addressing the ability of a material (e.g., loose, granulated, or pel-
letized powder) to generate dust during agitation [1]. It is important to note that the
level of dustiness and dust characteristics (size-distribution and level of agglomera-
tion) is not an intrinsic physical or chemical defined property of a material. In fact,
the property of dustiness is not yet fully understood, and it is, therefore, currently not
possible to predict the dustiness of a material from physicochemical characteristics.
It is known that the level of dustiness and dust size-distributions can vary with factors
such as physical and chemical properties of the tested powder, the energy applied to
the material in a given test method, and environmental conditions during storage and
testing [2–8].

Traditionally, the level of dustiness is given in milligram dust per kilogram powder
of the health-relevant inhalable, thoracic, and respirable dust size fractions (Fig. 10.1).

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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Figure 10.1 Standardized particle size-selective criteria (inhalable, thoracic, and respirable)
for health-related aerosol sampling according to the EN 481 (1994) and ISO 7708 (1995) stan-
dards, and the total aerosol deposition curve in the human respiratory tract according to the
ICRP model [9]. Calculations assume a spherical particle of density 𝜌= 1 g/cm3 and a standard
worker according to the ICRP [9].

Inhalable dust is particles that can be inhaled through nose or mouth. Thoracic and
respirable dust can reach the bronchial and the alveolar region (of the lung), respec-
tively. Dustiness of environmental relevance may be given in, for example, PM1,
PM2.5, and PM10, which are size fractions typically monitored for particulate mat-
ter (PM) in ambient air pollution (see, e.g., review by Gill et al. [10]). The numbers
in the subscript of PM1, PM2.5, and PM10 are the aerodynamic diameters of particles
that can pass through a size-selective inlet with a 50% efficiency cutoff at 1, 2.5, and
10 μm, respectively. In other words, PM10 refers to particulate matter with aerody-
namic diameters smaller than 10 μm. For the sake of comparison, the 50% cut-point
for respirable dust is ca. 4.0 μm; respirable dust could also be referred to as PM4.0. In
regard to this and the cut-points of the mentioned dust sampling standards, it is inter-
esting to note that both PM1 and PM2.5 underestimate the particles than can reach and
deposit in the alveolar region of the airways (as indicated in Fig. 10.1).

As dustiness levels and characteristics are expected to vary considerably with the
test method, dustiness testing must be performed using well-defined methods and
procedures to enable reliable comparisons or ranking of materials. Dustiness indexes
or material groups (with associated default dustiness values) are already in use for
regulatory exposure estimation for conventional materials [11]. The use of dusti-
ness data for exposure assessment has also been recommended for nanomaterials by
the Organisation for Economic Co-operation and Development (OECD) [12] and are
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already in use as an input parameter in some control banding tools for nanomaterials
(e.g., [13–16]). Control banding tools are precautionary methods for risk manage-
ment, which can be applied when information on material hazard and/or exposure is
limited (ISO TS/12901-2, 2014).

Despite the obvious needs for standardized methods and the widespread potential
use of dustiness data for risk assessment, there is currently only one document stan-
dard on dustiness testing in the world, namely the European EN 15051-1 (2013). This
standard describes two fundamentally different test methods: The rotating drum (RD)
method (EN 15051-2, 2013) and the continuous drop (CD) method (EN 15051-3,
2013). Both methods are intended to mimic dust release during powder work pro-
cesses. In brief, the RD method performs repeated pouring or agitation of the same
material, whereas the CD method simulates continuous feed of “undisturbed” pow-
ders. It is up to the user or assessor to decide which of the two methods are most
suitable to indicate the release potential for the work process in question.

For ease of communication, the EN 15051 standard specify that the dustiness lev-
els can be classified into four dustiness categories (“very low,” “low,” “moderate,” or
“high”). These (or comparable) dustiness categories have been established to group
materials with the same characteristics or emission potentials. Such categories can
allow some idea of the dustiness levels of new powders with unknown dustiness
indexes. This has been used in the ECETOC TRA and EMKG-Expo tools (as rec-
ommended by ECHA [11]) for exposure assessment. However, recent compilation of
dustiness data shows that categorizing of dustiness based on material type or general
appearance is not a reliable approach, as fine powders if categorized as one group do
not exhibit similar dustiness levels. Such findings have been highlighted in several
previous publications [3, 4, 17–19].

There is no doubt that material-specific dustiness data may be of indispensable
help, for example, to accelerate the ability to perform exposure assessments for nano-
materials and keep pace with the technological evolution. However, the sole mea-
surement of mass-based dustiness indexes (as used for conventional powders) may
not be applicable when it comes to nanomaterials. The reason behind this stems from
the fact that the primary particle size of a nanomaterial is inherently smaller than
microparticulate powders. Therefore, the dust generated by handling of a nanomate-
rial is likely to consist of finer particles with higher surface areas than observed for
microparticle powder. This effect was clearly demonstrated by Schneider and Jensen
[17] who showed that the dust size-distributions of nanosize TiO2 (primary parti-
cles ca. 20 nm) was much finer (with a peak size-mode around 200 nm) as compared
with a pigment-size TiO2 (primary particle size ca. 220 nm and with no detected dust
particles smaller than 500 nm). At the same time, the inhalable dustiness index of the
nanosize TiO2 was found to be about 300 times higher than for the pigment-size TiO2.
Overall, nano-TiO2 had much higher dustiness level and generated much finer dust
(with a much higher surface area than the pigment-size TiO2). Such an observation
has important implications for risk assessment, because the deposition efficiency in
the airways varies with particle size (as shown in Fig. 10.1). Several previous stud-
ies have highlighted that the inhalation hazard of dust appears to be, at least in part,
related to fine particle sizes and high specific surface area doses rather than the total
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mass-based exposure dose [20–25]. This highlights the importance of considering
particle size-distributions and specific surface area for risk assessment as well. This
in turn has prompted new requirements for exposure measurements and subsequently
for dustiness data to also include number-concentration and number-size distribution
data. In relation to airborne particle surface area, its measurement is still associated
with high uncertainty [26–30] and, therefore, not included for general purpose at this
point in time.

In response to the special requirements associated with testing and measuring
dustiness of nanomaterials, a number of recent studies have already aimed at either
modification of the two EN 15051 methods or to develop new approaches. In addition
to adding real-time aerosol measurements for particle numbers and size-distributions,
the motivation of these works have been to:

• enable testing of much smaller amounts (from few tens of milligrams to grams)
of nanomaterials that are either potentially very toxic and/or costly [4, 17, 31];

• develop smaller setups that can be used in ventilated enclosures or fume hoods
[17, 32];

• establish setups that are easy, simple, and compact to be used by a larger number
of laboratories and industries [33];

• establish test methods that are more energetic than the EN 15051 RD and CD
methods to potentially describe a worst-case scenario in a workplace [4, 34].

Availability of time-resolved number and size-distribution measurements also
enables new procedures for data analysis and new data for reporting [5, 17, 35, 36].
The inclusion of such new data in data reporting, in addition to mass-based dustiness
indexes, can facilitate use of dustiness data in more specific emission or exposure
assessments. This is demonstrated by, for example, Tsai et al. [37], who studied
the comparability between EN 15051 RD dustiness characteristics and workplace
measurements when working with nano-SiO2, carbon black, and nano-CaCO3, and
Levin et al. [19], who demonstrated the use of dustiness levels, dustiness kinetics,
and filter penetration data to select the best candidate among four pharmaceu-
tical active ingredients by assessing the potential worker exposure and product
cross-contamination in a factory.

One issue associated with dustiness testing that needs resolving is associated
with the different methods and protocols for measurements. It is likely that the
lack of a harmonized approach concerning the measurement strategies, metrics,
and size ranges and the procedures of data analysis (and reporting) severely limits
the ability to make reliable comparisons between the different dustiness methods.
It was already shown from research in the European Union Seventh Framework
Programme (FP 7) NANODEVICE (http://www.nano-device.eu/index.php?id=249)
and the NANOGENOTOX projects (http://www.nanogenotox.eu/) that testing and
establishment of potential interrelationships between some of the above-mentioned
dustiness methods (as they exist now) is not trivial [32]. In response to the need for
harmonized methods, a CEN project was established in order to deal with this issue
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[38]. The project was initiated in response to the European Commission mandate
M/461 to CEN (Comité Européen de Normalisation, i.e., European Committee for
Standardisation) requesting development of standardization activities regarding
nanotechnologies and nanomaterials. The aim of the currently ongoing CEN
project is thus to develop a harmonized approach for evaluating dustiness of bulk
nanomaterial powders when considering four fundamentally different concepts and
test methods.

In this chapter, we present the four different methods, which are considered in
the above-mentioned CEN project. We discuss some of the findings from using these
methods, as illustrated by examples of previously generated data. We will perform a
first small comparison between the test methods using these available data and also
demonstrate the potential use of dustiness data for the assessment of exposure and
dust transfer in a pharmaceutical company. It should be noted that dustiness data and
their application have a strong practical industrial, occupational health and safety, and
regulatory orientation. Consequently, many of the dustiness data and their applica-
tions may never reach the public domain and scientific literature. Lastly, the examples
given in this chapter are likely more indicative for potential applications of dustiness
data rather than the current level of use by practitioners.

10.2 CEN TEST METHODS (UNDER CONSIDERATION)

Currently, four different nanomaterial dustiness test methods are under consideration
for standardization in CEN. The methods are modifications of the small rotating drum
(RD), continuous drop (CD) methods (as detailed in EN 15051 standard), the small
rotating drum (SRD), and the vortex shaker (VS) methods.

10.2.1 The EN 15051 Rotating Drum (RD) Method

The rotating drum method was first described by the British Occupational Hygiene
Society (BOHS) in 1985 [39]. A principle sketch of the EN 15051-2 RD setup
modified for measurements of dustiness of nanomaterials is shown in Figure 10.2.
The standard test apparatus (as shown) consists of a stainless steel drum (inner
diameter= 300 mm) with conical ends equipped with eight longitudinal lifter vanes
(230× 25 mm). The (earthed) drum rotates at 4 rpm during which the lifter vanes
repeatedly lift and let fall the test material. To determine the mass fractions, the
emitted dust cloud is drawn by a vacuum pump at a flow rate of 38 l/min to a
sampling system.

As described by EN 15051, the sampling system consists of two particle
size-selective polyurethane foam (PUF) stages in series followed by a backup filter.
This allows the determination of emitted inhalable, thoracic, and respirable dust
mass (as well as the respective dustiness indexes). However, the need for further
characterization of the emitted dust has led to two different sampling outlets, where
one of them allows the standard gravimetric test and the other attachment of real-time
particle sizing instruments such as Condensation Particle Counter (CPC), Scanning
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Figure 10.2 Principle sketch and photograph of the EN 15051 standard rotating drum with a
modified sampling train. In the illustration given here, real-time size-distribution measurements
were acquired using a Differential Mobility Particle Sizer (DMPS) and an Aerodynamic Par-
ticle Sizer (APS). Previously, an Electrical Low-Pressure Impactor (ELPI) has also been used
to acquire real-time size-distribution measurements in a similar setup. The inset photograph
shows a commercial version of the EN 15051 rotating drum.

Mobility Particle Sizer (SMPS), Aerodynamic Particle Sizer (APS), Fast Mobility
Particle Sizer (FMPS), and Electrical Low Pressure Impactor (ELPI) [3, 40].

A dustiness test, following the EN 15051 standard method, is conducted by plac-
ing 35 cm3 of test material (with predetermined moisture content and bulk density)
into the drum on the “upside” of a lifter vane placed in bottom position. An air flow of
preconditioned air (50± 10% RH, 21± 3 ∘C) is then turned on and when the condi-
tions are stabilized, the drum is rotated for a duration of 1 min and 5 s at 4 rpm. After
5 s rotation, the 1-min sampling is started during which the lifter vanes lift and drop
the powder 32 times during rotation. After completion, the foams and filter are care-
fully removed, acclimatized, and then weighed to determine the emitted dust mass
and material dustiness index. For measurements of the size-distributions of nanoma-
terial dusts, the volume of powder tested often needs to be reduced as compared with
the amount used for gravimetric test to avoid instrumental errors.

Table 10.1 presents some examples of published data on dustiness using the rotat-
ing drum (the focus here is on testing of nanomaterial powders). It was noted that
several studies have included the use of modified sampling trains, to allow for parti-
cle counting and sizing, and in some cases the foams for dustiness indexes are forgone
to focus solely on other types of characterization [7, 37]. It is apparent from the table
that materials of the same chemical composition can vary considerably in dustiness
depending on other parameters, such as the chemical surface modification [3]. From
the table, several important findings can be highlighted. Tsai et al. [40] reported that
the particle number size-distribution measurement of TiO2 and ZnO during the dusti-
ness testing resulted in a bimodal particle size-distributions (as measured by SMPS
and APS). Furthermore, TiO2 had a dominating peak at 300 nm and a secondary peak
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TABLE 10.1 Examples of Dustiness Data and Specific Surface Areas of Nine
Nanomaterials with Indication on the Type of Real-Time Measurements that were
Conducted for the Dust Characterization

Material Specific
Surface
Area (m2/g)

Inhalable
DI mg/kg
(Rank)

Thoracic
DI mg/kg
(Rank)

Respirable
DI mg/kg
(Rank)

Additional
Characterization

CaCO3
a 12–14 305 (Low) 37 (Low) 2 (Very

low)
SMPS, FMPS,
CPC, ELPI

CaCO3

coated for
rubbera

28–33 13,845
(High)

3,323
(High)

331 (High) SMPS, FMPS,
CPC, APS, ELPI

CaCO3

coated for
adhesivesa

21–23 4,419
(Moderate)

1,256
(High)

160
(Moderate)

SMPS, FMPS,
CPC, APS, ELPI

TiO2
b NA 610 (Low) 60 (Low) 20 (Low)

TiO2
c NA 6,713

(High)
576
(Moderate)

15 (Low) SMPS, APS

ZnOc NA 142 (Very
low)

72 (Low) 11 (Low) SMPS, APS

Al2O3
d NA 8,178

(High)
– 1209

(High)

BaSO4
d NA 258 (Low) – 49 (Low)

CaCO3
d NA 2,400

(Moderate)
– 617 (High)

aBurdett et al. [3].
bMark et al. [41].
cTsai et al. [40].
dBach et al. [42].
NA: Not available.

at 1–2 μm. The ZnO sample was dominated by a 2 μm peak with a smaller peak at
200 nm; here, measurement of particle size-distribution by number was acquired.
Burdett et al. [3] showed number size-distributions for seven variations of CaCO3,
all of which gave bimodal distributions; peaks appeared at 150–200 nm as measured
by FMPS and 0.8–1.3 μm by APS. However, a large variation in modal concentrations
was observed for the different variations of the material.

10.2.2 The EN 15051 Continuous Drop (CD) Method

The continuous drop (CD) method was originally designed for the EN 15051-3 stan-
dard and intends to simulate a dust generation process where powder is falling without
any major mechanical stresses. It has been slightly modified in order to be used with
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Figure 10.3 Principle sketch and photograph of the EN 15051 continuous drop method. In
this illustration, real-time size-distribution measurements using a Scanning Mobility Mobility
Particle Sizer and an Aerodynamic Particle Sizer, are shown. The inset photograph shows a
version of the EN 15051 continuous drop method.

nanomaterial powders [18]. As shown in Figure 10.3, the CD method consists of a
vibration feeder tank from which the test powder is continuously poured through a
drop pipe, then into a vertical pipe with an inner diameter of 150 mm. Within the ver-
tical pipe, ULPA-filtered upper airflow is pulled at a rate of 53 l/min. At this volume
flow and configuration, the tube acts as a vertical elutriator in which finer particles
(below ≈40 μm in aerodynamic diameter) are separated from larger particles. The
aerosol is measured via various sampling tubes located at the same height (≈80 cm)
from the bottom.

When compared with the description in the EN 15051 standard the CD method
for testing nanomaterials has been subject to several modifications. First, the entire
system in the CD apparatus is made of stainless steel, and real-time aerosol mon-
itors, such as SPMS and APS, are added for the measurement of particle number
size-distribution concentrations (particle size to range between ca. 10 nm and 20 μm).

According to the standard (EN 15051), a preliminary activity (before the test
procedure itself) involves filling the sample tank with the test material with predeter-
mined moisture content and bulk density. The amount of sample material (typically
500 g) has to be adjusted together with the vibration of the metering device to obtain
a drop mass rate within the range 6–10 g/min. The test procedure starts by turning
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on the main air flow of preconditioned air (50± 10% RH, 21± 3 ∘C) followed by the
sampling devices and a metering device (that has been previously set at the proper
rate). Duration of the test procedure is typically 10 min. At the end of the test, filters
are carefully removed and weighed using an analytical balance (in accordance with
best laboratory practices). The test procedure is usually repeated four times.

Within a German project, NanoCare [43], a total of 19 different nanomaterial pow-
ders have been investigated using the continuous drop method [18]. Findings showed
that the measured number concentrations cover the range between about 103 and 107

particles/cm3. In relation to particle number size-distribution data acquired, the find-
ings show clear differences in the particle number size-distribution data associated
with released aerosols and in some cases, the size-distributions appeared bimodal.

10.2.3 The Small Rotating Drum (SRD) Method

Figure 10.4 shows a principle sketch of the SRD and a photograph of the system
(inset) under current evaluation for standardization. The first version of the SRD
method was developed and demonstrated by the Schneider and Jensen [17], in which
the test method included both a single-drop and rotating drum test, using real-time
measurement with a FMPS and APS and filter sampling for inhalable dust. Subse-
quent modifications to the system have enabled sampling of respirable dust along
with real-time number-concentration and size-distribution measurements using other
equipment, such as a CPC and the ELPI [44].

The SRD is, in principle, a miniaturized version of the EN 15051-2 RD. As with
the EN 15051-2 RD, the SRD consists of a cylindrical part and 45∘ truncated conical
ends. The length of the cylindrical part is 23 cm and the inner diameter is 16.3 cm

HEPA

11 LPM V = 5.9 l 4.2 LPM

1
 L

P
M

1.5 LPM

1 LP
M

Φ 163

50% RH

Nanopowder: 6 g

Drive motor
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APS HEPA

Cyclone(R)
3.3 LPM excess air
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20 x Dil
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Figure 10.4 Principle sketch and photograph of the small rotating drum (SRD). In this
example, real-time size-distribution measurements involved the use of a FMPS, an APS, and
a CPC (to measure particle number concentration). The (inset) photograph shows the latest
version of SRD, which currently is under evaluation for CEN standardization.
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(4.80 l). The conical ends of the drum have a center depth of 6.3 cm (2× 1.13 l). These
dimensions give a total volume of 5.93 l, which is ca. 1/3 of the total volume of the EN
15051 RD. The cylindrical part of the drum contains three lifter vanes (2× 22.5 cm)
120∘ apart, used to lift and drop the powder during the dustiness test.

In the prototype design developed by Schneider and Jensen [17], a small surplus of
11 l/min humidity-controlled air (50%RH) was fed to the loose connected drum inlet
from which 11 l/min was drawn into the drum and the sampling train (from which
dust could be collected on filters and also characterized by different real-time aerosol
monitors, such as the CPC, FMPS, and APS). In later studies, the dustiness tests
were conducted using the ELPI instead of the APS and FMPS [44]. Size-selective
dust sampling can be made using either cyclones, inline filter samplers, or impactors.
In the new CEN standard design (inset photograph in Fig. 10.4), the air volume flow
to the drum is passed through a closed connection, to reduce the risk of accidental
release into the fume-hood during testing. In any configuration, the air volume flow-
ing through the drum is maintained by sampling pumps and the real-time aerosol
monitors.

The test procedure for the SRD is also based on the EN 15051-2 RD procedure
(with regard to conditions and test requirements). However, so far, slightly differ-
ent SRD procedures have been applied in different studies. In one setup, the SRD
was used for a single-drop test (measured for 60 s) followed by 60 s of rotating drum
testing followed by 120 s measurement [5, 17, 19]. Hence, this procedure tested the
effect of 1 single drop followed by 33 powder agitations. In other studies, the protocol
involved conducting only the rotating drum test with 60 s rotation (33 powder agita-
tions) and a total of 180 s sampling [44–47]. In all cases, up to 6 g sample was used
in each run and at least three replicate measurements were acquired, to determine the
mean value with standard deviations. In some cases, where very high dustiness lev-
els were indicated from the saturation test, the amount of test material was reduced
down to ca. 1 g powder. This was necessary to avoid oversaturation problems asso-
ciated with (highly sensitive) real-time measurement devices such as the APS. Thus,
standardization of the test volume is currently being considered.

Table 10.2 lists some examples of dustiness data produced using the SRD method.
Results showed that mass-based dustiness levels can vary considerably from sample
to sample. Respirable dust was shown to vary from 2 to 1058 mg/kg and the particle
by number data ranged from ca. 3× 105 to 3× 107 particles per mg powder. Results
indicate a high dynamic range in the test system. Moreover, it has been observed that
materials of the same chemical composition do not have the same dustiness levels.
This clearly shows that the exposure potential of a nanomaterial cannot reliably be
grouped according to their chemical makeup.

In addition to the dustiness indexes, the SRD system can also give information
about the particle size-distributions. Figure 10.5 gives an example of the FMPS and
APS number size-distributions of different TiO2 samples (associated with tests mate-
rials NM-101 to NM-105) in Table 10.2. These NM TiO2 nanomaterial samples were
all included on the OECD Working Party on Manufactured Nanomaterials Test Pro-
gramme. It is worth noting that the particle size-distributions of the different TiO2
nanomaterials vary considerably when measured using these techniques. NM-103
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TABLE 10.2 Examples of Dustiness Data Using the SRD Obtained on 13
Nanomaterials Associated Material

Material XRD Phases Specific surface
area (m2/g)

Respirable
DI (mg/kg)

Inhalable
DI (mg/kg)

Particle
Number (n/mg)

NM-101a Anatase 229–316 24 728 1.10 E6d

NM-102a Anatase 78–82 15 268 0.30 E6d

NM-103a Rutile 51 323 9185 18.0 E6d

NM-104a Rutile 56–57 38 3911 0.41 E6d

NM-105a Anatase–rutile 46–55 28 1020 0.32 E6d

NM-200b SAS 189 293 6459 6.16 E6d

NM-201b SAS 140 218 6034 5.82 E6d

NM-202b SAS 187–204 91 4988 4.13 E6d

NM-203b SAS 190–204 354 5800 6.30 E6d

NM-204b SAS 131–136 1058 24969 8.25 E6d

CaCO3
c Calcite 12–14 2 NA 0.55 E6e

CaCO3

coated for
rubberc

Calcite 28–33 288 NA 32.7 E6e

CaCO3

coated for
adhesivesc

Calcite 21–23 135 NA 10.8 E6e

aRasmussen et al. [47].
bRasmussen et al. [46].
cKA Jensen and M Levin (previously unpublished data from the National Research for the Working Envi-
ronment).
dCPC data.
eFMPS+APS data.

has a clear presence of a size-mode smaller than 100 nm as well as a size-mode at ca.
4 μm. The dust of NM-104 and NM-105 is dominated by particles in the FMPS size
range and has only a limited contribution from particles in the coarser APS size range.
For NM-102, the micrometer size fraction dominates over the FMPS size fraction.
Such differences in size-distributions have significant implications for the estimated
doses deposited in the different regions in the lungs (refer to Fig. 10.1, which shows
the size-dependent particle deposition efficiencies in the airways) as well as specifi-
cations required for filter performance.

10.2.4 The Vortex Shaker (VS) Method

The VS method is a completely new method with regard to standard dustiness testing,
and several different configurations of this method have been proposed over time. In
this section, the background and historical development of the VS test system will be
the main focus.

The VS method comes from an original concept developed first by Baron
et al. [34]. As part of a field study devoted to evaluate the aerosol release during
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Figure 10.5 Particle size-distributions of five TiO2 samples acquired from the OECD Work-
ing Party on Manufactured Nanomaterials test programme. The FMPS and APS particle size
ranges are given in terms of electrical mobility and aerodynamic particle sizes, respectively.

the handling of single-walled carbon nanotube (SWCNT) material, the authors
investigated the release of fine airborne particles (by agitating samples of SWCNT
powders inside a Pyrex centrifuge tube). Depending on the degree of agitation,
particles in the aerodynamic size range between 1 and 10 μm have been measured.
In addition, there was some evidence that one of the two SWCNT materials tested
led to measurement of particles around 200 nm. Few additional tests indicated that
the rate of generating dust particles from the SWCNT materials was approximately
two orders of magnitude below that for fumed alumina (for similar volumes of
material).

Later, this VS concept was further developed by Ogura et al. [48], to make it
suitable for the characterization of aerosol release from different nanomaterial pow-
ders, including carbon materials (nanotubes and fullerenes) and metal oxides. Similar
to the work by Baron et al. [34], the VS was used to characterize the release of
aerosols. The entire particle size range, from about 10 nm to about 20 μm, was mea-
sured. Particle-size selectors (with a cutoff diameter of, respectively, 15 and 2.5 μm)
were added to the sampling train and positioned upstream of the aerosol instruments.
For most of the powders investigated, 0.25, 0.5, and 1 cm3 of powder samples was
employed, with the VS being operated for a few hours at a time. No obvious changes
in the particle size-distributions of the released aerosols were observed, regardless
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of the level of rotation speed (not specified) and the amount (6–360 μg) of the tested
nanomaterials. Findings show modal diameters that range between 300 nm and 3 μm.
In addition, a small fraction below 100 nm was detected for most of the dusts gen-
erated. The dustiness number indexes estimated amongst the samples were shown to
differ by more than two orders of magnitude. Furthermore, it was reported that the
volume of the powder sample had no effect on the final value.

Since 2008, other experimental works have been performed using the VS method
but with different objectives (i.e., other than evaluating the dustiness). The objectives
vary, for example, to generate aerosol to test capabilities of portable instruments (e.g.,
for measuring airborne CNTs [33], or to produce test aerosols for inhalation toxico-
logical studies [49, 50]).

Figure 10.6 shows a schematic illustration of the VS method, as further developed
by Witschger et al. [32]. This design is based on the experimental work by Baron
et al. [34] and Ogura et al. [48]. The design consists of a stainless steel tube (vol-
ume ≈100 cm3) that is continuously shaken in a circular orbital motion (orbit 4 mm,
rotation speed 2000 rpm), and in which a small volume (0.5 cm3) of the nanomate-
rial is placed for testing. High-efficiency particulate arrestance (HEPA) filtered air,
controlled at 50% RH, passes through the tube at 4.2 l/min. This flow rate is nec-
essary not only for the emission of airborne particles from the powder sample but
also to transfer of the aerosol formed to the sampling and measurement section. The
setup developed by Witschger et al. [32] has not only been used for measuring res-
pirable number concentration and its corresponding particle size-distribution but also
for defining the dustiness indexes for the respirable dustiness number index.

In order to rank the dustiness of nanomaterial powders, concentrations in terms
of respirable mass (i.e., DIRM) and respirable number dust indexes (i.e., DIRN) can
be used. Here, DIRM is acquired from measurements taken from the setup illus-
trated in Figure 10.6b, whereas the corresponding DIRN is determined using the setup
illustrated in Figure 10.6a. DIRN is expressed in 1/mg (Fig. 10.6a), whilst DIRM is
expressed in mg/kg. Figure 10.6a also shows the ability of the setup to collect dust
particles for electron microscopy analysis (subsequently to characterize or measure
particle size-distribution of the released aerosol). Overall, the dustiness protocol asso-
ciated with VS method can consist of (i) the use of a respirable selection (before tak-
ing any aerosol measurement/sampling, (ii) CPC (as reference instrument for number
concentration measurement), (iii) MiniParticle Sampler (MPS, Ecomesure, France)
as TEM grid holder, and (iv) ELPI (normal or +, Dekati, Finland) as a size-resolved
aerosol measurement technique (to measure the entire dust particle size range).

Figure 10.7 presents the two dustiness indexes DIRN and DIRM for 15 nanomaterial
powders obtained from the list of nanomaterials in OECD Working Party on Manu-
factured Nanomaterials test program. The powder selection included several carbon
nanotubes, synthetic amorphous silica (SiOx), and TiO2 nanomaterials. The findings
clearly show a large range of values over several orders of magnitude [32, 46, 47, 51].
A similar observation testing different powders was made by Tsai et al. [7]. They
reported significant differences in particle number size-distributions of the released
aerosols. However, size-distribution data for all nanomaterials tested appear bimodal
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ing to Witschger et al. [32]: (a) for measuring respirable number concentration and its corre-
sponding particle size-distribution, and for collecting airborne particles for subsequent electron
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Figure 10.7 Respirable mass and number dustiness indexes of 15 NMs from the JRC nano-
material repository tested with the VS method (data from Witschger et al. [32]).

(with the ratio between the micron and submicron fractions being dependent on the
type of the nanomaterial.

10.2.5 Dustiness Test: Comparison of Methods

It is evident that there are important differences between the various dustiness test
methods described herein. Yet, to date, comparability between the methods has not
been investigated, that is, no data exist across all four methods. In future, however,
it is envisaged that this type of comparison will be established in the ongoing CEN
standardization work. Having said this, there are a few cases in which dustiness data
exist where pairs of methods have been used for the same nanomaterial. These data
enable a comparison for the RD versus SRD as well as between SRD and VS, as is
discussed in this section.

The most elaborate previous comparative study that has been reported is the work
conducted by Tsai et al. [7]. They have investigated the emission characteristics of
nanopowders including TiO2, ZnO, and SiO2 using the RD and the VS. Tsai et al.
expressed the dustiness indexes in terms of particle number concentrations per mass
of powder sample (1/cm3/g), the particle number, and mass size-distributions; the
particle number data were obtained by SMPS and APS. In both the RD and VS meth-
ods used, the mass fractions of dust with sizes smaller than 100 nm were relatively
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very low, which is also in general agreement with other findings when CD, RD,
SRD, and VS are used. In relation to the real-time measurement data, a significant
decrease in particle concentration was observed as function of time for all three pow-
ders in both test systems, but the number concentrations and size-distributions were
observed to differ between the methods. The decrease in particle concentration with
time is, however, not a general feature of powders. Different types of temporal evolu-
tion of particle concentration patterns (ranging from instant to constant dust release
rates) have been reported in experiments conducted using the SRD [5, 17, 19]. Tsai
et al. [7] proposed that the VS method causes a higher drag force on the powder
particles than the RD method. This could result in a higher dispersion energy and
thereby potentially generation of smaller dust particles and higher particle number
concentrations.

The major difference between EN 15051 RD and the SRD test procedures is asso-
ciated with the volume of powder required for the test (35 cm3 in the RD vs. ≤6 g in
the SRD). In addition, due to differences in drum diameters, the powder drop-height
should be lower in the SRD than in the RD. Furthermore, the sampling lines in the
two methods are very different. Dust for gravimetric measurements is collected by
sandwiched PUF filters in the RD method, whereas a respirable cyclone with Teflon
filter and/or an inline inhalable membrane filter is used for SRD. Lastly, unlike the
RD method, the SRD system has a fixed sampling line that not only allows simul-
taneous monitoring using several different real-time measurement devices but also
allows the simultaneous sampling to obtain gravimetrical data. The differences in the
designs and sampling principles between two methods could cause some differences
in the observed data. However, initial comparison based on three respirable dusti-
ness indexes on carbonates (shown in Tables 10.1 and 10.2) suggests relatively high
data comparability between the SRD and RD methods (Fig. 10.8). Having said this,
a much larger data set is needed if a reliable comparison is to be made.

A much larger data set for comparison between the SRD and the VS has
been acquired on nanomaterials from the OECD Working Party on Manufactured
Nanomaterials testing program as part of the NANOGENOTOX project [32]. In
particular, TiO2 (assigned as NM-10#) and synthetic amorphous silica (NM-20#)
were generated using the SRD and VS methods. In agreement with previous data
from Tsai et al. [7], the NANOGENOTOX data show that the VS generates a much
higher mass of respirable dust per kg powder than the SRD. However, a scatter-plot
between the respirable dustiness indexes from the two methods shows a general
linear relationship (with a general factor of 100), but with a relatively high scatter
and a few clear “outliers” (Fig. 10.8). Similar observation has been recorded for
the number-based dustiness indexes, but with even more scatter in the data. Some
of these differences are ascribed to different sampling times, but it is likely that
the different dustiness indexes produced by these two methods are primarily due to
the fundamentally different design of the agitation mechanisms. However, further
research is needed to clarify these relationships, but this requires harmonization
of sampling lines and investigation of the effects of different sampling times in
the VS.
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Figure 10.8 Scatter-plot of respirable dustiness data generated by the RD (left y-axis) and
VS (right Y-axis) plotted against the respirable dustiness data generated by the SRD. The black
line shows the 1:1 relationship for the RD and SRD data, while the gray line shows the 1:1
relationship between the VS and SRD data. Data from Burdett et al. [3]; Witschger et al. [32];
K.A. Jensen and M. Levin (previously unpublished data from the National Research for the
Working Environment).

10.3 CASE STUDIES: APPLICATION OF DUSTINESS DATA

In Section 10.2, we briefly mentioned some of the previous applications of dustiness
data. Till now, most work has been devoted to investigate different methods to
perform and measure dustiness data on nanomaterials. Schneider and Jensen [52]
and Schneider et al. [53] discussed the use of dustiness and dust size-distribution
data for exposure modeling. However, dustiness is also used as a key input
parameter for exposure assessment or scaling in some control banding tools
such as the NanoSafer (http://nanosafer.i-bar.dk/) [14] and Stoffenmanager Nano
(https://nano.stoffenmanager.nl/) [15].

To date, we found only one study that currently has demonstrated the possibilities
for a more elaborate use of the different dustiness parameters [19]. In the work
reported by Levin et al., they assessed and ultimately selected the most suitable
molecular active ingredient powder candidate for the production of a pharmaceu-
tical product. In their assessment, dustiness data were acquired for four different
nanomaterial powders (referred as Pharma #1–#4) using the SRD. Pharma #1
(already in use) was employed as the test reference material. The dustiness data
included dustiness indexes for inhalable dust as well as temporal concentrations and
size-distribution data using real-time measurements with an FMPS and an APS.
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The inhalable dustiness indexes were used to model the potential exposure levels
using the near-field/far-field exposure model from the Advanced Reach Tool [54].
The number size-distributions and number concentrations data were used to assess
filter penetration efficiency through damaged filters, which could lead to product
cross-contamination. The authors found that the inhalable dustiness indexes of
the four different powders were different, ranging from 1036 mg/kg (Pharma #3;
granular powder) to 14,501 mg/kg (Pharma #2; fine powder). All powders generated
dusts with three size-modes located between 66 and 86 nm, 230 and 270 nm, and
between 2.2 and 2.9 μm. The granular powder (Pharma #3) had the lowest dustiness
level, but was shown to release most of the dust in a short burst, as compared with
the other Pharma powders. They concluded that Pharma #3 or alternatively the
already-in-use Pharma #1 were the most favorable powder ingredients; this was
based on the data associated with dustiness indexes, as well as the assessed exposure
levels and particle generation rates.

10.4 SUMMARY

Powder dustiness is defined as the ability of powders to release dust during handling.
In the context of occupational health risk assessment, the dustiness level is tradition-
ally given in milligram per kilogram for specific health-related size fractions, such
as inhalable, thoracic, and respirable dust. The dustiness levels can be used to rank
the dustiness of powders or more specific exposure assessments (when using control
banding or exposure assessment tools, as recommended by among others ECHA and
the OECD). Currently, only one standard (EN 15051) exists, which describes deter-
mination of gravimetric dustiness indexes using the so-called rotating drum (RD) and
continuous drop (CD) methods. The RD and CD methods are also being considered
for CEN standardization in a modified design for dustiness testing of nanomateri-
als along with a miniaturized SRD and the VS methods. In addition to gravimetric
dustiness levels, all nano-specific dustiness test methods also include measurement of
particle number concentrations and size-distributions. This enables reporting of the
number of dust particles generated per mass unit, the temporal dust particle generation
rate, and the size-distribution.

The four dustiness test systems proposed for the new CEN standard on nanoma-
terial dustiness testing are fundamentally very different. The RD and SRD systems
generate dust by repeated lift and drop agitation of a powder sample. The CD pro-
duces dust from continuous feed and drop of “undisturbed” powder, while the VS
generates dust by continuous vibration of the powder. To date, there is still insuffi-
cient data available to enable a thorough comparison between the different methods.
However, analysis using a small data set suggests a linear relationship between the
RD and SRD respirable dustiness indexes and some overall linear correlation between
the dustiness indexes (as determined by the SRD and the VS methods). However, the
dustiness indexes produced by the VS are normally much higher using the measure-
ment protocols that have been hitherto applied.
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The main issue still is the absence of harmonization of methods or fixed protocols
for nanomaterial dustiness testing. Most studies have focused on developing meth-
ods and assessing dustiness characteristics (when using different methods). So far,
only a single study has used dustiness data to establish a more detailed assessment of
the comparability between particle size-distributions (arising from dustiness testing
and at the workplace). Another study used gravimetric dustiness indexes as well as
particle generation rates and size-distributions for exposure assessment modeling, in
order to identify the best suitable powder candidate for a molecular active ingredient
relevant for a pharmaceutical company.

It is envisaged that future work in this area will focus on reaching a final decision
on specific test designs and protocols, toward the development of a CEN dustiness
standard for nanomaterials. Furthermore, a reliable comparison between the four dif-
ferent methods (associated with the upcoming CEN standard) is expected to shed
further light in regards to performance comparability and the potential applications
of the different test results.
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SCANNING TUNNELING
MICROSCOPY AND SPECTROSCOPY
FOR NANOFUNCTIONALITY
CHARACTERIZATION

D. Fujita
Advanced Key Technologies Division, National Institute for Materials Science, Tsukuba
305-0047, Japan

11.1 INTRODUCTION

Analytical techniques under the scanning probe microscopy (SPM) umbrella rely on
the use of a physical probe (sometimes referred to as a tip) in order to raster across a
specimen. It is the interaction between the probe and the surface of the specimen (as
a function of position) that is monitored to produce an image on the basis of theoreti-
cal/experimental assumptions of such interactions. The way the image is obtained can
be seen as “indirect” in nature, as it employs a probe to “see,” much in the same way
as a blind person reading Braille. Currently, there are more than 20 well-established
SPM techniques [1], including atomic force microscopy (AFM), scanning ion con-
ductance microscopy (SICM), tip-enhanced Raman spectroscopy (TERS), and so on.

As previously reported [2, 3], SPM has proved useful for characterizing nanoma-
terials. SPM is not only suited to three-dimensional topography measurements but
also to the characterization of novel properties and functionalities of surface nanos-
tructures on the sub-nanometer scale. An extremely powerful SPM technique is the
scanning tunneling microscopy (STM). This technique was introduced by Binning
and Rohrer at IBM Zurich. In 1981, they provided the first observation of vacuum
tunneling between a sharp tip and a platinum surface.

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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STM measurements are based on quantum mechanical phenomenon called quan-
tum tunneling. Consider a potential barrier and an electron with energy smaller than
the potential barrier. According to classical mechanics, the electron cannot travel
across the barrier. However, if the thickness of the barrier is in the nanoscale, then
quantum mechanics allows a small number of electrons to traverse through the bar-
rier (referred to as quantum tunneling). Thus, STM is based on the concept of the
quantum mechanical tunneling of electrons. When a conductive sharp tip is brought
to the proximity of a conductive sample’s surface, a bias voltage applied between
two electrodes to allow electrons to tunnel through the insulating gap between them.
The tunneling current is a function of tip-surface separation, applied voltage, and the
local density of states (LDOS) of the sample surface. The high vertical resolution
and sensitivity of STM is thus governed by the exponential dependence of tunneling
current on the tip–sample separation. The use of an atomically sharpened tip allows
the production of molecular or atomic resolution of STM images.

STM image can be acquired in two modes: constant-current and constant-height
modes. In the constant-current operation, the height image represents a constant
charge density contour of the sample surface. In the constant-height operation,
the current image scan can be related to charge density. The scanning tunneling
spectroscopy (STS) is one of the spectroscopic measurement modes of STM, which
provides information on the electronic structure of the sample surface by probing
the current as a function of energy or applied bias voltage.

STM is a useful method for nanomaterial characterization and an especially power-
ful tool for analyzing the surfaces of conductive nanometer-scale materials [4]. Fur-
thermore, various nanometer-scale materials with low-dimensional structures have
recently been fabricated by using STM nanoprobe technology and where STM/STS
methods have been applied to exploring their unique properties [5–7]. Also, it has
been shown that with STS, it is possible to probe the site-specific LDOS of the
top-most surfaces on the atomic scale.

Nanomaterials are often exploited commercially because of their interesting
nano-features and novel nanofunctionality. They can exhibit unique properties,
which can be attributed to their small size and low dimensionality compared with
their bulk counterparts. For example, quantum mechanical effects can manifest at
the nanoscale. Although such effects can manifest even at room temperature, they
can be made more obvious under extreme environments. Hence, to make STMs
powerful enough to characterize novel surface nanomaterials, it is important to
achieve so-called true atomic-scale analyses under such extreme environments (such
as low temperatures (LTs), high-magnetic fields, and ultrahigh vacuums (UHVs)).

There are several important advantages when STM is conducted under extreme
environments. First, at low-temperature (LT) environments, thermal disturbances
such as phonon-scattering events decrease. The consequent is an increase in the
mean free path and the coherence length of electrons, which subsequently enhances
the manifestation of various quantum effects (where the wave–particle duality of
electrons is involved). Mesoscopic-scale quantum effects such as standing-wave
formation in a two-dimensional electron gas (2DEG) [6], the Kondo resonance
around single magnetic atoms [7], the single-electron tunneling (SET) effect in metal
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nanoparticles [8], and the inelastic tunneling effect in molecules [9] are typical quan-
tum effects at the nanoscale level. Another important nanoscale quantum-mechanical
phenomenon appearing at LTs is superconductivity in classical and high-temperature
superconductors [10]. In relation to STM/STS imaging, the LT conditions will mean
that thermal drift of the STM instrument and the thermal smearing of the LDOS
are significantly reduced with decreasing temperature. Subsequently, this will result
in high-energy-resolution STS imaging on the atomic scale and the feasibility to
acquire the image under relatively long duration (>hours) time. Second, when the
STM is operated under a high-magnetic-field (HMF) environment, such an extreme
environment has been shown to play important role in controlling the spin states of
magnetic-material surfaces [11] and atomic-scale structures [12], the manipulation
and measurement of superconducting states [13], and the observation of Landau
quantization in 2DEG [14, 15]. Third, the use of UHV environments, where the
pressure is kept at less than 1× 10−7 Pa, is advantageous as such condition is a
pre-requisite for standard surface-chemical analysis. It is generally more favorable
to have UHV environments with a pressure of the order of 10−9 Pa or even below for
detailed STM/STS imaging analyses in which a sufficiently prolonged duration of
analysis is required. Furthermore, the UHV environment (with minimized residual
gas) is required to ensure high purity and allows extremely clean surfaces [16] to
preserve clean atomistic structures prepared on sample surfaces. Figure 11.1 depicts
an illustration of an STM system working under combined extreme conditions of
UHV, very low temperature, and very high magnetic field.

This chapter presents state-of-the-art STM/STS when the instrument is operated
under extreme conditions (of LT, HMF, and UHV). The chapter focuses on various
topics associated with this state-of-the-art technology, including a brief history, how
STM is able to measure the LDOS of a material, and several examples showing the
usefulness of such a technology in different applications.

Electron wave

LDOS

Photon

Spin

Spintronics/magnetism

Landau quantization

Quantum effect

superconductivity

Clean surfaceAtom manipulation

Nanocharacterization under extreme environments

Ultrahigh vacuumUltrahigh vacuum

Low temperatureLow temperatureMagnetic fieldMagnetic field STM

Probe

Figure 11.1 Schematic representation of STM nanoscale characterization under extreme
environments for novel nanofunctionality research.
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11.2 EXTREME FIELD STM: A BRIEF HISTORY

The instrumentation for LT-STM with an externally applied HMF was initially pro-
moted in the late 1980s to investigate superconducting states [13]. It was reported that
the application of external magnetic fields between two critical fields of HC1 and HC2
to a type-II superconductor induces an Abrikosov flux lattice to emerge with marked
spatial variations in the surface electronic structures. With an increased magnetic
field, the vortex spacing decreases. Due to the pronounced vortex–vortex interac-
tions, the array of vortices is formed into a hexagonal lattice. The first direct STM
observation of the Abrikosov flux in NbSe2 was achieved by Hess et al. at 1.8 K [13].

In the early 1990s, further efforts toward constructing atomic-resolution STM/STS
in more extreme environments were made, where lower temperatures (T <∼1 K)
and higher magnetic fields in a UHV or cryogenic vacuum were aimed at. The first
high-energy-resolution STS measurements below 1 K were achieved again by Hess
et al. using a helium three (3He) refrigerator [17]. The STM was operated at 300 mK
with an energy resolution improved to 100 mV, which clarified the detailed struc-
tures of Abrikosov vortex cores in NbSe2. One year later, they developed an ultralow
temperature STM operated at 50 mK using a 3He–4He dilution refrigerator [18]. Stim-
ulated by the pioneering achievements of Hess et al., other groups followed and
constructed novel STMs with lower temperatures, higher magnetic fields, higher spa-
tial resolutions, and lower base pressures. For example, Schulz and Rossel developed
a UHV compatible LT (7 K) and an HMF (8 T) STM based on a 4He cryostat with an
in situ tip/sample exchange facility in a UHV [19].

In the late 1990s, Davis et al. developed a high spatial and energy resolution
STM/STS operated in very-low-temperature (T=∼240 mK), variable-magnetic-field
(up to 7 T), and cryogenic-UHV environments using 3He refrigeration [20]. Highly
improved imaging and spectroscopic quality were proved by atomic-resolution imag-
ing on superconducting materials. However, a cryogenic vacuum is only suitable for
samples whose clean surfaces can be prepared by in situ cleaving. Just after a truly
UHV-compatible LT-HMF-STM using a 3He refrigerator had been constructed by
Kugler et al. [21], Wiebe et al. completed the construction of an LT-HMF-UHV STM
system using a 3He refrigerator. The system contained a standard surface-analysis tool
for preparing and characterizing tips and samples, which could achieve spin-resolved
STS measurements [22].

Although ultralow temperatures (T<∼100 mK) can be attained by using dilution
refrigeration, the addition of a true UHV to a dilution-refrigerated STM is difficult to
achieve (since its operation is much more complicated). However, Fukuyama et al.
had succeeded in constructing a UHV-compatible LT (30 mK)-HMF (6 T)-STM
[23, 24].

11.3 STM/STS FOR THE EXTRACTION OF SURFACE LOCAL DENSITY
OF STATES (LDOS): THEORETICAL BACKGROUND

Energy-resolved STM or STS has been a powerful tool in mapping the LDOS in
the topmost layer of conductive materials. The theoretical approach to describing
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Figure 11.2 Schematic representation of geometry of STM tip in Tersoff–Hamann model.
Tip apex with distance d from sample surface is assumed to have a hemispherical shape with
a curvature radius R.

the electron-tunneling process within first-order time-dependent perturbation theory
was first described by Bardeen in 1961 for a planar metal–insulator–metal structure
[25]. Bardeen’s transfer Hamiltonian approach was applied to an STM configuration
by Tersoff and Hamman using a simple model for the tip [26]. The geometry of the
STM tip and sample surface is schematically shown in Figure 11.2. The tunneling
current, I, with an applied bias voltage, V, of the sample electrode relative to the tip
electrode can be evaluated by summing over all the relevant states, expressed as the
following equation:

I = 2𝜋e
ℏ

∑
𝜇,𝜈

f (E
𝜇
)[1 − f (E

𝜈
+ eV)]|M

𝜇𝜈
|2𝛿(E

𝜇
− E

𝜈
) (11.1)

Here, f(E)= {1+exp[(E–EF)/kBT]}−1 is the Fermi–Dirac distribution function
(FDDF), where EF represents the Fermi energy and kB represents Boltzmann’s
constant. M

𝜇𝜈
is the tunneling matrix element between the electronic states, 𝜓

𝜈
, of

the sample surface (𝜈) and the 𝜓
𝜇
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.

At LTs, the FDDFs can be approximated by unit step functions. Within the limits of
LTs and small applied voltages (<∼10 meV for metal–metal tunneling), the tunneling
current becomes

I = 2𝜋e2

ℏ

V
∑
𝜇,𝜈

|M
𝜇𝜈
|2𝛿(E

𝜈
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− EF) (11.2)

According to Bardeen’s consideration, the tunneling matrix element, M
𝜇𝜈

, can be
expressed as

M
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= − ℏ
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2m∫
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) (11.3)
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Integration has to be carried out over the entire surface lying under the vacuum
barrier. Within the Tersoff–Hamman model, the tunneling matrix element is evaluated
within s-wave approximation for the tip where only s-like electronic states (orbital
quantum number l= 0) are considered. By assuming that the tip apex and the sample
surface have an identical local potential barrier height, 𝜙, the tunneling current is then
given by

I ∝ V ⋅ 𝜌t(EF) ⋅ exp(2𝜅R) ⋅
∑
𝜈

|𝜓
𝜈
(r0)|2𝛿(E𝜈

− EF)

where 𝜅 =
√

2m𝜑

ℏ

(11.4)

Here, 𝜌t(EF) is the LDOS of the tip apex at the Fermi level, 𝜅 is the decay constant,
R is the curvature radius of the tip apex, and r0 represents the center of curvature of
the tip apex. It should be noted that the sum in Equation 11.4 represents the surface
LDOS, 𝜌t(EF, r0), at the Fermi level, located at the center of curvature r0 of the tip
apex.

𝜌s(EF, r0) =
∑
𝜈

|𝜓
𝜈
(r0)|2𝛿(E𝜈

− EF) (11.5)

Equations 11.4 and 11.5 suggest that the surface LDOS is constant if the tunneling
current is kept constant. Therefore, within the approximations of LTs (T≅ 0 K), small
bias voltages (V ≪ 𝜙), s-like tip states, and identical local barrier heights (LBHs),
STM images obtained in the constant current mode (CCM) can be regarded as contour
maps of surface LDOS at around the Fermi level, evaluated at the location of the
tip apex.

A more general relation between tunneling current I and surface LDOS can be
evaluated by converting the sum of Equation 11.4 into the integral over all the rele-
vant states. By assuming that the magnitude of the tunneling matrix element (TME)
does not change appreciably in the energy regions of interest and the temperature is
sufficiently low to consider the FDF as a step function, tunneling current I can be
expressed as

I ∝
∫

eV

0
𝜌s(r0,EF + E) ⋅ 𝜌t(EF − eV + E)dE (11.6)

Equation 11.6 indicates that tunneling current I is proportional to the convolution
product of the surface LDOS, 𝜌s(r0), and the tip LDOS, 𝜌t, over an energy range, eV.
It should be noted that the LDOS of the tip and sample contribute to the tunneling
current in a symmetric way. To extract the LDOS of the sample with tunneling spec-
troscopy, a further assumption is required. Provided that the LDOS of the tip apex is
almost constant or weakly varying (d𝜌t/dV≅ 0), the derivative of Equation 11.6 can
be expressed as

dI
dV

(V) ∝ 𝜌s(r0,EF + eV) (11.7)
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Thus, the differential tunnel conductance, dI/dV, as a function of applied bias volt-
age V can be considered as a representation of the energy-resolved LDOS of the
sample surface at the location of the tip apex, r0, and at energy EF + eV. It should be
noted that this equation is only valid for small bias voltages.

More general cases including higher bias voltages can be treated by introducing a
transmission coefficient, T(E, V, s), where tunneling current I is given by

I ∝
∫

eV

0
𝜌s(EF + E)𝜌t(EF − eV + E)T(E,V , s)dE (11.8)

Here, s denotes the effective distance (s= d+R) between the tip and the sample.
For a trapezoidal tunnel barrier, the transmission coefficient, T, may be calculated
using the Wentzel–Kramers–Brillouin (WKB) method of approximation [27] as

T(E,V , s) ≅ exp

(
−2s

{
2m
ℏ2

(
𝜑s + 𝜑t

2

)
+ eV

2
− E

}1∕2
)

(11.9)

Here, 𝜙t is the work function of the tip and 𝜙s is that of the sample. Based on
Equation 11.8 for the tunneling current, the differential tunnel conductance, dI/dV(V),
can be expressed as follows (with the assumption that the LDOS of the tip is a constant
(d𝜌t/dV≅ 0)):

dI
dV

(V) ∝ 𝜌s(r0,EF + eV) 𝜌t(EF) T(eV ,V , s)

+
∫

eV

0
𝜌s(EF + E) 𝜌t(EF + E − eV) d

dV
T(E,V , s)dE (11.10)

Since transmission coefficient T with applied voltage V increases monotonically, the
second term of Equation 11.10 generally contributes to a monotonic increase in the
background at high bias voltages. Therefore, the structures appearing in dI/dV(V) can
be attributed to the structures of the LDOS of the sample expressed by the first term.

To extract the LDOS of the sample from the dI/dV(V) curves containing the effect
of the voltage-dependent increase in the transmission coefficient, a good method of
approximation was proposed by Feenstra et al. [28]. They used the normalization of
differential conductance dI/dV(V) by total conductance I/V. The LDOS of the sample
can be approximated by the normalization, which is equivalent to the logarithmic
derivative of the tunneling current as

𝜌s(EF + eV) ∝ dI
dV

/
I(V)

V
= d ln I

d ln V
(11.11)

This method can mostly extract the dependence of transmission coefficient T on dis-
tance s between the tip and the sample and on applied bias voltage V.
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11.4 SCANNING TUNNELING SPECTROSCOPY (STS) AT LOW
TEMPERATURES: BACKGROUND

The differential tunnel conductance, dI/dV(V), can directly be measured with a lock-in
detection technique, or it can be computed from the I–V curves by numerical differ-
entiation. In the lock-in detection technique, a high-frequency sinusoidal modulation
voltage (Vm sin 𝜔t) is added to the constant bias voltage, V0, applied between the tip
and the sample. Thus, tunnel current I under the total applied bias voltage, V, can be
expressed as

I(V) = I(V0 + Vm sin𝜔t) (11.12)

Provided that the superimposed modulation voltage, Vm, is much smaller than
constant-DC bias-voltage V0, Equation 11.12 can be Taylor-expanded as

I(V) = I(V0) +
( dI

dV

)
Vm sin𝜔t + 1

2

(
d2I
dV2

)
(Vm sin𝜔t)2 + Δ

= I(V0) +
( dI

dV

)
Vm sin𝜔t +

V2
m

4

(
d2I
dV2

)
(1 − cos𝜔t) + Δ (11.13)

By detecting the amplitude of the in-phase (𝜔) signal as a function of the applied
DC bias voltage using a lock-in amplifier, a spectrum of differential tunnel conduc-
tance dI/dV(V) can be extracted, which can be attributed to the surface LDOS at the
specified location [29, 30].

A spatially resolved image of the surface LDOS can be obtained simultaneously
with constant current imaging by recording the dI/dV signals when the probe is
scanned over the surface. It is not difficult to obtain differential tunnel conductance
imaging with atomic-scale lateral resolution, only if measured with an optimized tip
at LTs in a UHV [31]. Furthermore, by applying a two-dimensional (2D) fast Fourier
transform (FFT) to energy-resolved surface LDOS images obtained in real space,
it is possible to extract valuable information related to the 2D k-space, such as 2D
reciprocal lattices, 2D Fermi surfaces, and 2D band mapping.

The energy resolution of tunneling spectroscopy observed at finite temperatures is
mainly limited by the thermal broadening of the FDDF, f(E), and by the amplitude of
the modulation voltage, Vm, if the method of lock-in detection is used. Thermal broad-
ening width ΔEthermal can be evaluated as the full width at half maximum (FWHM)
of the convolution function of the FDDFs for the tip and the sample [32]. The depen-
dence of the convolution function on temperature is plotted in Figure 11.3. Thermal
broadening width ΔEthermal deduced from the FWHM of the convolution functions
is approximately 3.5 kBT, which is consistent with the thermal width evaluated as
the FWHM of the differential FDDF [33]. Note that thermal energy kBT at room
temperature (RT) is ∼26 meV.

Figure 11.3 suggests that the amount of thermal broadening can be significantly
diminished by lowering the temperature. Since ΔEthermal can be estimated as low as
∼300𝜇eV at T= 1 K, a very LT environment is necessary for high-energy-resolution
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Figure 11.3 Dependence of convolution function on temperature obtained by convoluting
FDDF with itself.

tunneling spectroscopy. Such high-energy-resolution STS is a powerful tool espe-
cially for detailed studies on the surface electronic states of superconducting materials
[10].

At LTs, intrinsic energy resolutions caused by the measurement mode and elec-
tronic noise become more dominant. In the measurement of differential tunnel con-
ductance using lock-in detection, the amplitude of the modulation voltage, Vmod,
contributes to the energy resolution of spectroscopy as ΔEmod ≅ eVmod. Due to elec-
trical noise in an STS measurement system, uncertainties or fluctuations in V0 also
cause intrinsic energy broadening ΔEnoise. Consequently, the total energy resolution,
ΔE, can be expressed as

ΔE =
√

ΔE2
thermal + ΔE2

mod + ΔE2
noise (11.14)

Therefore, the amplitude of modulation voltage should be as low as∼100 μeV or even
lower to enable superconducting energy gaps of about the order of millielectron volts
[13, 20] to be precisely measured.

11.5 STM INSTRUMENTATION AT EXTREME CONDITIONS:
SPECIFICATION REQUIREMENTS AND DESIGN

In order to keep the surface clean for a sufficiently long duration (for sample transfer,
cooling, and measurement), true UHV environments with base pressures of ∼10−8 Pa
or better are preferred. The concept of monolayer formation time tml is helpful in
understanding the quality of UHVs [34, 35]. According to kinetic theory, the time to
saturate a surface with a monolayer of molecules is a function of the molecular arrival
rate, Γ, and the molecular size, d0. Assuming that the sticking coefficient is unity, the



�

� �

�

240 SCANNING TUNNELING MICROSCOPY AND SPECTROSCOPY

time to form a monolayer is

tml =
1

Γd2
0

= 4

nvd2
0

(11.15)

where n is the particle density and v is the average velocity. At RT, 1% of a monolayer
of air will form in about 250 s at a pressure of 10−8 Pa. Fortunately, since the residual
gas in UHV is mainly hydrogen, the sticking coefficient is less than unity, resulting
in the longer formation time.

In low-temperature environments where various quantum-mechanical effects are
expected to be observed, the temperature to be achieved should be that of liquid 4He
or lower (T<∼4 K). To observe the integer quantum Hall effect (QHE) in 2D-electron
systems at LTs, magnetic fields higher than several teslas are required. Furthermore,
to achieve an atomic-resolution of STS measurement extreme environments of low
temperature (LT), HMF, and UHV, are required.

A schematic representation of UHV-LT-HMF STM based on the single-shot 3He
refrigerator is illustrated in Figure 11.4 [16]. A sub-kelvin temperature as low as
∼350 mK can be achieved by using a one-shot type 3He refrigerator. To generate a
variable HMF, a superconducting magnet made of NbTi alloy is usually employed
for magnetic fields of less than ∼11 T. Although the superconducting critical tem-
perature, Tc (∼9 K), and upper critical field Hc2 (∼12 T at 4.2 K) are relatively low,
NbTi wire is widely used for superconducting magnets due to its excellent mechanical
properties. The superconducting magnet (in Fig. 11.4) is made of an NbTi solenoid
with a bore diameter of ∼70 mm. It is installed in the bottom of a 4He bath, and can
provide homogeneous magnetic fields up to 11 T that are perpendicular to the sam-
ple surface at 4.2 K. When a magnetic field higher than ∼11 T is required, Nb3Sn,
a superconducting intermetallic compound, is employed. Since the superconducting
critical temperature Tc (∼18 K) and upper critical field Hc2 (∼25 T at 4.2 K) of Nb3Sn
are superior, it is possible to generate an HMF of ∼22 T with a reduced bore diameter.
However, the maximum field attained in a UHV-LT-HMF STM is still 12 T at 4.2 K
and 14 T at 2.2 K by using a lambda fridge [22]. To increase the maximum field, it
is necessary to develop a much more compact STM head that can be installed in a
narrower bore space. If a UHV environment is not required, further increase in the
magnetic field (higher than 30 T) can be accomplished by using a hybrid magnet,
which is composed of an outer superconducting magnet and an inner water-cooled
Cu magnet.

A UHV-LT-HMF STM system normally consists of several vacuum chambers for
STM/STS, sample preparation, and load-locking. These UHV chambers should be
installed on an external vibration-isolation system normally composed of air spring
legs. Levitating the system effectively dampens low-frequency vibrations originating
from the floor. To damp medium-frequency vibrations originating from the reso-
nances of the refrigerator, chambers, and other attached equipments, the STM head is
suspended with CuBe tension springs from the bottom of the 3He pot. To efficiently
conduct heat to achieve a rapid thermal equilibrium, fine copper-wire bundles are
used to connect the STM head to the 3He pot.
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Figure 11.4 Schematic view of UHV-LT-HMF STM based on single-shot 3He refrigeration
system. Load-lock and preparation chambers are not shown (adapted from Sagisaka et al. [16]).

The STM head itself should be constructed so that it is rigid and compact to
make its resonance frequency as high as possible, which effectively eliminates the
high-frequency vibration caused by the resonances of the piezo-elements. By using
this double-vibration damping system, routine imaging at atomic level is possible.
It is possible to change the sample and tip in situ (by using a transfer rod from the
preparation chamber without breaking the vacuum). After the sample and tip have
been changed, the sample access column is baffled at the level of the 1-K pot using a
gold-plated copper plug to block RT radiation to the sample and tip.
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The UHV chambers are made of nonmagnetic materials such as 300 series
austenitic stainless steels. Types 304 and 316 are the most commonly used stainless
steels for vacuum and cryogenic uses. To reduce the outgassing rate from the walls
of UHV chambers, the inner wall should be mirror-finished by electro-polishing
and degassed in a vacuum at sufficiently elevated temperatures. Pressure P (Pa)
in a vacuum system is generally given by the relation of P= qA/S, where q is the
outgassing rate (Pa⋅m3/m2 =W/m2) of the chamber wall, A is the inner surface area
(m2), and S is the pumping speed (m3/s) of the vacuum pump. The outgassing rate
of stainless steel after normal baking is typically ∼10−8 W/m2 [34]. The load-lock
chamber (typically A ∼0.1 m2) pumped by a turbo molecular pump (S ∼0.25 m3/s)
can achieve a pressure of ∼10−8 Pa.

The UHV requirements for the STM and preparation chambers are much more
rigid. A base pressure of ∼10−9 Pa is typically expected. To maintain a sufficient
pumping speed in the UHV region, titanium sublimation pumps (TSPs) with
liquid nitrogen (LN) shrouds and high-performance ion pumps (IPs), are normally
employed as the main pumps. The use of nonevaporable getter (NEG) pumps with the
assistance of IPs is suitable for a system that should be operated without a magnetic
field. A thorough degassing of the materials used in UHV is especially effective
in reducing the increase in outgassing rates. After the vacuum system is properly
baked, it is possible to achieve an extremely high vacuum (P<∼1× 10−9 Pa).

Although ionization gauges are normally used in the UHV region, they have a
background limit of ∼10−8 Pa at which the ionization particle current is equal to the
background photocurrent caused by soft X-rays generated by bombarding the grid
with electrons. Extending the operating region below 10−8 Pa, the use of an extractor
gauge is recommended, which has an X-ray limit of 2× 10−10 Pa [35].

The preparation chamber should be equipped with various apparatuses for clean-
ing tips, cleaning and annealing sample surfaces, depositing thin films, and monitor-
ing deposition amounts. Finally, tip preparation optimized for high-resolution imag-
ing and tunneling spectroscopy is an especially important factor for consideration.

11.6 STM/STS IMAGING UNDER EXTREME ENVIRONMENTS: A
REVIEW ON APPLICATIONS

11.6.1 Atomic-Scale STM Imaging

When STM works in extreme environments of low temperature and high magnetic
fields, researchers have shown that atomic-resolution has been achieved on clean
surfaces of various materials such as metals, semiconductors, semimetals, and super-
conductors [16]. Two typical examples are shown in Figure 11.5. Figure 11.5a shows
the feasibility of achieving atomic on a reconstructed Si(001) surface, when STM
imaging was acquired under very LTs, that is, below 1 K. The reconstructed Si(001)
surface is shown to be composed of a buckled dimer structure. True atomic resolution
in STM imaging is required to clarify the buckled dimer structure in detail. One of
the difficulties in the high-resolution STM imaging of a semiconductor surface is the



�

� �

�

STM/STS IMAGING UNDER EXTREME ENVIRONMENTS: A REVIEW ON APPLICATIONS 243

Si(100)

V = + 1.7 V, I = 70 pA, T = 670 mK V = −1 mV, I = 600 pA, T = 500 mK, B = 5T

2 nm 1 nm

Graphite(0001)

(a) (b)

Figure 11.5 Atomic-resolution STM images taken by UHV-LT-HMF STM using 3He refrig-
eration. (a) Constant current STM image of reconstructed Si(001) surface at 670 mK, exhibiting
single phase of c(4×2) reconstruction. (b) Constant current STM image of highly oriented
pyrolytic graphite (0001) surface at 500 mK and 5 T.

significant decrease in conductivity due to carrier freeze at LTs [36]. It consequently
requires low-noise STM operation with a small tunneling current. Another difficulty
is to achieve a true UHV environment. To prepare a low defect density Si(001) sur-
face, a clean environment with a low vacuum pressure maintained below 1× 10−8 Pa
during flashing at ∼1420 K is required [37]. Such difficulties have meant that the
true ground state of the Si(001) surface at LTs has been a matter of controversy for
decades, and has attracted significant interest from experimental and theoretical sur-
face physicists [38–44]. The proposed surface structures for the ground state are static
(2×1), dynamic (2×1), c(4×2), and p(2×2). As shown in Figure 11.5a, the surface of
an n-type Si(001) wafer at 670 mK exhibits c(4×2) periodicity, which enabled us to
conclude that c(4×2) structure is the most stable phase at very LTs.

Figure 11.5b shows a constant-current topography STM image of a (0001) sur-
face of highly oriented pyrolytic graphite (HOPG). Atomically resolved imaging was
achieved at a very LT (T= 500 mK) and in an HMF of 5 T (applied normal to the sur-
face). It should be noted that atomic-resolution imaging on the HOPG (0001) surface
could be attained even by using a very low bias voltage of −1 mV. This indicates that
the detailed LDOS analysis of a 2D electronic system around the Fermi level is highly
feasible even in the combined extreme environments of VLT, HMF, and UHV.

To date, there have been few reports on the atomically resolved STM imaging of
metal surfaces below 1 K in UHV; this is mainly due to their relatively small corru-
gations [16]. To evaluate the imaging quality of the VLT–STM system, an Au(111)
surface was selected because it is the only face-centered-cubic (fcc) metal whose
(111) surface reconstructs itself. Figure 11.6 shows an atomically resolved image of a
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Figure 11.6 (a) Atomic resolution imaging of Au(111) 22×
√

3 surface at 650 mK using
VLT-UHV STM with 3He refrigeration system. (b) Schematic representation of cross-sectional
profile of reconstruction.

reconstructed Au(111) surface at 655 mK in UHV. The image clearly resolves the sur-
face gold atoms aligned in a 22×

√
3 reconstruction and the two bright stripes within

the reconstructed unit cell. These features are consistent with the proposed model for
the reconstructed Au(111) surface [45]. The observed ridges, called “soliton walls,”
are interpreted as transition regions consisting of bridge-site atoms, which separate
fcc-type stacking (ABC… ) and hexagonal-closed-packed (hcp) stacking (ABA… )
regions. The formation of zigzag patterns is characteristic of herringbone reconstruc-
tion, and can be explained by the spontaneous formation of “stress domains” to reduce
the uniaxial surface stress [46].

11.6.2 Interference of Low-Dimensional Electron Waves

Low-dimensional surface states may exist on some surfaces of metals, semicon-
ductors, and alloys [47–49]. For example, Shockley-type surface states have been
observed on the close-packed surfaces of noble metals such as Au(111), Ag(111),
and Cu(111) by band mapping using angle-resolved photoelectron spectroscopy
[50]. These surface state bands in the center of the surface Brillouin zone have
shown parabolic dispersions in the gaps of the projected bulk states. Therefore, the
surface-state electron system can be considered as a 2D nearly free electron gas.
These free electrons in the 2D surface states may be scattered by potential barriers
such as adatoms, point defects, and surface monatomic steps. Quantum mechanics
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Figure 11.7 Constant-current STM images and simultaneously obtained dI/dV images of
reconstructed Au(111) surface at very low temperatures and under different perpendicular mag-
netic fields. (a) T= 650 mK and B= 0 T (V=+10 mV, I= 100 pA). (b) T= 833 mK and B= 6 T.
Inset 2D FFT of dI/dV image. (c) T= 897 mK and B= 10 T (V=+10 mV, I= 150 pA).

suggests that the interference of incident and scattered electron waves at around
potential barriers results in standing-wave formation, or spatial modulation of the
LDOS of the surface-state electrons. The direct observation of the spatial modulation
of the LDOS caused by 2D wave interference in the vicinity of defects was first
demonstrated on a Cu(111) surface by Crommie et al. with a UHV-LT STM [49].
Following their findings, various surface states on metal surfaces, such as Au(111),
Ag(111), and Be(0001), were studied under UHV and LT conditions [33, 51–53].

A constant-current topography and a corresponding dI/dV image of Au(111) sur-
faces in a very LT environment at 650 mK under a zero magnetic field is shown in
Figure 11.7a. The STM topography image shows a dominant long-range superstruc-
ture and an overlapping wavy structure caused by standing wave formation of the
surface state electrons. Since the STM imaging was operated at around the Fermi
level (V= 10 mV), the dI/dV imaging enabled real-space visualization of the surface
LDOS. This is why the dI/dV imaging can visualize the spatial modulation of LDOS
much more clearly. The surface 2D wave vector, k// = (kx

2+ky
2)1/2, is related to the

2D wavelength, 𝜆= 2𝜋/k//.
The spatially modulated LDOS, n(k2D, x), at a distance from a scattering center

such as a monatomic step is expressed [54] as

n(k∕∕, x) = n0[1 − J0(2k∕∕x)] (11.16)
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Here, J0 is the zeroth-order Bessel function, and n0 is the LDOS of a 2DEG in the
absence of scattering. By applying a 2D FFT to the STM image containing the stand-
ing wave patterns near the Fermi level, k-space mapping of the surface 2D wave
vectors can be extracted [55]. The FFT operation of a constant-current or dI/dV image
visualizes a ring with a radius of 2 k// in the case of a 2D nearly free electron gas, due
to its isotropic wave propagation. If the bias voltage is very close to the Fermi level
(V ∼1 mV), then k-space imaging can extract 2D Fermi contour mapping. In the case
of Au(111), k// is equal to the 2D Fermi wave vector kF (=1.73 nm−1). Applying a
variable high-magnetic field to the 2D free electron gas on the reconstructed Au(111)
surface may affect the trajectory of charged particles due to Lorentz force and change
the standing wave patterns, as shown in Figure 11.7b,c. The 2D FFT of the LDOS
(dI/dV) image under an HMF (6 T) has a circular 2D Fermi contour, suggesting that
there is no significant effect on isotropic 2D wave propagation or the magnitude of the
Fermi vector. The origin of the apparent change in contrast in the LDOS images under
HMFs is not yet well understood since it also depends on the electronic condition of
the tip [56].

11.6.3 INTERESTING PHENOMENA RELATED TO HIGH-MAGNETIC
FIELDS

To understand the effects of high-magnetic fields on STM/STS imaging, we need
to understand the motion of low-dimensional electrons in a magnetic field. In the
presence of a magnetic field, B, that is applied perpendicularly to the x–y plane, the
resulting Lorentz force causes 2D electrons with an effective mass, meff, and a kinetic
energy, E, to move in circular cyclotron orbits perpendicular to the field, which is
called cyclotron motion. The angular frequency, 𝜔c (cyclotron frequency), and the
radius, Rc (cyclotron radius), of the circular orbit are expressed as

𝜔c =
||||

eB
meff

|||| , Rc =
v
𝜔c

=
√

2meffE

|eB| (11.17)

where v is the constant magnitude of the velocity.
It is possible to reduce cyclotron radius Rc in the HMF down to the nanometer

scale, which is comparable to the wavelength of 2D surface state electrons. The
plane-wave-like motion of the electron waves in the x–y plane may be affected at
the nanometer scale. Consequently, standing wave patterns will be formed by the
superposition of waves with different propagation directions.

In the presence of a high-magnetic field parallel to the z axis, the formation of
cyclotron orbits in the x–y plane changes the nature of wave functions from a plane
wave extending over the whole x–y plane to a localized one on a length scale of
the order of the cyclotron radius. As a result, the continuous DOS for the 2DEG in
the absence of the magnetic field changes into a series of 𝛿-functions called Landau
levels, as shown in Figure 11.8. The energy of the nth Landau levels can be given as

𝜀n =
(

n + 1
2

)
ℏ𝜔c n = 0, 1, 2, 3, … (11.18)
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Figure 11.8 Schematic representation of Landau quantization of 2D electron system. By
applying high-magnetic field perpendicular to x–y plane, continuous DOS collapses from con-
stant for 2D system to series of discrete levels called Landau levels.

The energy intervals, ℏ𝜔c, of the adjacent Landau levels are dependent on the effec-
tive mass, meff, of electrons and the applied magnetic field, B. The length scale, lB,
called the magnetic length, sets the scale of the spread of the wave function of the
lowest Landau level, which is given by

lB =
√

ℏ

meff𝜔c
=
√

ℏ

|eB| (11.19)

Magnetic length lB depends only on the magnetic field and not on effective mass
meff of the 2D electrons. In the presence of an HMF, for example, B= 10 T, magnetic
length lB is approximately 8 nm.

If the temperature is sufficiently low and the magnetic field is sufficiently high, it is
possible to observe Landau quantization by using LT-HMF-UHV STM for the 2DEG
with a relatively small effective mass. Wildör et al. chose a clean InAs(110) surface
to illustrate this point. This surface was chosen because of its small effective mass at
the conduction band edge, meff = 0.023me, where me is the static mass of the electrons
[14]. They demonstrated the quantization of conduction electrons into Landau levels
in an external magnetic field. Morgenstern et al. observed Landau quantization on an
adsorbate-induced 2D electron system at a cleaved InAs(110) surface with submono-
layer iron deposition [57]. Theoretically predicted drift states [58], with a width of
about the magnetic length, were observed in real space.

The sharp 𝛿-function-like DOS of the Landau levels can be virtually achieved
only in an ideal system where 2D electrons are never scattered. In practice, electrons
are scattered by other electrons or by imperfections in materials such as impurities,
phonons, and defects. Therefore, the levels are broadened as shown in Figure 11.8.
The states close to the peaks represent mobile electrons, which are called extended
states because they are believed to extend throughout the plane. The states close to
the troughs are called localized states and represent localized nonconducting elec-
trons. The width of the Landau levels depends on a finite lifetime, 𝜏, between the
scattering events (Γ=ℏ/𝜏). If the energy separation of the Landau levels (ℏ𝜔c) does
not sufficiently exceed the width, only a small change in the DOS may be observable.
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Thus, to observe Landau quantization, the condition of ℏ𝜔c>Γ should be satisfied.
Since effective mass meff = 0.27me is one-order larger than that of InAs in the case of
a 2D electron system of metal surfaces such as Au(111), it might be more difficult to
observe the Landau quantization of a metal 2D electron system. To measure general
2D electron systems with normal effective masses, high-resolution STS in a higher
magnetic field is required.

Recently, Landau quantization of a quasi-2D electron and hole system of graphite
was observed by ULT-HMF STM using a dilution refrigeration system [59]. More-
over, coexistence of both massless and massive Dirac Fermions in graphite(0001)
surface was recently observed by Li and Andrei, which are a unique electronic behav-
ior of monolayer and bilayer graphene [60].

Other than Landau quantization, novel quantum-mechanical phenomena can be
elucidated by using an LT-HMF-UHV STM. For example, Heinrich et al. demon-
strated the ability to measure the energy required to flip the spin of single adsorbed
atoms [61]. Furthermore, they recently succeeded in probing the interactions between
spins in individual atomic-scale magnetic structures [12].

11.7 SUMMARY AND FUTURE OUTLOOK

This chapter has been devoted to state-of-the-art STM for nanomaterial character-
ization, in which high-resolution STM/STS measurements have been shown to be
useful when analyses were carried out under extreme environments of LT, HMF, and
UHV conditions. The ability to conduct STM/STS analysis under extreme condi-
tions has meant the ability to probe into novel nanofunctionalities (that cannot be
observed otherwise). For example, high-resolution STS was shown to be useful for
the detailed analyses of surface LDOS (that can only be accomplished at very LTs).
Such high-resolution STS has been shown to achieve clear visualization of the elec-
tronic states of novel low-dimensional materials in real space at the nanoscale level.
Furthermore, the combination of atom manipulation, atomic-resolution imaging, and
spin excitation spectroscopy on the atomic scale can be used to assemble and probe
novel magnetic nanostructures.

Undoubtedly, STM/STS is an indispensable tool for exploring novel quantum
effects in low-dimensional nanostructures. The development of key technologies for
atomic-resolution STM/STS at very LTs (T<∼0.5K), in an HMF (B>∼10 T), and
in an extremely high vacuum (P<∼10−9 Pa) are required because the exploration
of novel functionalities for nanomaterials will become increasingly important with
advances in nanotechnology. In the future, it is envisaged that research will aim
to integrate state-of-the-art STM/STS with nanofabrication, which will result in an
extremely powerful platform to characterize nanofunctionality of nanomaterial.
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Slovenia

12.1 INTRODUCTION

12.1.1 Importance of Nanomaterial Characterization

The safety of nanotechnology products is seen as a crucial element in ensuring that
the benefits of nanotechnology outweigh the potential risks of nanomaterials (NMs).
A large number of nanosafety-related projects have been launched in the past. For
example, only in the EU about 50 projects are either completed or running and repre-
sent a total RTD investment of €137 M under FP6 (13 projects, €31 M) and FP7 (34
projects, €106 M) (http://www.nanosafetycluster.eu). Recently, a list of NM physic-
ochemical properties most relevant for NM preparation and safety testing has been
suggested by experts from the EU Nanosafety Cluster Working Group 10 on inte-
grated approaches to testing and assessment [1]. These properties are (i) composi-
tion, (ii) impurities, (iii) size/shape/and size distribution, (iv) surface area, (v) surface
chemistry/crystallinity/reactivity/coating, (vi) pH, and (vii) solubility/dissolution.

In the past decade, it has become clear in nanotoxicology research that the report-
ing of physicochemical characteristics of NMs is necessary to aid the hazard identifi-
cation of NMs [2–4]. The ability to establish the relationship between the properties
of NMs and the observed biological responses will enable the grouping of hazard
NMs according to their specific properties. However, establishing this correlation is
not trivial, and the associated challenges have been previously discussed by several

Nanomaterial Characterization: An Introduction, First Edition. Edited by Ratna Tantra.
© 2016 John Wiley & Sons, Inc. Published 2016 by John Wiley & Sons, Inc.
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researchers [5–7]. Particle size and surface area are considered important factors for
determining the toxicity of particles; such observation was reported for algae exposed
to SiO2 [8]. Another property of relevance to consider is the surface area, which is
not surprising, as there is a correlation between the two properties, that is, when the
particle size decreases, the surface area increases. Therefore, NMs with a small par-
ticle size (and hence a larger surface area) are often expected to provoke a higher
toxicity. In addition to these two properties, the surface texture and the crystallinity
of NMs can also play a role. For example, the toxicity of large textured ZnO nanopar-
ticles (NPs) to inflammatory cells (macrophage-derived cells RAW 264.7 cell line)
is higher than that of much smaller sized (5 nm), low crystallinity nanoparticles [9].
Furthermore, the shape of the NM has shown to affect the toxicology response such
as in Ag NPs with the Gram-negative bacteria Escherichia coli [10]. Although several
researchers in the past have identified various parameters that can be correlated to a
biological response, the larger picture may be that the toxicity can only be explained
by the integrated effect of multiple properties, that is, a set of secondary properties
that have been referred to as “extrinsic NMs’ characteristics in the biological system”
[1, 11, 12].

12.1.2 Extrinsic NMs Characterization

The most prominent trait of NMs is that they are not static when entering a biological
environment and that their subsequent modifications will result in them acquiring new
“extrinsic” properties. NMs acquire new extrinsic properties, which result in different
forms of material. These changes can occur either instantly or during their lifetime,
upon them entering the biological environments; the latter phenomenon is referred to
as the aging of NMs [13]. Several interactions between the NMs and the environment
can occur as a result of a combination of several different factors rather than just a
single factor. Several factors governing the interactions include ionic strength, pH,
and media composition (e.g., presence of natural organic matter, polysaccharides,
proteins, specific counter ions, such as Ca2+ and Mg2+) [13, 14], colloidal stability,
which in turn will be governed by the coatings on the NMs and stabilizing agents [3].
Furthermore, aggregation, flocculation, redox reactions, dissolution, reaction with
reduced sulfur species or chloride, photooxidation, photoreduction, adsorption of
polymers or natural organic matter, and interaction with essential metals, such as
Ag NPs with selenium [15] can also occur [16]. The different factors listed here can
result in the NM acquiring extrinsic properties.

A well-known phenomenon of NMs is their readiness to interact with
biomolecules [17], resulting in the formation of noncovalent bonds between
them [7]. In biological fluids, NMs are known to interact with phospholipids,
proteins, DNA, and small metabolites [18] and there is increasing evidence of rapid
formation of the so-called “protein corona,” that is, the coating of protein molecules
around the NMs [7, 19]. The formation of NMs’ biocomplexes originating from
the adsorption of various components in a biological environment, independent of
proteins, has also been recorded; due to salts, these nano–bio complexes originated
from the test medium [20].
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Due to the inherent complexity of NMs interactions in the biological medium
and the subsequent modifications of the NMs, the physicochemical characteriza-
tion of NMs in situ is a difficult analytical challenge, which requires a multimethod
approach [21, 22]. The complicated interactions and dynamic changes of NMs mean
that it is difficult to make a meaningful characterization of NMs’ physicochemical
properties [19]. In addition, Tantra et al. [23] discussed difficulties in making a reli-
able measurement with the current instrumentation, specifically when the NMs are
in complex media. The main sources of potential experimental errors identified by
Tantra et al. [23] included the (high) polydispersity of NMs and the complex envi-
ronment the NM is in. Subsequently, this often resulted in employing methods that
did not fit the purpose. According to Baalousha and Lead [24], most of the materials
tested in nanotoxicology research are considered far too polydisperse to be appropri-
ate for current analytical techniques [24]. Another issue that arises when the NMs
are in complex media is the creation of an unstable environment, resulting in NMs
to agglomerate and/or sediment. Under such conditions, the measurements may be
very unreliable. Furthermore, in relation to bioassay measurements, a number of other
interferences that may result in making an unreliable measurement may appear, for
example, the contamination of NMs, interference with the assay readout, and varia-
tions in dispersion protocols [23].

12.1.3 The Proposal for Measuring “extrinsic” Properties

It is clear that a high level of overarching property to describe NM interactions with
biological environment is much needed [25]. In this chapter, such new approaches,
based on biological characterization and the measurement of extrinsic properties, are
presented. The idea is based on the knowledge that NM properties, such as the size,
surface chemistry, crystallinity, and hydrophobicity, govern the adsorption potential
of NMs, which is reflected in the interaction of NMs with the biological system,
specifically, a protein biosensor system that is able to quantify these interactions is
presented.

The chapter is divided into several sections: (i) a general introduction on the exis-
tent approaches to describe the integrated surface properties; (ii) the quantification of
interactions between NMs and proteins, as novel proposed tools; (iii) an experimen-
tal case study that employs the use of acetylcholinesterase (AChE)-based biosensor
(used to rank different carbon-based NMs based on their adsorption and interactions
with this enzyme).

12.2 MEASUREMENT METHODS

12.2.1 Review of Existing Approaches

An attempt to use extrinsic properties to describe NM interaction with biological
media has been discussed by Xia et al. [19]. In particular, a biological surface adsorp-
tion index (BSAI) based on computer simulations has been proposed to describe the
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surface adsorption energy of NMs under biologically relevant aqueous conditions.
The BSAI is an integrative measure of the surface adsorption energy of NMs and
is derived from five diverse nanodescriptors representing molecular forces of NM
interaction with biological system: lipophilicity, hydrogen-bond basicity and acidity,
dipolarity/polarizability, and lone-pair electrons. The limitation of this model is the
assumption of idealized biological conditions, where the interaction is based on the
estimation of how biomolecules may interact with the surface of NMs, rather than a
direct experimental measurement of their interactions.

Another approach employed to characterize the extrinsic surface properties of
NMs is the quantification of the interactions between NMs and proteins [26]. As dis-
cussed earlier, such interactions are complex and dynamic. Upon the interactions of
NMs with proteins, a number of phenomena can be monitored to measure the extent
of such interactions: (i) the binding affinity of NMs [18], (ii) the NM–protein bind-
ing kinetics, followed by surface plasmon resonance [18, 27], (iii) the stoichiometry
of interaction [28], (iv) the identification of the binding sites of NMs [29], (v) pro-
tein conformational changes [30–34], (vi) protein stability, and (v) proteins function
changes [31–34]. The latter refers to changes in enzyme activity and the adsorption of
NMs onto the protein. This approach has been previously successfully used to investi-
gate the effects of carbon-based NMs and it is presented in the following experimental
case study [31]. In this work, the recombinant enzyme AChE purified from the fruit
fly (Drosophila melanogaster) was used as the model protein.

12.2.2 Introducing Acetylcholinesterase as a Model Biosensor Protein

AChE (E.C.3.1.1.7) belongs to the family of cholinesterases, which are carboxylic
ester hydrolases that break down esters of choline. In vertebrates, AChE is mainly
found at neuromuscular junctions and cholinergic synapses in the central nervous
system, where it is responsible for the hydrolysis of acetylcholine into choline and
acetate after the activation of acetylcholine receptors at the postsynaptic membrane
and thus essential for the proper functioning of the central and the peripheral nervous
systems [35, 36]. It is also found in red blood cell membranes and in a number of
other non-neuronal cells/tissues [37].

The hydrolysis of acetylcholine happens at the catalytic site of the enzyme, which
is deeply buried, located at the bottom of a 20 Å long and narrow cavity, called the
active-site gorge. The gorge is covered by as many as 14 conserved aromatic residues
covering by over 70% of its surface [38]. In addition, all known AChEs include a
secondary substrate-binding site, referred to as the peripheral anionic site. This site
is involved in several functions, such as the modification of catalytic activity, the
mediation of interaction of AChE with inhibitors and the noncatalytic role, namely
β-amyloid fibril formation [39].

In general, AChEs are specifically inhibited by organophosphates (OPs) and carba-
mates (CAs) [36, 40]. The proposed mechanism of inhibition is binding to the serine
hydroxyl group at the active site, and this binding is much stronger than the binding of
acetylcholine. In addition, AChEs are also inhibited by other types of pollutants, such



�

� �

�

EXPERIMENTAL CASE STUDY 257

as metals [41–43], other pesticides [44], polycyclic aromatic hydrocarbons, deter-
gents [36, 45], and more recently NMs [31, 32]. In relation to metal inhibition, the
proposed mechanism of action for metal inhibition lies in the alteration of AChE’s
binding properties for acetylcholine [46]. It has also been suggested that the confor-
mation of AChE is highly responsive to even subtle changes in ionic composition.
The influence of ions on AChE conformation might arise from ion association with
the peripheral anionic site, which seems to interact with the anionic site that resides
inside the AChE active site gorge [47].

As pointed out by Lionetto et al. [36], the successful application of AChEs as
biomarkers for use in the occupational and environmental risk assessment can be
attributed to the ease of measurement, the dose-dependent response to pollutants,
and the high level of sensitivity and links at an organism level. These properties are
also the reason for the wide application of AChE in biosensors. As a result, numerous
cholinesterase-based biosensors with various enzyme sources, detection, and immo-
bilization methods have already been developed [48, 49].

12.3 EXPERIMENTAL CASE STUDY

12.3.1 Introduction

Carbon-based NMs have emerged in recent years as promising candidates for
drug delivery systems, cellular imaging, biosensor matrices, and other biomedical
applications. Carbon-based NMs comprise a variety of different NMs with very
different properties. Among them are fullerenes (C60), graphene-family NMs,
and carbon black. Graphene is a single-atom thick, two-dimensional sheet of
hexagonally arranged carbon atoms isolated from its three-dimensional parent
material, graphite. Related materials include few-layer-graphene, ultrathin graphite,
graphene oxide (GO), reduced graphene oxide, and graphene nanosheets. GO has
unique structural, mechanical, and electronic properties and is used in biodevices
[50, 51]. Fullerenes are carbon allotropes similar in structure to graphene but rolled
up to form closed-cage, hollow spheres. The C60 fullerene is a remarkably stable
compound consisting of 60 carbon atoms [52]. They have been mass-produced
for many applications in recent decades, including targeted drug delivery, polymer
modifications and cosmetic products, energy storage, sensors, and semiconductors
[53]. Carbon black is produced from incomplete combustion and is an amorphous
carbon material with a high surface-area-to-volume ratio. The three NMs differ in
their hydrophobicity; while GO is amphiphilic due to the presence of epoxide and
hydroxyl groups on the surface, CB and C60 are hydrophobic.

Adsorption of proteins on carbon-based NMs has been extensively studied, and
it was shown that these interactions can affect both the protein structure and func-
tion [30, 54]. Hydrophobic interactions, 𝜋−𝜋 stacking interactions, and electrostatic
interactions are reported to play key roles in the binding of proteins to NMs [54].
Recent molecular dynamics (MD) studies have, for example, shown that both carbon
nanotubes and graphene have the capability to disrupt 𝛼-helical structures of short
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peptides and that graphene may possess even a higher capability to break 𝛼-helices
due to its more favorable surface curvature [30].

The aim of this study is to present an example of the interaction between
carbon-based NMs (carbon black (CB), graphene oxide (GO) and fullerenes (C60))
and recombinant AChE (from fruit fly (D. melanogaster)). This particular AChE
was chosen as the model system, since it has a well-known structure. The adsorption
and inhibition of AChE activity reported will present measures of its interaction with
carbon-NMs. The data presented here are based on the data previously reported by
Mesarič et al. [31].

12.3.2 Method: Assay of AChE Activity

The measurement of AChE activity was done according to the most widely applied
method by Ellman et al. [55], adapted for microplates. AChE hydrolyzes the sub-
strate acetylthiocholine chloride to produce thiocholine and acetate. The thiocholine
in turn reduces the color indicator (5,5′-dithiobis-(2-nitrobenzoic acid)) liberating
3-thio-6-nitrobenzoate. The formation of this chromogenic product is followed at
405 nm and the rate of formation is considered to be related to the activity of the
AChE. Figure 12.1 shows a schematic of the overall reaction.

Figures 12.2 and 12.3 show an illustration of different steps associated with
adsorption and inhibition experiments, respectively. Please note that there are
differences between the two types of experiments. In the case of inhibition experi-
ments, the activity of total AChE (the NMs-bound and “free” AChE) was measured,
because the reagents were added to the AChE–NMs incubation mixture, before the
separation of AChE–NMs complexes. On the contrary, in the case of adsorption
experiments, the activity of “free” AChE is measured to evaluate the adsorbed share
of AChE.

The inhibition experiment was set up in the following way: the D. melanogaster
AChE (50 μl of AChE dissolved in 100 mM phosphate buffer; pH 8.0; 0.06 U/ml) was
first incubated with 10 μl of NM suspension in the same buffer (final concentrations in

AChE

Acetylthiocholine

3-thio-6-nitrobenzoate 5,5′-dithiobis-(2-nitrobenzoic acid)

Thiocholine Acetate

(CH3)3N+CH2CH2SCOCH3  +  H2O

COOH
HOOC HOOC

S
SS+

(CH3)3N+CH2CH2SH  +  CH3COOH

NO2

O2N O2N

+

Figure 12.1 The principle of the acetylcholinesterase (AChE) reaction according to Ellman
et al. [55].
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product after 20 min
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of enzyme activity

Figure 12.2 Experimental setup for measurement of AChE inhibition.
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Binding of the enzyme on the NP

and inactivation of the enzyme
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The amount of
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product after 20 min
indicates the intensity
of enzyme activity

4 min

Figure 12.3 Experimental setup for measurement of AChE adsorption.

the range of 0–1 mg/ml). After 10 min of incubation between AChE and NMs, 100 μl
of Ellman’s reagent and 50 μl of the substrate acetylthiocholine chloride (2 mM)
were added. This reagent mixture was incubated for another 5 min. The NM–AChE
complexes were then separated by centrifugation (5 min at 12,000×g). The super-
natants (210 μl) were pipetted onto a microtiter plate and the absorbance was mea-
sured at 405 nm exactly 20 min after the addition of the substrate and the Ellman’s
reagent to the reaction mixture, using the automatic VIS microplate reader (Dynex
technologies, USA). For every sample that contained NMs, an appropriate blank
was prepared, where the enzyme was replaced by 50 μl of 100 mM phosphate buffer
pH 8.0 (Fig. 12.2).
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The adsorption procedure was as follows: AChE was incubated with the NMs
for 2 min using the same volumes of AChE and NMs as in the case of inhibition
experiments. Afterward, the sample was centrifuged (4 min at 12,000×g) and the
supernatants (60 μl), containing the nonadsorbed “free” enzyme, were pipetted onto
the microtiter plate. The reagents (100 μl of Ellman’s reagent and 50 μl of 2 mM
substrate) were added only to the supernatant. In this case, the activity of free,
non-NMs-adsorbed AChE was read at 405 nm exactly 20 min after the addition of
the substrate and Ellman’s reagent to the reaction mixture (Fig.12.3).

The interference of NMs with the reaction product (3-thio-6-nitrobenzoate) was
evaluated. For this purpose, 5,5′-dithiobis-(2-nitrobenzoic acid) was reduced with a
minimal volume of 2-mercaptoethanol to obtain the 3-thio-6-nitrobenzoate. It was
diluted to give the final value of absorbance at 405 nm, identical to the one obtained
in the enzyme reaction without the NM. A 100 μL of such solution was combined
with 50 μl of 2 mM substrate, 50 μl of 100 mM phosphate buffer (pH 8.0), and 10 μl
of the appropriate NM suspension. The absorbance was read at 405 nm to check for
changes in the color; no interference of NMs with the test assay was found.

12.3.3 Results and Discussion

Table 12.1 shows a summary of the results. As mentioned before, the work has been
previously published and details can be found elsewhere [31]. Based on the IC20
values (this is the concentration that causes 20% of the changes in comparison to con-
trol), the NMs can be ranked in the order from the least to the most AChE-adsorptive
and inhibitory. The NM with a lower IC20 is considered more adsorptive/inhibitory.
Results show that GO and CB exhibited similar adsorption and inhibition properties.
Although GO shows a slightly higher adsorptive/inhibitory potential than CB, it is
clear that they both have a significantly higher adsorption and inhibition than C60.

Table 12.1 shows the inherent differences between the physicochemical proper-
ties of the three NMs, which may explain their adsorptive/inhibitory potentials. It
is clear that there is no evidence that links particle size with adsorptive/inhibitory
potentials. Although GO has similar adsorptive/inhibitory potentials to CB, the par-
ticle sizes (both primary and secondary particles) are very different. GO is an 80%
single sheet with a size of 0.5–5 μm, whereas carbon black is amorphous and glob-
ular, with a primary size of 20 nm. In test media, aggregates of carbon black in the
range of 100 nm–1 μm are present.

Out of the different properties noted in Table 12.1, there is some indication that
surface curvature may play an important role. Here, GO and CB both exhibit a low
surface curvature, while the opposite is true for C60. The high surface curvature of
C60 could explain its low adsorption/inhibition to the enzyme. Another difference
between the materials concerns hydrophobicity. While GO is amphiphilic, that is,
possesses both hydrophilic and hydrophobic residues due to the presence of epoxide
and hydroxyl groups on the surface, CB and C60 are hydrophobic in nature. These
differences, however, do not affect their adsorption/inhibition properties, since GO
is similarly affected by AChE as CB despite the different hydrophobicity properties.
Clearly, the study presented here is preliminary in nature and a clearer link between
the observed effects of AChE and the aforementioned properties can be established if
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TABLE 12.1 Summary of Data: The Physicochemical Properties of NMs, Their AChE
Inhibition and Adsorption Potentials to Recombinant AChE (from Drosophila
melanogaster). In the case of enzyme activity inhibition the IC20 denotes the
concentration of NMs where 20% inhibition of activity in comparison to control was
found. In the case of adsorption efficiency the IC20 means the concentration where 20%
of the enzyme has adsorbed NMs and is hence inactive

Physico-Chemical
Properties

Inhibition of Activity
(mg/l, Time of
Incubation is Noted)

Adsorption Efficiency
(mg/l; time of
Incubation is Noted)

Graphene
oxide (GO)

80% single sheet, sheet
size varies from 0.5 to
5 μm
secondary size in test

media: DLS analysis
not possible

low surface curvature
amphiphilic nature:

presence of epoxide and
hydroxyl groups on the
surface

10 min
IC20 = 0.057± 0.008

2 min
IC20 = 0.005± 0.001

Carbon black
(CB)

amorphous, globular
primary size: 13 nm
secondary size in test

media (100 nm–1 μm
range)

low surface curvature
hydrophobic nature

10 min
IC20 = 0.15± 0.04

2 min
IC20 = 0.06± 0.01

Fullerene
(C60)

primary size distribution
(20 nm to several 100 nm)
secondary size in test

media (250 nm to
several μm)

high surface curvature
hydrophobic nature

10 min IC20 = 40± 5 2 min IC20 = 30± 5

Further details can be found elsewhere [31].

a larger set of data is acquired, for example, investigating the interaction of different
NMs with AChE (of different isoforms and from different sources).

In an attempt to elucidate the reasons behind the observed differences in AChE
inhibitions, Mesarič et al. [31] performed computational simulation studies to inves-
tigate the probable adsorption site of AChE on the surface of carbon NMs. Results
from the simulation study showed that (i) in most of the cases, the interaction site of
AChE with carbon-based NMs is far from the active site of the enzyme, (ii) CB seems
to form more atomic contacts than GO and C60, (iii) the hydrophobic binding of CB
affects the secondary structure of the enzyme. However, the results of the simula-
tion do not seem to give any explanation as to the results reported here. For example,
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CB and GO have a quite similar adsorption/inhibition potential (Table 12.1), so the
number of atomic contacts does not influence the inhibition.

To date, a similar study has been published by Wang and coworkers [32]. Their
study differs in that they have used AChE from another source (i.e., electric eel) and
applied a longer incubation time of NMs with AChE (15 min). Their findings indi-
cated a higher adsorption potential of carbon NMs in comparison to metal oxide NMs
(SiO2, TiO2) (15 min IC50 >800 mg/l) [32]. They also suggested that special atten-
tion should be paid to those metal oxide NMs where metals dissolve and metal ions
are the source of inhibition (e.g., Cu2+ in the case of Cu nanoparticles). Their results
concur with the modeled adsorption potentials introduced by Xia et al. [19], where
carbon NMs were ranked as significantly more adsorptive than metal oxide NMs
(SiO2, Ag-SiO2, and TiO2). The model introduced by Xia has been employed for the
three NMs in this study, but findings suggest that it does not predict the differences
between them.

Finally, it is important to point out that the data presented in this work refer specifi-
cally to the recombinant AChE from D. melanogaster. Although the differences in the
three-dimensional structure of AChE from different species are not significant, some
subtle differences are present, which may result in different inhibitor susceptibility
[56]. For example, although the comparison of AChE purified from the Pacific elec-
tric ray (Torpedo californica), the human, and the mouse revealed no conformational
differences within the active-site gorge or in the composition of its surface residues,
there were differences related to the layers behind those lining the active site [57].
Also, differences between the D. melanogaster AChE and AChE from the human,
the mouse, and the fish were not found in the overall fold, charge distribution, and
deep active-site gorge, but in the external loops and in the tilt of the C-terminal helix
[58]. Furthermore, the active-site gorge of the insect enzyme is significantly narrower
than that of the T. californica AChE and its trajectory is shifted by several angstroms
[58]. Marked structural differences are also found between different AChE isoforms,
for example, between the erythrocytic and synaptic variant [39]. Overall, this indi-
cates that the interaction (adsorption and inhibition) of NMs with different variants
of AChE from different species may vary.

12.3.4 Conclusions

In conclusion, a novel type of NM characterization has been presented, that is, a
biological characterization using an enzyme biosensor. Using the current model
based specifically on recombinant AChE from the fruit fly (D. melanogaster),
three carbon-based NMs were ranked according to their adsorptive and inhibitory
properties. These results suggest a promising use of the proposed biosensor for
ranking NMs with regard to their hazard. The results presented here are preliminary
in nature and further work is undoubtedly needed in order to establish a clear link
between their properties and the biological response. Furthermore, for a successful
uptake of this new tool for characterizing NMs, it is important to validate the method,
for example, investigate the effect of the different sources (and isoforms) of AChE,
the different incubation periods of NMs with the enzymes, and the interaction with
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a variety of NMs (with variable properties). Only after an acquisition of a larger set
of data on the interaction of different NMs with different forms of AChE has been
accomplished, will it be possible to connect the observed effects of AChE on the
extrinsic properties of NMs.

12.4 SUMMARY

The characterization of NMs is of crucial importance in ranking NMs according to
their hazard. In real biological systems, NMs undergo complex modifications, thus
potentially gaining what has been referred to as secondary, “extrinsic” properties.
Due to the difficulties in making reliable measurements of NMs when in complex
media, the characterization of NMs under such conditions can be a challenging task.
In this study, an overarching concept of NM characterization has been put forward,
based on a biological characterization approach using an enzyme biosensor. The idea
is based on the knowledge that the properties of NMs, such as size, surface chemistry,
crystallinity, and hydrophobicity, govern their adsorption potential, which is reflected
in their interaction with biological systems, specifically with proteins. It has been
shown that the biosensor system is able to quantify these interactions. Results show
that AChE is a promising candidate for ranking different NMs according to their
adsorptive and inhibitory properties.
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13.1 INTRODUCTION

Data visualization is often carried out in order to identify patterns and extract useful
information that is hidden within a given data set. Different visualization techniques
can be used for visual exploration of multidimensional data; multidimensional
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data here can be considered as data that describe an item with more than three
attributes. Thus, multidimensional visualization techniques can be used to identify
patterns/correlations and detecting clusters/outliers from such data set. They can
visually display relationships between multiple variables, handle limited data sets,
and allow investigators to interactively make an analysis with the help of visual
features such as color. Depending on the dimensionality of the original data,
different visualization tools can be used to display large and noisy data in the form of
meaningful plots or pictures. For the purpose of visualization, several techniques can
be used to handle multidimensional data, such as parallel coordinates, heat-maps,
projection, and clustering methods [1–4].

Parallel coordinate transformation is a method that allows the multidimensional
data to be analyzed and visualized in a two-dimensional space. It thus induces a
nonprojective mapping between N-dimensional data on a 2D surface. In a Cartesian
coordinate system, orthogonal axes are used to visualize data points effectively up
to three dimensions. In parallel coordinates (introduced by Inselberg [3, 5]), the axes
are laid parallel to each other so that the number of dimensions that can be visualized
is limited only by the horizontal screen resolution. Hence, in parallel coordinates, an
N-dimensional space is represented as N parallel lines, typically vertical and equally
spaced. The values of parallel coordinates are that certain geometrical properties in
high dimensions can be transformed into a lower dimensional space. Details about
parallel coordinate transformation are presented in Section 13.2.2.

Multidimensional data visualization has many important applications and, in par-
ticular, can be considered as an important tool in decision-making processes. In the
nanotoxicology community, for example, effective data visualization will mean the
ability to visualize multidimensional data to discover correlations between nanoma-
terial physicochemical properties with toxicological effect, that is, to establish what
properties nanoscale materials have and how these attributes influence their perfor-
mance and biological effects. The complexity within nanotoxicology is that no single
parameter can describe the properties (e.g., physical, chemical, and toxicological)
of engineered nanomaterials (ENMs). In fact, there are various features including
physical structure, chemical composition, and surface characteristics that have been
suggested to contribute to the biological effects and behaviors of ENMs in different
environments. A detailed characterization including the careful assessment of a wide
range of characteristics is often required to understand the physical behavior of ENM,
to ensure the correct interpretation of the biological activity studies and also to make
the intercomparison of studies possible. However, the complete characterization of
ENMs can lead to the generation of large amounts of data that need to be analyzed in
detail and well understood. Therefore, there exists a need for a simple but yet effec-
tive method of converting multidimensional characterization data (corresponding to
multivariables or features) into a more efficient format that can be visually explored
and examined. Such visualization techniques are necessary in order to get an overall
picture of the properties describing individual characteristics of ENMs. This is use-
ful when a large amount of characterization information is involved. The result of
effective data visualization in nanotoxicology will mean the ability to help prioritize
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ENMs for screening, to identify the key physicochemical parameters that affect toxi-
city, to provide practical solutions to the risk-assessment-related problems caused by
the diversity of ENMs, and to group ENMs (crucial in many aspects, from hazard
assessment to knowledge-gap-filling).

In nanotoxicology, it is usual to work with multidimensional data set (taken
from experimental or computational information) for subsequent grouping of
ENMs (according to their physicochemical or toxicological properties). Validity
of findings arising from such data set will not only depend on the reliability of
data but the need to have sufficiently large data set. As such, it is imminent that
future requirements hinge on the availability of tools that can handle multivariate
and large data set. If only a few properties are considered, then the relationship
can be explored by plotting them in simple graphs and charts. However, if there
is a large amount of characterization data (dimensions >3), then these two- or
three-dimensional plots are not efficient to extract meaningful information from.
As comprehensive characterization data sets (often) consist of a measurement of
more than a few features, more sophisticated visualization tools (to find out how
to group ENMs together based on their physicochemical properties) are needed.
Dimensionality reduction techniques, such as principal component analysis (PCA)
and factor analysis, can be used for representing data in a simpler form. However,
these techniques have some drawbacks, for example, some links may be lost during
data transformations. On the contrary, direct visualization techniques (e.g., parallel
coordinates, radar charts) allow the efficient visualization of multivariate data points
without any information loss.

This chapter presents a case study in the field of nanotoxicology and in particular of
how large multidimensional data can be visually represented using structure–activity
relationship (SAR) approach based on parallel coordinates. The case study introduced
here includes data sets of 18 ENMs, each of which was characterized in terms of its
physicochemical properties (e.g., particle size, size distribution, surface area, mor-
phology, metal content, reactivity, and free radical generation). In addition, a range
of toxicity tests were conducted for the same panel of ENMs to determine their acute
in vitro toxicity. The main goal of this case study is to show the power of parallel
coordinates-based visualization for revealing hidden patterns/features within physic-
ochemical and toxicity data (associated with a panel of ENMs). The focus here is to
identify those physicochemical properties that potentially contribute to the toxicity
of ENMs.

13.2 CASE STUDY: STRUCTURE–ACTIVITY RELATIONSHIP (SAR)
ANALYSIS OF NANOPARTICLE TOXICITY

13.2.1 Introduction

Over the past decade, computational modeling has emerged as a powerful tool to
underpin parameters that potentially control properties and effects of chemical sub-
stances on the basis of (quantitative) structure–activity relationship (Q)SAR. Such



�

� �

�

272 VISUALIZATION OF MULTIDIMENSIONAL DATA IN NANOTOXICOLOGY

in silico models are now being routinely used by researchers, industry, and regulators
to estimate physicochemical properties, human health and ecotoxicological effects,
and environmental behavior and fate of a wide range of chemical substances. With
regard to nanomaterials, researchers have only recently begun to use in silico models
for similar purpose [6]. The drive in nanotoxicology stems from an urgent need to
assess possible risks of manufactured nanomaterials to human health and the envi-
ronment, due to rapid developments in the manufacturing of such materials. It is clear
that there exist a large number of nanoparticles (NPs) of different sizes and coatings,
and so on that require testing to assess hazard and risk. The only rational way to
achieve a situation where we do not need to test every single ENM (and its variants)
in toxicology tests is to employ in silico techniques (as with chemical substances) by
applying (Q)SAR models in an attempt to relate physicochemical characteristics of
ENMs with their toxicity [7, 8]. This is an intelligent way of testing nanomaterials
for assessing the hazard and risk related to the end points of toxicological concern.
This is not only economically sound but ethical pressures against non-animal testing
will mean that expensive animal bioassay is precluded.

Early literature in in silico modeling of ENMs toxicity using (Q)SAR includes
opinion and perspective articles [8–14]), and several attempts for building real SAR
or QSAR models based on nanotoxicity data have been made [15–21]. However, sev-
eral issues have been highlighted and must be considered when applying a (Q)SAR
method for modeling ENM toxicity. One issue is the lack of reliable knowledge about
the interactions between ENMs and biological systems. This includes the scarcity
of systematic and consistent toxicological data, the lack of verification of in vitro
findings with in vivo observations, as well as the absence of ENM-specific physic-
ochemical descriptors that are able to express novel and size-dependent biological
activity of ENMs [22]. It has been also highlighted that besides the obvious, some
properties such as aggregation state [23] and surface coatings [24] can affect stabil-
ity and toxicity of ENMs. Furthermore, ENMs cannot be treated as an equivalent of
a single molecule; particle polydispersity (not an issue with chemicals) becomes an
issue with ENMs. Overall, the issue is not only related to potential unreliability of the
data but that fact that there is insufficient data to derive credible models (with some
existing data not containing sufficient information, e.g., missing the measurements
of some potentially important descriptors). Therefore, current (Q)SAR studies have
relied on “available descriptors” rather than relevant ones. In comparison to chemi-
cals, it is also important to note that current safety assessment of bulk chemicals is
supported by a vast amount of data on properties and biological effects, which have
been accumulated over several decades. For ENMs, such a knowledge base that can
provide a similar level of confidence in safety assessments is currently lacking, and
hence, uncertainties with regard to safety of ENMs are quite high.

The issues discussed here make it almost impossible to directly apply some
(Q)SAR tools (already widely used for traditional chemical substances) for the
purpose of nanotoxicity modeling. For example, in relation to toxicity predictions of
chemicals, backpropagation algorithm has been used for neural networks in (Q)SAR
modeling [25, 26]. However, this is problematic for ENMs. First, it requires large
data sets that are currently not available in nanotoxicology literature. Second, it
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does not have feature selection capability so, if it is not combined with a descriptor
selection method, then all available physicochemical descriptors will be used as
inputs. This may result in the inclusion of irrelevant descriptors thus jeopardizing
the model’s performance (e.g., generalization capability).

In this case study, the parallel coordinates technique [1, 3, 4, 27–31] is employed
to study the SAR between toxicity data and physicochemical properties, for a panel
of nanoparticles. This technique has been chosen as it can visually display the
causal relationships between ENMs’ physicochemical descriptors and the toxicity
end points, handle limited data sets, and allow investigators to interactively conduct
the analysis with the help of the interactive functions and multiple colors (built
in a software tool). More information on parallel coordinate method is discussed
in Section 13.2.2, so as to give the reader sufficient knowledge to understand the
case study. The data set used here to illustrate the use of parallel coordinates in
nantoxicology has been taken from past work reported by Wang et al. [21]. As details
surrounding the data set used have been previously reported [21], only a summary is
presented here.

13.2.2 Parallel Coordinates: Background

The parallel coordinates method was proposed as a device for computational geome-
try [32–35]. It is a common and very useful method for visualizing multidimensional
data. Here, N-dimensional space is represented as N parallel lines, typically verti-
cal, and equally spaced. The value of parallel coordinates is that certain geometrical
properties in high dimensions can be easily transformed into a lower 2D space, which
breaks the limitation of traditional dimension representation in the Euclidean space.
In parallel coordinates, the points used in Euclidean space are represented as series
of lines passing through parallel axes, that is, each variable is represented by one par-
allel axis. Figure 13.1 illustrates the result of transferring a straight line in Cartesian
coordinates when converted into parallel coordinates [36].

An interesting feature of parallel coordinates is when overlapping lines between
adjacent axes form distinct patterns, representing the relation between variables they

X1 X2

x2

x1

Data domain Parallel-coordinates domain

� �∞

Figure 13.1 An example showing a straight line being translated into parallel coordinates
[36].
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connect. An advantage of this interactive environment is that it allows the selection
of a subset of the plots, thus enabling the operator to highlight the most interesting
data, and permuting the axes interactively. The visualization technique using parallel
coordinates can transform multidimensional data into 2D patterns and make it pos-
sible to visualize clusters and outliers of the data. Therefore, it can be used for data
clustering and linking analysis. For nanoparticle toxicity analysis, it can help identify
outliers (e.g., particle samples with high toxicity), and aid in finding corresponding
responsible physicochemical descriptors (e.g., for the observed high toxicity).

Although there is a large number of papers about parallel coordinates, only a few
notable software tools are available to convert databases into parallel coordinates
graphs. One of the most sophisticated tool for parallel coordinates transformation
is the C Visual Explorer (CVE) software [37], which is used in the case study.

13.2.3 Case Study Data

Table 13.1 lists the 18 nanoparticles used and shows the different ranges of nanoma-
terials considered here, from carbon-based materials to metals and metal oxides. The
data set includes corresponding physicochemical properties and in vitro cytotoxicity
assays of 18 nanoparticles, which are summarized in Tables 13.1–13.3, respectively.

As previously mentioned, the data sets presented in Tables 13.1–13.3 were taken
from a paper published by Wang et al. [21]. According to this paper, physicochemi-
cal attributes were characterized using various techniques: (i) thirteen attributes came
from TriStar 3000 (Braunner Emmett Teller) BET measurements (to include acqui-
sition of five surface areas based on different definitions, three pore volumes, three
pore sizes as well as mean size and particle density); (ii) two attributes came from
LEO 1530 scanning electron microscope (SEM)/ Philips CM20 transmission elec-
tron microscope (TEM) measurements (to include acquisition of mean size and aspect
ratio); (iii) eight attributes came from Mastersizer 2000 measurements of particle size

TABLE 13.1 The 18 Nanoparticles Used in this Study

No Nanoparticles No Nanoparticles No Nanoparticles

N1 Carbon black N7 Polystyrene latex
(carboxylated)

N13 Silicon oxide

N2 Diesel exhaust
particles

N8 Aluminum oxide
(7 nm)

N14 Zinc oxide

N3 Nanotubes N9 Aluminum oxide
(50 nm)

N15 Titanium dioxide
(rutile)

N4 Fullerene N10 Aluminum oxide
(300 nm)

N16 Titanium dioxide
(anatase)

N5 Polystyrene latex
(unmodified)

N11 Cerium oxide N17 Silver (dry)

N6 Polystyrene latex
(amine)

N12 Nickel oxide N18 Silver (suspension)
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TABLE 13.2 Characterization of Physicochemical Properties of the 18 Nanoparticles

Physicochemical Properties

BET surface area and porosity measurements (13 measurements, including 5 surface areas
based on different definitions, 3 pore volumes, 3 pore sizes, the mean size, and particle
density.)a

SEM/TEM mean size and aspect ratio measurements
Particle size and size distribution (size distributions and seven other size properties

including mass diameter, uniformity, specific surface area, surface area mean diameter,
and three mass diameters)

EPR free radical generation measurements (DMPO and Tempone H measured by electron
paramagnetic resonance; EPR)

Particle reactivity (in solution) measurement (DTT consumption)b

Metal concentration (Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, and Cd) measurements
Surface charge

aSurface area and porosity were measured using TriStar 3000 BET. BET measurements were obtained
only for the 14 dry powder samples, not available for three suspensions (N5, N6, and N7) and the silver
solution (N18).
bParticle reactivity in solution was assessed by the dithiothreitol (DTT) consumption test. Since the DTT
consumption test can only be conducted on dry powders, only 14 of the panel of nanoparticles were
assessed using this assay.

TABLE 13.3 The Cytotoxicity Assays Performed

In vitro Toxicity Assays

DiOC6 Mitochondrial Membrane Potential Assay Hemolysis assay
Lactate dehydrogenase (LDH) release assay MTT assay

Cell morphology assay
Proinflammatory effects Apoptosis/necrosis

distribution, and other measures such as uniformity; (iv) two electron paramagnetic
resonance (EPR) measurements of free radicals; (iv) one attribute from reactivity
measurement; (v) ten metal content measurements of Ti, V, Cr, Mn, Fe, Co, Ni,
Cu, Zn, and Cd; and (vi) others from zeta-potential measurements. BET and reac-
tivity measurements were available for 14 dry powders, while 2 different measures
of zeta-potential were available only for 3 polystyrene latex beads (i.e., unmodified,
amine, and carboxylated). For convenience, the physicochemical descriptors are sub-
categorized either “compositional” (referring chemical composition of the nanoma-
terials and thus is associated with the 10 metal content measurements) or “structural”
descriptors (referring to properties such as size, size distribution, and morphology).

Upon initial examination of the data, it was clear that the mean particle size (as
measured by Mastersizer 2000 based on laser diffraction technique) is much larger
than those reported when SEM/TEM and BET methods were used instead. Such an
observation, however, is not surprising and has been attributed to the inherent nature
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of each measuring technique (rather than the errors associated with the measurement)
[38]. The laser diffraction technique, that is, Mastersizer 2000, for example, pro-
vides information of aggregated or agglomerated states of the nanomaterials, whereas
imaging-based techniques are able to differentiate the sizes of primary particles. As
a result, the different size measurements as measured by different techniques are dif-
ferent and all are included in this study. In relation to toxicity assays, the results of
hemolysis, MTT (i.e., colorimetric assay for assessing cell viability), cell morphol-
ogy, and DiCO6 assays that were rationalized to a single value for each assay (e.g.,
toxicity at a specific dose or area under the curve for a range of doses, as previously
reported [21]), are used here.

Wang et al. [21] have used PCA to process the data set and perform a clustering
analysis. PCA was applied to the acute cytotoxicity data and the physicochemical
descriptors, separately. Using PCA, the authors were able to group (and rank accord-
ing to their toxicity values) nanoparticles based on the results of LDH release, apop-
tosis, viability, and necrosis assays. Findings showed that the corresponding 2D and
3D PCA plots that group the particles based on acute cytotoxicity values and physic-
ochemical values are consistent: the particles with low toxicity values are clustered
in a single cluster, while the four highly toxic particles are outside of this cluster, and
each forms a single class. It was concluded that the most toxic materials screened
were zinc oxide (numbered as N14 on Table 13.1), polystyrene latex amine (num-
bered as N6), followed by Japanese nanotubes (numbered as N3), and nickel oxide
(numbered as N12).

Undoubtedly, the work reported by Wang et al. [21] provided a useful reference.
The PCA result reported thus gave a strong indication that there exists SARs asso-
ciated with the nanomaterials. In turn, this prompted the drive behind the work pre-
sented here, that is, to identify influencing descriptors potentially responsible for the
observed high toxicity values (as observed using PCA and corresponding contribu-
tion plots). The visualization of multidimensional data carried out will be achieved
using parallel coordinates.

13.2.4 Method

All the raw data were stored in a database. The data were scaled before SAR analysis
and this involved by first mean centering the data before range scaling (or normal-
izing) between 0 and 1 using the minimum and maximum of the data. In relation to
attributes associated with structural properties, these steps were carried out for each
attribute. For compositional properties (e.g., 10 metal compositions), the scaling steps
were performed as a whole.

Since there were no BET and (dithiothreitol) DTT data available for the four wet
samples (i.e., the three polystyrene beads (N5, N6, and N7) and the silver solution
(N18)), SAR analysis using parallel coordinates was carried out in two ways. First,
the 14 dry samples were analyzed, which included the corresponding BET and DTT
data. Second, all 18 samples were analyzed that excluded the BET and the DTT test.
The explanation as to why data were analyzed this way is further discussed in the
following section.
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Figure 13.2 Parallel coordinate plot of the cytotoxicity data; four NPs that have high toxicity
(N3, N6, N12, and N14) are highlighted.

13.2.5 Results and Interpretation

The cytotoxicity data of the particles listed in Table 13.1 have been measured by dif-
ferent methods and Figure 13.2 shows the corresponding visualization using parallel
coordinates on acute cytotoxicity data. If we consider the dense area as the lower
toxicity envelope, then any deviation from this area may be considered in the realm
of higher toxicity. It is apparent from Figure 13.2 that it is the aminated beads (N6)
and zinc oxide (N14) that have the highest toxicity values, followed by nanotubes
(N3) and nickel oxide (N12). It should be noted here that, for the remainder of the
manuscript, these four relatively high toxic nanoparticles are highlighted with differ-
ent colors and line styles, for example, thick solid line, dashed line, and so on, while
the rest of the nanoparticles that have much lower toxicity values are all shown with
thin black (polygonal) lines. Results show that aminated beads (N6) has the highest
toxicity values in nearly all assay results (LDH, apoptosis, necrosis, hemolytic, MTT,
and cell morphology assays). Zinc oxide (N14) has high toxicity values in LDH, apop-
tosis, necrosis, and inflammation assays, whereas nanotubes (N3) have high toxicity
values in viability and MTT assays. Nickel oxide (N12) has shown high toxicity in
LDH and hemolytic assay results. It is worth mentioning that the findings reported
here are consistent with the findings reported by Wang et al. [21] when PCA was
used [21].

13.2.5.1 Analysis of the 14 Dry Powder Samples Using BET and DTT Data
Only BET and DTT measurements require the samples to be dry powders. There-
fore, there is no BET and DTT data for the four suspensions, that is, polystyrene latex
N5 (unmodified), N6 (amine), and N7 (carboxylated), and N18 (silver suspension).
Here, the BET and DTT data were examined. If high toxicity values associated with
zinc oxide N14, nanotubes N3, and nickel oxide N12 are not discriminated by the
BET and DTT data, then descriptors can be omitted when further analyzing the data
set. Figure 13.3 shows the corresponding parallel coordinates plot of BET and DTT
data with the 14 dry powder samples. No meaningful clustering was observed from
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Figure 13.3 Parallel coordinate plot of the BET and DTT data analysis of the 14 dry samples
only.

Figure 13.4 Parallel coordinate plot of the structural properties of zinc oxide (N14) and
nickel oxide (N12), excluding BET and DTT data, plotted together with the structural proper-
ties of low-toxicity particles.

the plots, which suggests that BET and DTT measured descriptors do not play a
key role in discriminating the toxicity of the samples. Therefore, for the rest of the
chapter, both BET and DTT data have been excluded when analyzing the remaining
characterization data.

13.2.5.2 Analysis of the Structural Properties of Zinc Oxide (N14) and Nickel
Oxide (N12) (Excluding BET and DTT Data) All the structural descriptors,
excluding the compositional (i.e., the metal contents) descriptors and BET and DTT
data, were plotted in the parallel coordinates for the 18 nanoparticles. Figure 13.4
shows the parallel coordinate plot of structural properties for zinc oxide (N14) and
nickel oxide (N12). The black polygonal lines in Figure 13.4 represent nanoparticles
that have low toxicity. As can be seen from this plot, zinc oxide N12 and nickel
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Figure 13.5 Parallel coordinate plot of the metal content analysis of the 18 samples, exclud-
ing structural descriptors.

oxide N14 do not show any discriminative patterns from the low-toxicity particles.
In other words, the structural descriptors (indicated in Fig. 13.4) do not lead to high
toxicity values of zinc oxide N12 and nickel oxide N14 and thus are excluded from
this point onward.

13.2.5.3 Metal-Content-Only Analysis of the 18 Samples, Excluding Structural
Descriptors The above-mentioned analysis has shown no signs of structural
descriptors being responsible for the measured high toxicity of zinc oxide N12 and
nickel oxide N14. To further examine the SAR analysis, the metal contents of the
18 samples are plotted (Fig. 13.5). As can be seen from the plot, the majority of the
samples stay within a range of low metal content except N12 (nickel oxide), which
has a peak value in axis of Ni concentration. It is also noticed that N14 (zinc oxide)
shows high zinc concentration.

As there appears to be some relationship between metal content and toxicity
response, it is appropriate now to introduce briefly how the metal contents were
measured. According to Wang et al. [21], the concentrations of ten metals (Ti, V, Cr,
Mn, Fe, Co, Ni, Cu, Zn, and Cd) were measured. Samples were digested for ICP-MS
analysis using a CEM MDS-200 microwave system. Particle samples were washed
into Teflon-coated composite vessels using 5 ml of 70% nitric acid. The samples were
digested using an existing program developed for refractory carbon-based particle
matter [39, 40]. The microwave program consisted of a stepped increase in pressure
to 80 psi for a period of 20 min, with a corresponding temperature rise to 180 ∘C. The
program lasted for approximately 2.5 h, including warm-up and cool-down periods.
Samples were then diluted to a level of 10 μg/ml (depending upon their original
weight) using deionized (>18ΩM) water. Raw data were corrected for blanks and
controls accordingly.

Results so far indicate that metallic-based nanomaterials are more toxic than non-
metallic nanomaterials. Although it is hard to know the main causative factor in the
induction of toxicity, the results suggest that Ni content may be the reason for the



�

� �

�

280 VISUALIZATION OF MULTIDIMENSIONAL DATA IN NANOTOXICOLOGY

high acute toxicity for nickel oxide (N12) and similarly, high zinc content may be
the reason for the toxicity of zinc oxide (N14). Here, an attempt is made to explain
the possible link between metal content and toxicological effects. Both nickel oxide
and zinc oxide nanomaterials can undergo dissolution in certain media, thus poten-
tially leaching into the surrounding environment to result in the toxicological effect.
For example, it has been reported that for zinc oxide nanomaterial, free zinc ions
have been shown to play an important role in cellular toxicity of this nanomaterial
[41], as a consequence of dissolution inside lysosomes [42]. However, the leaching
of Ni ions from nickel oxide nanoparticle were not yet found by previous studies
to result in toxic effects when the nanomaterial is dispersed in cell in culture, and
corresponding aqueous extracts from the nanomaterial dispersion were not shown to
induce inflammation when instilled into the lungs of rats [41]. This may be due to
that the effective dose of soluble Ni ion (saline (basic)-released) is not sufficient to
cause toxicity. Besides, as the nickel oxide nanoparticles are highly acid soluble, it
is believed that the acid-releasable Ni ions would be truer reflection of the effective
dose of Ni ions than the saline (basic)-released Ni ions.

The potential correlation between metal content and toxicity has prompted us
to analyze the results of toxicity of diesel exhaust particles (N2), as shown in
Figure 13.6. This is of interest as it is well known that the second largest element
detected from diesel fumes is zinc. However, Figure 13.6 clearly indicates that
toxicity of diesel exhaust particles (N2) is not so high. The only deviation from the
low toxicity region is attributed to its high value of DiOC6 test. As already known,
the DiOC6 test is often used as a stamp of early apoptosis, which is an estimate
of the collapse of mitochondrial membrane potential. In contrast to the results
presented in this study, the assumption that mitochondrial membrane potential
collapse precedes apoptosis is not always reliable. As a result, diesel particulate has a
unique property in prompting mitochondrial membrane collapse without necessarily
inducing apoptosis. However, further research (currently underway) will be needed
to verify that this is indeed the case.

Figure 13.6 Parallel coordinate plot of the toxicity data of diesel exhaust particles (N2), plot-
ted together with data representing lower toxicity.
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Figure 13.7 Parallel coordinate plot of the structural properties of nanotubes (N3) analysis,
without including BET and DTT data, plotted together with structural properties of low-toxicity
particles.

13.2.5.4 Analysis of the Structural Properties of Nanotubes (N3) The parallel
coordinates plot of the structural descriptors of N3 (nanotubes) and other low-toxicity
nanomaterials is shown in Figure 13.7. Note that in order to make the plot neater, not
all axes are shown, and the other three high-toxicity materials (i.e., N6, N12, and N14)
have not been plotted. Figure 13.7 clearly shows that the variables such as aspect ratio,
volume weighted mean, uniformity, D(0.9), and D-PC1 are responsible in differen-
tiating the fold line representing the toxicity of N3 (nanotubes) from low-toxicity
samples. In fact, as previously noticed in metal contents analysis of the toxicity data
only, the toxicity of N3 cannot be distinguished from the rest of the panel based on
metal contents, which implied that metal contents are not responsible for the toxicity
of N3.

The ability for the parallel coordinates analysis to pick out aspect ratio as an
influencing property for toxicity is an interesting one. In the past, potential toxic-
ity of N3 nanotubes has been associated with their corresponding length and aspect
ratio. According to Donaldson et al., length and in particular high aspect ratios of the
nanoparticles is important in governing fiber toxicity [43]. This has been previously
associated with the fiber pathogenicity paradigm, which according to Donaldson et al.
is of relevance to carbon nanotubes (CNTs) [43, 44]. They have indicated that CNTs
used are long enough to cause frustrated phagocytosis [44]. They have also shown
this to be the case for nickel oxide nanowires [45] and silver nanowires (manuscript
in preparation) and concluded that the length of nanofiber has a potential to be the
main factor leading to inflammogenicity and toxicity of all high aspect ratio nanoma-
terials (HARN). As a result, the most likely cause of high toxicity for nanotube (N3)
is its high aspect ratio shape.

13.2.5.5 Analysis of the Structural Properties of Aminated Beads (N6) (Exclud-
ing BET and DTT Data) In this section, the results for three polystyrene latex
(unmodified-N5, aminated-N6, and carboxylated-N7) samples are presented.
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Figure 13.8 Parallel coordinate plot of the structural properties of N6 (aminated beads), N5
(unmodified), and N7 (carboxylated), excluding BET and DTT data, plotted together with
structural properties of low-toxicity particles, showing no signs of difference of N6 from N5
and N7.

Obviously, as they are all polystyrene beads, they have very similar structures but
according to the toxicity results (Fig. 13.2) it is the aminated-N6 that had the highest
toxicity; note that unmodified-N5 and carboxylated-N7 are represented in two of
the black lines in the plot that represent low-toxicity particles. As the toxicity of
the aminated polystyrene latex is much higher than the other two polystyrene latex
samples, the corresponding parallel coordinate plot of structural properties have
been plotted (Fig. 13.8). This is to deduce whether any particular physiochemical
characteristics have contributed to the toxicity of aminated sample. Result from
Figure 13.8 shows that the differentiation of aminated sample based on physico-
chemical data are not possible, that is, no clear differentiation between unmodified,
aminated, and carboxylated latex beads, based on the measured characteristics. As
physchem properties are unable to explain the high toxicity of aminated sample,
other possible reasons that explain toxicity specific to the aminated beads were
suspected.

According to Wang et al. [21], the toxicity of the three nanoparticles can be
explained by their difference in surface properties. They have reported zeta-potential
values for N5, N6, and N7 nanoparticles; these have been measured using Malvern
Zetasizer. For each sample, three replicate measurements were taken and reported
measured zeta-potentials (mV) for N6 (amine) are 37.8, 37.5, and 40.3, for N5
(unmodified) are −36.2, −38.8, and −36.8, and for N7 (carboxylated) are −54.9,
−55.3, and −58.6. Results clearly show that N6 has positive zeta-potential values,
while N5 and N7 have negative zeta-potentials. According to Verma, et al. [46],
any particle with positive charge is likely to interact electrostatically to cell surface
and biological membranes, as these surfaces are usually negatively charged under
physiological conditions. Potentially, this can cause cell damage and it is most likely
that the large positive charge of N6 contributed to its observed high toxicity (despite
its structural similarity to N5 and N7).
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The significance of surface charge in its ability to cause cellular injury has also
been echoed by other workers. Nel et al. [42] described high positive ZP of particles as
a factor in destabilizing the phagolysosome after uptake. The positive ZP on nanopar-
ticle (NP) is immediately neutralized on the formation of a corona after deposition in
lung lining fluid, but inside the lysosomes the acid and protease/lipase activity may
be able to remove this exposed charged surface. This can interact with the lysosomal
membrane leading to rupture and release of lysosomal contents with concomitant
activation of the NALP3 inflammasome, as has been shown for quartz particles [47].
Another hypothetical mechanism whereby positively charged NP might destabilize
membranes implicates the accumulation of chloride ions and water as a consequence
of chronic stimulation of the lysosomal membrane proton pump [42].

13.2.6 Conclusion

The case study presented illustrated the benefits of using parallel coordinates methods
for SAR analysis of nanomaterials in the field of nanotoxicology. Findings identified
physicochemical properties that can potentially govern toxicity for different nano-
materials. For example, the most likely cause of high toxicity in nanotube (N3) is its
high aspect ratio. In relation to metal oxide nanomaterials, high toxicity of zinc oxide
(N14) and nickel oxides (N12) are most likely due to their high contents of zinc and
nickel, respectively. In relation to polystyrene nanoparticles, polystyrene latex N5
(unmodified) and N7 (carboxylated) exhibited low toxicity relative to N6 (aminated)
polystyrene. Findings suggest that this may be linked to surface modification, for
example, having either a positive or negative surface charge.

Finally, although the case study here shows how parallel coordinates can be useful
to visualize patterns, the findings reported here (as well as by Wang and coworkers
[21]) are by no means considered to be reliable, as reliable data for robust assessment
in nantoxicology is still very much needed.

13.3 SUMMARY

In the field of nanoscience, a wide range of physicochemical properties need to be
measured in order to fully characterize and understand the properties of ENMs.
Hence, corresponding data collected are often multidimensional in nature (with
several variables measured on various ENM samples). Considering the problems of
learning in high dimensions, it would be reasonable to use visualization tools that
can convert multidimensional characterization data set into a more efficient format
for the ease of visual exploration and examination. Such visualization techniques are
needed not only for getting an overall picture of the properties describing individual
characteristics of ENMs but potentially linking key properties with toxicological
effects.

In this chapter, a case study based on experimental characterization and toxi-
city measurement has been presented to demonstrate the power of a multidimen-
sional visualization technique using parallel coordinates methods, to find the SARs
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of ENMs. The main advantage of the parallel coordinates methods, compared with
other (Q)SAR methods (such as neural networks), is that it can visually display the
relationships between physicochemical descriptors and toxicity end points, handle
limited data sets, and allow investigators to interactively and visually make analysis.
To illustrate this point, observations and outcomes from the analysis of the toxicity
data for a panel of 18 nanoparticles have been analyzed with such a method. Our
findings show that results are in agreement with previous results obtained by apply-
ing PCA to the same data [21]. It should be noted that the main focus of this study was
to show how a multidimensional visualization tool can help identify the key physic-
ochemical descriptors that can potentially lead to high toxicity. Having said this, the
study is in no way suggesting that the reported findings can be reliably used as predic-
tive model. The main issue complicating the development of computational models
in nanotoxicology that hinders the ability to make reliable toxicity predictions is the
scarcity of high-quality and useful data on ENM characterization and hazard. In the
context of predictive model development, it is not only about the amount of data but
also about the variety, quality, consistency, and accessibility of those data that are
considered to be vital.
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localized surface plasmon resonance (LSPR), 4,

163, 168
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low-molecular-weight (LMW), plasma treatment,
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low-temperature (LT) environments, STM/STS,

232, 238–239
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(MWCNTs)
mechanical milling, 29–30
mechanical properties of nano-objects

(MechProNO), 53–55
medium-energy ion scattering (MEIS), 155,
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metallic-based nanomaterials, 279–280
metal-oxide nanomaterials, 169–174
method validation, 8, 12–13
microdroplets, 36, 38
microemulsion synthesis, 28–29
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Micromeritics VacPrep, 143
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continuous flow approach, 36
continuous flow microfluidics, 37–38
droplet-based microfluidics, 38
dynamic light scattering, 36, 38–41
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microfluidic device, 35
PTFE tubing, 37
segmented flow approach, 36
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MINEQL+, 96
modified De Feijter equation, 166
multidimensional data visualization, 269–270
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case study data, 274–276
cytotoxicity data, 277
in decision-making processes, 270
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in silico modeling, 272
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nanomaterials
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method validation, 8, 12–13
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nanomaterial syntheses
bottom–up approach, 26–29
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particle number size distribution (Continued)
particle tracking analysis, 65–67
resistive pulse sensing, 67–68
spICP-MS, 69–71
TEM, 75–78
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QHE see quantum Hall effect (QHE)
quantum confinement effect, 3
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quantum Hall effect (QHE), 240
quantum tunneling, 232
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existent and progress, 51
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reference nanomaterial (RNM), 49–50
relative standard deviation (RSD), 104
resistive pulse sensing (RPS), 67–68
respirable dust, 210

rotating drum method, 225
small rotating drum method, 217, 218
vortex shaker method, 224

RIE see reactive ion etching (RIE)
RMs see reference materials (RMs)
rotating chamber, 29–30
rotating drum (RD) method

CEN project, 213–215
definition, 211, 212
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sampling, 16–19
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CNTs, 186
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scanning ion occlusion spectroscopy (SIOS) see
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scanning probe microscopy (SPM) techniques,
161, 195, 231
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(STM/STS), 231

atomic-scale STM imaging, 242–244
constant-current operation, 232, 245
constant-height operation, 232
extended states, 247
in extreme field, 234, 239–242
Fermi–Dirac distribution function, 235, 238
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local density of states, 232, 234–237
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low-dimensional surface, 244–246
low-temperature environments, 232, 238–239
measurements, 232
mesoscopic-scale quantum effects, 232
quantum tunneling, 232
schematic representation, 233
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Tersoff–Hamann model, 235, 236
ultrahigh vacuum environments, 233, 239–242
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secondary ion mass spectrometry (SIMS), 160
second harmonic generation (SHG), 162
sedimentation, 20
segmented flow approach, 36
SEM see scanning electron microscope (SEM)
SERS see surface-enhanced Raman scattering

(SERS)
shape, definition, 10
SHG see second harmonic generation (SHG)
Shockley-type surface, 244
silica nanomaterial, 50–52

agglomeration monitoring, 57
amorphous, 53
evaluation of, 53
film thickness for, 52
MechProNO, 53–55
nanoindentation test, 52
as potential reference material, 55–57
spherical, 55

silicon dioxide (SiO2), benchmarking of, 129–131
silicon wafers, 156
SIMS see secondary ion mass spectrometry

(SIMS)
single-electron tunneling (SET), 232–233
single-particle inductively coupled plasma mass

spectrometry (spICP-MS), 69–71, 95–96
single-walled carbon nanotubes (SWCNTs), 2,

31–32, 220
small rotating drum (SRD) method

CEN project, 217–219
prototype design, 218
test procedure for, 218

sol–gel method, 29
solubility see also colorimetry

CE-conductivity device, 100–103
centrifugation, 84–85
colorimetric methods, 93–94
data variability between microchips, 102–103
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dialysis, 84–85
direct measurements, 94–96
dispersion protocol, 100
dissolution process, 82–83
electrochemical methods, 90–93
electrophoresis, 87–90
field flow fractionation, 87–90
filtration, 84–85
fish medium components, 100, 102
HPLC, 87–90
indirect measurements, 94
ion exchange, 85–87

materials, 100
microchips, assessing performance, 103–104
miniaturization, 99
property of, 117
selection of methods, 97–99
speciation software, 96–97
ultrafiltration, 84–85

specific surface area
BET vs. NMR, 144, 145
definition, 133
estimation, 142
measurement, 134, 141
nanomaterials, 215, 219
NMR method, 140

spICP-MS see single-particle inductively coupled
plasma mass spectrometry (spICP-MS)

spinning riffler, 18, 19, 134, 142, 143
SPM techniques see scanning probe microscopy

(SPM) techniques
SRD method see small rotating drum (SRD)

method
standard documents, nanomaterials, 13–16
Standards Development Organizations (SDOs), 13
static SIMS, 160
stripping voltammetric methods, 91–93
structure–activity relationship (SAR) approach,

271–272
aminated beads, 281–283
BET and DTT data, 277–278
case study data, 274–276
descriptors, 272–273
method, 276
nanotubes, 281
nickel oxide, 279–280
parallel coordinates, 273–274
in silico modeling, 272
zinc oxide, 278–279

sum frequency generation (SFG), 162
superficial surface area, 135
supersaturated solution, 33
surface area

active, 135, 139
analytical protocols, 147–149
definition, 10, 133
European Commission, 134
Fuchs, 135, 139
limitations, 140
in material science, 134
measurement, 134–140
NMR vs. BET, 140–145
results and interpretation, 143–145
spinning riffler, 134, 142, 143
superficial, 135
total/geometric, 134–135
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surface area (Continued)
ZnO nanomaterial, 142

surface atoms, 3
surface charge, 11
surface chemistry

AES, 159
biomolecule-coated nanoparticles, 163–169
centrifugation-based method, 156
characterization, 153, 154
definition, 11
electron spectroscopies, 158–159
electron spin resonance, 163
incident ion techniques, 160–161
LEIS, 160–161
measurement challenges, 155–157
MEIS, 160–161
optical techniques, 161–162
quartz crystal microbalance, 163
scanning probe microscopies, 161
SIMS, 160
spatial resolution and, 158
thermogravimetric analysis, 162
TOF-SIMS, 169–174
XPS, 158–159, 163–169

surface-enhanced Raman scattering (SERS),
161–162

SWCNT see single-walled carbon nanotubes
(SWCNTs)

table sampler, 18
Technical Committee on Nanotechnologies,

TC229, 14
TEM see transmission electron microscopy (TEM)
TERS see tip-enhanced Raman spectroscopy

(TERS)
Tersoff–Hamann model, STM, 235, 236
thermogravimetric analysis (TGA), 162
time-of-flight secondary ion mass spectrometer

(TOF-SIMS)
chemical analysis of nanopowders, 171–174
effect of sample topography, 171
metal-oxide nanomaterials, 169–174
nanopowders, 179
surface chemistry, 156, 160

tip-enhanced Raman spectroscopy (TERS), 161
TME see tunneling matrix element (TME)

TOF-SIMS see time-of-flight secondary ion mass
spectrometer (TOF-SIMS)

top–down approach, nanomaterial syntheses
laser ablation, 30
mechanical milling, 29–30

top-down procedures, nanotextured surfaces, 180
total surface area, 134–135
transmission electron microscopy (TEM), 65,

75–78
tunable resistive pulse sensing (TRPS), 67
tunneling matrix element (TME), 236
two-dimensional electron gas (2DEG), 232, 233,

246, 247

ultrafiltration, 84–85
ultrahigh vacuum (UHV), STM/STS, 233,

239–242
ultraviolet–visible (UV–Vis) spectrometer, 118
UV visible spectroscopy, 168

vapor–liquid–solid (VLS), 27
vapor-phase deposition, 27
vinyl gloves, 157
visual MINTEQ, 96
volume-specific surface area, 10
vortex shaker (VS) method, 219–223

Wentzel–Kramers–Brillouin (WKB) method, 237
wet-chemical technique, 29
WHAM, 97
Working Group (WG), 14

X-ray photoelectron spectroscopy (XPS),
158–159

biomolecule-coated nanoparticles, 163–169
detection limits for, 159
relative sensitivity factors, 166
shell thickness, 168
solution-based techniques, 169

Zincon, 93
zinc oxide nanomaterial, 142

physicochemical properties, 146
preliminary characterization, 129
structural properties of, 278–279
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