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Preface of the Second Edition

Progress in photovoltaic devices is rarely revolutionary but most commonly a
long, evolutionary process. Champion efficiencies of typical solar-cell technolo-
gies like crystalline silicon or Cu(In,Ga)Se2 have increased over decades before
they reached a (near) saturation level. In contrast to these long-term trends,
the development in the last few years has been extraordinary and maybe even
revolutionary in many respects. Several of the “classical” solar-cell technologies
(Cu(In,Ga)Se2, CdTe, crystalline Si) made substantial improvements in their
champion cell efficiencies.

In addition to this notable progress, new materials or processing meth-
ods have been further developed in recent years. These include Si thin films
grown by liquid-phase crystallization, vacuum- or solution-processed kesterites
(Cu2ZnSn(S,Se)4), organic absorber layers, and in particular a completely new
family of solution-processible photovoltaic absorber materials, which have
reached astonishingly high efficiencies. This material family is a particular type of
perovskites, comprising an organic molecule, a metal, and a halogen on different
lattice positions. In spite of their already high conversion efficiencies of more than
20%, solar cells based on perovskite absorbers face numerous challenges such as
stability and toxicity of the materials. The rise of metal-halide perovskites has also
led to expansions of traditionally rather well-separated communities of inorganic
and organic solar cells. There used to be a distinct separation between researchers
working on solution-processible solar cells such as those made from organic or
nanoparticular absorber materials and researchers working on vacuum-deposited
thin-film materials such as Cu(In,Ga)Se2, CdTe, and thin-film silicon. In recent
years, these communities have started to share more and more interests and
have therefore started to pursue more collaboration on single junction or tandem
solar cells involving either materials like perovskites or material combinations
involving organic and inorganic materials.

Thus, the second edition of the present handbook on characterization tech-
niques for thin-film solar cells has to shift its focus slightly with respect to the
first edition issued in 2011. The first edition was confined to characterization
methods for the three traditional inorganic thin-film technologies, Cu(In,Ga)Se2,
CdTe, and thin-film silicon, whereas the new edition required a broader scope
and therefore includes also aspects more commonly discussed in the community
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of solution-processible semiconductor solar cells. These aspects include transient
optoelectronic methods used in organic solar cells and related technologies and
methods to study the absorption edge of semiconductors, using either purely
optical techniques such as photothermal deflection spectroscopy or electrical
techniques such as Fourier-transform photocurrent spectroscopy. In addition,
we added chapters on in situ real-time characterization of thin-film growth
and on molecular dynamics. Several chapters were rearranged, and further
characterization and simulation techniques were added in order to account for
new developments and possibilities.

As for the first edition, the editors would like to thank all authors of this hand-
book for their excellent and punctual contributions. We are especially grateful to
Dr. Martin Preuss, Wiley-VCH, for helping in realizing this book project.

Berlin, Jülich, Germany Daniel Abou-Ras, Thomas Kirchartz,
November 2015 and Uwe Rau
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Preface of the First Edition

Inorganic thin-film photovoltaics is a very old research topic with a scientific
record of more than 30 years and tens of thousands of published papers. At the
same time, thin-film photovoltaics is an emerging research field due to technolog-
ical progress and the subsequent tremendous growth of the photovoltaic industry
during recent years. As a consequence, many young scientists and engineers enter
the field not only because of the growing demand for skilled scientific personnel
but also because of the many interesting scientific and technological questions
that are still to be solved. As a consequence, there is a growing demand for
skilled scientific staff entering the field who will face a multitude of challenging
scientific and technological questions. Thin-film photovoltaics aims for the
highest conversion efficiencies and lowest possible cost. Therefore, a profound
understanding of corresponding solar-cell devices and photovoltaic materials
applied is a major prerequisite for any further progress in this challenging field.

In recent years, a wide and continuously increasing variety of sophisticated and
rather specialized analysis techniques originating from very different directions of
physics, chemistry, or materials science have been applied in order to extend the
scientific base of thin-film photovoltaics. This increasing specialization is a rela-
tively new phenomenon in the field of photovoltaics where during the “old days”
everyone was (and had to be) able to handle virtually every scientific method per-
sonally. Consequently, it becomes nowadays more and more challenging for the
individual scientist to keep track with the results obtained by specialized analysis
methods, the physics behind these methods, and their implications for the devices.

The need for more communication and exchange especially among scientists
and PhD students working in the same field but using very different techniques
was more and more rationalized during recent years. As notable consequences,
very well-attended “Young Scientist Tutorials on Characterization Techniques
for Thin-Film Solar Cells” were established at Spring Meetings of the Materials
Research Society and the European Materials Research Society. These tutorials
were especially dedicated to mutual teaching and open discussions.

The present handbook aims to follow the line defined by these tutorials,
providing concise and comprehensive lecture-like chapters on specific research
methods, written by researchers who use these methods as the core of their
scientific work and who at the same time have a precise idea of what is relevant
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for photovoltaic devices. The chapters are intended to focus on the specific
methods more than on significant results. This is because these results, especially
in innovative research areas, are subject to rapid change and are better dealt with
by review articles. The basic message of the chapters in the present handbook
focuses more on how to use the specific methods, on their physical background,
and especially on their implications for the final purpose of the research, that is,
improving the quality of photovoltaic materials and devices.

Therefore, the present handbook is not thought as a textbook on established
standard (canonical) methods. Rather, we focus on emerging, specialized methods
that are relatively new in the field but have a given relevance. This is why the title
of the book addresses “advanced” techniques. However, new methods also need to
be judged by their implication for photovoltaic devices. For this reason, an intro-
ductory chapter (Chapter 1) will describe the basic physics of thin-film solar cells
and modules and also guide to the specific advantages that are provided by the
individual methods. In addition, we have made sure that the selected authors not
only are established specialists concerning a specific method but also have long-
time experience dealing with solar cells. This ensures that in each chapter, the aim
of the analysis work is kept on the purpose of improving solar cells.

The choice of characterization techniques is not intended for completeness but
should be a representative cross section through scientific methods that have a
high level of visibility in the recent scientific literature. Electrical device char-
acterization (Chapter 2), electroluminescence (Chapter 3), photoluminescence
(Chapter 7), and capacitance spectroscopy (Chapter 4) not only are standard
optoelectronic analysis techniques for solid-state materials and devices but also
are well established and of common use in their specific photovoltaic context. In
contrast, characterization of light trapping (Chapter 5) is an emerging research
topic very specific to the photovoltaic field. Chapters 6, 8, and 9 deal with
ellipsometry, the steady-state photocarrier grating method, and time-of-flight
analysis, which are dedicated thin-film characterization methods. Steady-state
photocarrier grating (Chapter 8) and time-of-flight measurements (Chapter
9) specifically target the carrier transport properties of disordered thin-film
semiconductors. Electron spin resonance (Chapter 10) is a traditional method in
solid-state and molecule physics, which is of particular use for analyzing dangling
bonds in disordered semiconductors.

The disordered nature of thin-film photovoltaic materials requires analysis of
electronic, structural, and compositional properties at the nanometer scale. This
is why methods such as scanning probe techniques (Chapter 11) as well as elec-
tron microscopy and its related techniques (Chapter 12) gain increasing impor-
tance in the field. X-ray and neutron diffraction (Chapter 13) and Raman spec-
troscopy (Chapter 14) contribute to the analysis of structural properties of pho-
tovoltaic materials. Since thin-film solar cells consist of layer stacks with inter-
faces and surfaces, important issues are the analyses of their chemical and elec-
tronic properties, which may be studied by means of soft X-ray and electron spec-
troscopy (Chapter 15). Important information for thin-film solar-cell research and
development is the elemental distributions in the layer stacks, analyzed by various
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techniques presented in Chapter 16. Specifically for silicon thin-film solar cells,
knowledge about hydrogen incorporation and stability is obtained from hydrogen
effusion experiments (Chapter 17).

For designing photovoltaic materials with specific electrical and optoelectronic
properties, it is important to predict these properties for a given compound.
Combining experimental results from materials analysis with those from ab initio
calculations based on density functional theory provides the means to study point
defects in photovoltaic materials (Chapter 18). Finally, in order to come full circle
regarding the solar-cell devices treated in the first chapters of the handbook, the
information gained from the various materials analyses and calculations may now
be introduced into one-dimensional (Chapter 19) or multidimensional device
simulations (Chapter 20). By means of carefully designed optical and electronic
simulations, photovoltaic performances of specific devices may be studied even
before their manufacture.

We believe that the overview of these various characterization techniques is
useful not only for colleagues engaged in the research and development of inor-
ganic thin-film solar cells, from which the examples in the present handbook are
given, but also for those working with other types of solar cells and optoelectronic,
thin-film devices.

The editors would like to thank all authors of this handbook for their excellent
and (almost) punctual contributions. We are especially grateful to Ulrike Fuchs
and Anja Tschörtner, Wiley-VCH, for helping in realizing this book project.

Berlin, Germany; London, UK; and Jülich, Germany Daniel Abou-Ras,
August 2010 Thomas Kirchartz,

and Uwe Rau
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Abbreviations

1D One-dimensional
2D Two-dimensional
3D Three-dimensional
A∘X Excitons bound to neutral acceptor
ac Amplified current
ADC Analog-to-digital converter
ADF Annular dark field
ADXRD Angle-dispersive X-ray diffraction
AES Auger electron spectroscopy
AEY Auger electron yield
AFM Atomic force microscopy
AFORS-HET Automat for simulation of heterostructures
ALDA Adiabatic local density approximation
AM Amplitude modulation
AM Air mass
AMU Atomic mass units
ARS Angularly resolved light scattering
AS Admittance spectroscopy
ASA Advanced semiconductor analysis, a solar-cell device simulator
ASCII American Standard Code for Information Interchange
a-Si Amorphous silicon
A-X Excitons bound to ionized acceptor
BACE Bias-amplified charge extraction
BF Bright field
BOP Bond-order potential
BS Beam splitter
BSE Bethe–Salpeter equation
BSE Backscattered electrons
c-AFM Conductive AFM
CBD Chemical bath deposition
CBED Convergent-beam electron diffraction
CBM Conduction-band minimum
CBO Conduction-band offset
CC Coupled cluster
CCD Charge-coupled device
CE Charge extraction
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CELIV Charge extraction with linearly increased voltage
CGI [Cu]/([In]+[Ga])
CHA Concentric hemispherical analyzer
CI Configuration interaction
CIGS Cu(In,Ga)Se2
CIGSe Cu(In,Ga)Se2
CIGSSe Cu(In,Ga)(S;Se)2
CIS CuInSe2
CIS CuInS2
CISe CuInSe2
CL Cathodoluminescence
CL Core level
CMA Cylindrical mirror analyzer
CN Charge neutrality
CP Critical point
CPD Contact-potential difference
CSL Coincidence-site lattice
CSS Closed-space sublimation
CTEM Conventional transmission electron microscopy
CV Capacitance–voltage
cw Continuous wave
D∘h Optical transitions between donor and free hole
D∘X Excitons bound to neutral donor
DAP Donor–acceptor pair
db, DB Dangling bond
dc Direct current
DF Dark field
DFPT Density functional perturbation theory
DFT Density functional theory
DFT Discrete Fourier transform
DLCP Drive-level capacitance profiling
DLOS Deep-level optical spectroscopy
DLTS Deep-level transient spectroscopy
DOS Density of states
DSR Differential spectral response
DT Digital
D-X Excitons bound to ionized donor
eA∘ Optical transitions between acceptor and free electron
EBIC Electron-beam-induced current
EBSD Electron backscatter diffraction
EDMR Electrically detected magnetic resonance
EDX Energy-dispersive X-ray spectrometry
EDXRD Energy-dispersive X-ray diffraction
EELS Electron energy-loss spectrometry
EFTEM Energy-filtered transmission electron microscopy
EL Electroluminescence
ELNES Energy-loss near-edge structure
EMPA Eidgenössische Materialprüfungsanstalt
ENDOR Electron nuclear double resonance
EPR Electron paramagnetic resonance
ESCA Electron spectroscopy for chemical analysis
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ESEEM Electron spin echo envelope modulations
ESI Energy-selective imaging
ESR Electron spin resonance
EXC Free exciton transition
EXELFS Extended energy-loss fine structure
FFT Fast Fourier transformation
FIB Focused ion beam
FIR Far infrared
FM Frequency modulation
FP-LAPW Full potential linearized augmented plane wave
FT Fourier transform
FTIR Fourier transform infrared
FTPS Fourier transform photocurrent spectroscopy
FWHM Full width at half maximum
FX Free excitons
FY Fluorescence yield
GB Grain boundary
GD-MS Glow-discharge mass spectroscopy
GD-OES Glow-discharge optical-emission spectroscopy
GGA Generalized gradient approximation
GGI [Ga]/([In]+[Ga])
GIXRD Grazing-incidence X-ray diffraction
GNU GNU’s Not Unix (recursive acronym)
GPL General public licence
GW G for Green’s function and W for the screened Coulomb interaction
HAADF High-angle annular dark field
HFI Hyperfine interaction
HOPG Highly oriented pyrolytic graphite
HR High resistance
HR High resolution
HRTEM High-resolution transmission electron microscopy
HT High temperature
HWCVD Hot-wire chemical vapor deposition
HZB Helmholtz-Zentrum Berlin
IBB Interface-induced band bending
IPES Inverse photoelectron spectroscopy
IR Infrared
JEBIC Junction electron-beam-induced current
KPFM Kelvin probe force microscopy
KS Kohn–Sham
KSM Kaplan–Solomon–Mott (model)
LAMMPS Large-Scale Atomic/Molecular Massively Parallel Simulator
LBIC Laser-beam-induced current
LCR meter Inductance, capacitance, and resistance analyzer
LDA Local density approximation
LED Light-emitting diode
LESR Light-induced ESR
LIA Lock-in amplifier
LLS Laser-light scattering
LO Longitudinal optical
LR Low resistance
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LT Low temperature
LVM Localized vibrational modes
MBPT Many-body perturbation theory
MD Molecular dynamics
MIP Mean-inner potential
MIR Medium infrared
MIS Metal–insulator–semiconductor
ML Monolayer
MO Metal oxide
MOS Metal–oxide–semiconductor
MS Molecular statics
MSE Mean-square error
mw Microwave
nc-AFM Non-contact atomic force microscopy
NIR Near-infrared
NIST National Institute of Standards and Technology
NSOM Near-field scanning optical microscopy
OBIC Optical-beam-induced current
OES Optical emission spectrometry
OTRACE Open circuit corrected transient charge extraction
OVC Ordered vacancy compound
PBE-GGA Generalized gradient approximation by Perdew, Burke, and Ernzerhof
PC Personal computer
PCSA Polarizer–compensator–sample–analyzer
PDA Photodetector array
PDE Partial differential equations
PDS Photothermal deflection spectroscopy
PECVD Plasma-enhanced chemical vapor deposition
PES Photoelectron spectroscopy
pESR Pulsed electron spin resonance
PEY Partial electron yield
PIPO Photon-in photon-out
PL Photoluminescence
PLL Phase-locked loop
PMT Photomultiplier tube
pp Peak-to-peak
PV Photovoltaic
PVD Physical vapor deposition
QE Quantum efficiency
QMA Quadrupole mass analyzer
QMC Quantum Monte Carlo
RDLTS Reverse-bias deep-level transient spectroscopy
REBIC Remote electron-beam-induced current
rf Radio frequency
RGB Red–green–blue, color space
RHEED Reflection high-energy electrons
RIXS Resonant inelastic (soft) X-ray scattering
RS Raman spectroscopy
RSF Relative sensitivity factor
RTP Rapid thermal process
RTSE Real-time spectroscopic ellipsometry
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RZW Ritter, Zeldov, and Weiser steady-state photocarrier method
S/N Signal-to-noise (ratio)
SAED Selected-area electron diffraction
SCAPS Solar-cell capacitance simulator
SCM Scanning capacitance microscopy
SE Spectroscopic ellipsometry
SE Secondary electron
SEM Scanning electron microscopy
SIMS Secondary-ion mass spectroscopy
SNMS Sputtered neutral mass spectroscopy
SNOM, see
also NSOM

Scanning near-field optical microscopy

SPICE Simulation Program with Integrated Circuit Emphasis
SPM Scanning probe microscopy
SQ Shockley–Queisser (limit)
SR Spectral response
SSPG Steady-state photocarrier grating
SSRM Scanning spreading-resistance microscopy
STEM Scanning transmission electron microscopy
STM Scanning tunneling microscopy
SWE Staebler–Wronski effect
TCO Transparent conductive oxide
TD Trigger diode
TD-DFT Time-dependent density functional theory
TDCF Time-delayed collection field
TDS Thermal desorption spectroscopy
TEM Transmission electron microscopy
TEY Total electron yield
TF Tuning fork
TO Transversal optical
TOF Time of flight
TPC Transient photocapacitance spectroscopy
TPD Temperature-programmed desorption
TPV Transient photovoltage
TU Technical University
UHV Ultrahigh vacuum
UPS Ultraviolet photoelectron spectroscopy
UV Ultraviolet
VBM Valence-band maximum
VBO Valence-band offset
Vis, VIS Visible
WDX Wavelength-dispersive X-ray spectrometry
WLR White-light reflectometry
XAES X-ray Auger electron spectroscopy
XAS X-ray absorption spectroscopy
XES X-ray emission spectroscopy
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
XRF X-ray fluorescence
ZFF Zero filling factor
μc-Si Microcrystalline silicon
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Preface of the Second Edition

Progress in photovoltaic devices is rarely revolutionary but most commonly a
long, evolutionary process. Champion efficiencies of typical solar-cell technolo-
gies like crystalline silicon or Cu(In,Ga)Se2 have increased over decades before
they reached a (near) saturation level. In contrast to these long-term trends,
the development in the last few years has been extraordinary and maybe even
revolutionary in many respects. Several of the “classical” solar-cell technologies
(Cu(In,Ga)Se2, CdTe, crystalline Si) made substantial improvements in their
champion cell efficiencies.

In addition to this notable progress, new materials or processing meth-
ods have been further developed in recent years. These include Si thin films
grown by liquid-phase crystallization, vacuum- or solution-processed kesterites
(Cu2ZnSn(S,Se)4), organic absorber layers, and in particular a completely new
family of solution-processible photovoltaic absorber materials, which have
reached astonishingly high efficiencies. This material family is a particular type of
perovskites, comprising an organic molecule, a metal, and a halogen on different
lattice positions. In spite of their already high conversion efficiencies of more than
20%, solar cells based on perovskite absorbers face numerous challenges such as
stability and toxicity of the materials. The rise of metal-halide perovskites has also
led to expansions of traditionally rather well-separated communities of inorganic
and organic solar cells. There used to be a distinct separation between researchers
working on solution-processible solar cells such as those made from organic or
nanoparticular absorber materials and researchers working on vacuum-deposited
thin-film materials such as Cu(In,Ga)Se2, CdTe, and thin-film silicon. In recent
years, these communities have started to share more and more interests and
have therefore started to pursue more collaboration on single junction or tandem
solar cells involving either materials like perovskites or material combinations
involving organic and inorganic materials.

Thus, the second edition of the present handbook on characterization tech-
niques for thin-film solar cells has to shift its focus slightly with respect to the
first edition issued in 2011. The first edition was confined to characterization
methods for the three traditional inorganic thin-film technologies, Cu(In,Ga)Se2,
CdTe, and thin-film silicon, whereas the new edition required a broader scope
and therefore includes also aspects more commonly discussed in the community
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of solution-processible semiconductor solar cells. These aspects include transient
optoelectronic methods used in organic solar cells and related technologies and
methods to study the absorption edge of semiconductors, using either purely
optical techniques such as photothermal deflection spectroscopy or electrical
techniques such as Fourier-transform photocurrent spectroscopy. In addition,
we added chapters on in situ real-time characterization of thin-film growth
and on molecular dynamics. Several chapters were rearranged, and further
characterization and simulation techniques were added in order to account for
new developments and possibilities.

As for the first edition, the editors would like to thank all authors of this hand-
book for their excellent and punctual contributions. We are especially grateful to
Dr. Martin Preuss, Wiley-VCH, for helping in realizing this book project.

Berlin, Jülich, Germany Daniel Abou-Ras, Thomas Kirchartz,
November 2015 and Uwe Rau
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Preface of the First Edition

Inorganic thin-film photovoltaics is a very old research topic with a scientific
record of more than 30 years and tens of thousands of published papers. At the
same time, thin-film photovoltaics is an emerging research field due to technolog-
ical progress and the subsequent tremendous growth of the photovoltaic industry
during recent years. As a consequence, many young scientists and engineers enter
the field not only because of the growing demand for skilled scientific personnel
but also because of the many interesting scientific and technological questions
that are still to be solved. As a consequence, there is a growing demand for
skilled scientific staff entering the field who will face a multitude of challenging
scientific and technological questions. Thin-film photovoltaics aims for the
highest conversion efficiencies and lowest possible cost. Therefore, a profound
understanding of corresponding solar-cell devices and photovoltaic materials
applied is a major prerequisite for any further progress in this challenging field.

In recent years, a wide and continuously increasing variety of sophisticated and
rather specialized analysis techniques originating from very different directions of
physics, chemistry, or materials science have been applied in order to extend the
scientific base of thin-film photovoltaics. This increasing specialization is a rela-
tively new phenomenon in the field of photovoltaics where during the “old days”
everyone was (and had to be) able to handle virtually every scientific method per-
sonally. Consequently, it becomes nowadays more and more challenging for the
individual scientist to keep track with the results obtained by specialized analysis
methods, the physics behind these methods, and their implications for the devices.

The need for more communication and exchange especially among scientists
and PhD students working in the same field but using very different techniques
was more and more rationalized during recent years. As notable consequences,
very well-attended “Young Scientist Tutorials on Characterization Techniques
for Thin-Film Solar Cells” were established at Spring Meetings of the Materials
Research Society and the European Materials Research Society. These tutorials
were especially dedicated to mutual teaching and open discussions.

The present handbook aims to follow the line defined by these tutorials,
providing concise and comprehensive lecture-like chapters on specific research
methods, written by researchers who use these methods as the core of their
scientific work and who at the same time have a precise idea of what is relevant
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for photovoltaic devices. The chapters are intended to focus on the specific
methods more than on significant results. This is because these results, especially
in innovative research areas, are subject to rapid change and are better dealt with
by review articles. The basic message of the chapters in the present handbook
focuses more on how to use the specific methods, on their physical background,
and especially on their implications for the final purpose of the research, that is,
improving the quality of photovoltaic materials and devices.

Therefore, the present handbook is not thought as a textbook on established
standard (canonical) methods. Rather, we focus on emerging, specialized methods
that are relatively new in the field but have a given relevance. This is why the title
of the book addresses “advanced” techniques. However, new methods also need to
be judged by their implication for photovoltaic devices. For this reason, an intro-
ductory chapter (Chapter 1) will describe the basic physics of thin-film solar cells
and modules and also guide to the specific advantages that are provided by the
individual methods. In addition, we have made sure that the selected authors not
only are established specialists concerning a specific method but also have long-
time experience dealing with solar cells. This ensures that in each chapter, the aim
of the analysis work is kept on the purpose of improving solar cells.

The choice of characterization techniques is not intended for completeness but
should be a representative cross section through scientific methods that have a
high level of visibility in the recent scientific literature. Electrical device char-
acterization (Chapter 2), electroluminescence (Chapter 3), photoluminescence
(Chapter 7), and capacitance spectroscopy (Chapter 4) not only are standard
optoelectronic analysis techniques for solid-state materials and devices but also
are well established and of common use in their specific photovoltaic context. In
contrast, characterization of light trapping (Chapter 5) is an emerging research
topic very specific to the photovoltaic field. Chapters 6, 8, and 9 deal with
ellipsometry, the steady-state photocarrier grating method, and time-of-flight
analysis, which are dedicated thin-film characterization methods. Steady-state
photocarrier grating (Chapter 8) and time-of-flight measurements (Chapter
9) specifically target the carrier transport properties of disordered thin-film
semiconductors. Electron spin resonance (Chapter 10) is a traditional method in
solid-state and molecule physics, which is of particular use for analyzing dangling
bonds in disordered semiconductors.

The disordered nature of thin-film photovoltaic materials requires analysis of
electronic, structural, and compositional properties at the nanometer scale. This
is why methods such as scanning probe techniques (Chapter 11) as well as elec-
tron microscopy and its related techniques (Chapter 12) gain increasing impor-
tance in the field. X-ray and neutron diffraction (Chapter 13) and Raman spec-
troscopy (Chapter 14) contribute to the analysis of structural properties of pho-
tovoltaic materials. Since thin-film solar cells consist of layer stacks with inter-
faces and surfaces, important issues are the analyses of their chemical and elec-
tronic properties, which may be studied by means of soft X-ray and electron spec-
troscopy (Chapter 15). Important information for thin-film solar-cell research and
development is the elemental distributions in the layer stacks, analyzed by various
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techniques presented in Chapter 16. Specifically for silicon thin-film solar cells,
knowledge about hydrogen incorporation and stability is obtained from hydrogen
effusion experiments (Chapter 17).

For designing photovoltaic materials with specific electrical and optoelectronic
properties, it is important to predict these properties for a given compound.
Combining experimental results from materials analysis with those from ab initio
calculations based on density functional theory provides the means to study point
defects in photovoltaic materials (Chapter 18). Finally, in order to come full circle
regarding the solar-cell devices treated in the first chapters of the handbook, the
information gained from the various materials analyses and calculations may now
be introduced into one-dimensional (Chapter 19) or multidimensional device
simulations (Chapter 20). By means of carefully designed optical and electronic
simulations, photovoltaic performances of specific devices may be studied even
before their manufacture.

We believe that the overview of these various characterization techniques is
useful not only for colleagues engaged in the research and development of inor-
ganic thin-film solar cells, from which the examples in the present handbook are
given, but also for those working with other types of solar cells and optoelectronic,
thin-film devices.

The editors would like to thank all authors of this handbook for their excellent
and (almost) punctual contributions. We are especially grateful to Ulrike Fuchs
and Anja Tschörtner, Wiley-VCH, for helping in realizing this book project.

Berlin, Germany; London, UK; and Jülich, Germany Daniel Abou-Ras,
August 2010 Thomas Kirchartz,

and Uwe Rau
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Abbreviations

1D One-dimensional
2D Two-dimensional
3D Three-dimensional
A∘X Excitons bound to neutral acceptor
ac Amplified current
ADC Analog-to-digital converter
ADF Annular dark field
ADXRD Angle-dispersive X-ray diffraction
AES Auger electron spectroscopy
AEY Auger electron yield
AFM Atomic force microscopy
AFORS-HET Automat for simulation of heterostructures
ALDA Adiabatic local density approximation
AM Amplitude modulation
AM Air mass
AMU Atomic mass units
ARS Angularly resolved light scattering
AS Admittance spectroscopy
ASA Advanced semiconductor analysis, a solar-cell device simulator
ASCII American Standard Code for Information Interchange
a-Si Amorphous silicon
A-X Excitons bound to ionized acceptor
BACE Bias-amplified charge extraction
BF Bright field
BOP Bond-order potential
BS Beam splitter
BSE Bethe–Salpeter equation
BSE Backscattered electrons
c-AFM Conductive AFM
CBD Chemical bath deposition
CBED Convergent-beam electron diffraction
CBM Conduction-band minimum
CBO Conduction-band offset
CC Coupled cluster
CCD Charge-coupled device
CE Charge extraction
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CELIV Charge extraction with linearly increased voltage
CGI [Cu]/([In]+[Ga])
CHA Concentric hemispherical analyzer
CI Configuration interaction
CIGS Cu(In,Ga)Se2
CIGSe Cu(In,Ga)Se2
CIGSSe Cu(In,Ga)(S;Se)2
CIS CuInSe2
CIS CuInS2
CISe CuInSe2
CL Cathodoluminescence
CL Core level
CMA Cylindrical mirror analyzer
CN Charge neutrality
CP Critical point
CPD Contact-potential difference
CSL Coincidence-site lattice
CSS Closed-space sublimation
CTEM Conventional transmission electron microscopy
CV Capacitance–voltage
cw Continuous wave
D∘h Optical transitions between donor and free hole
D∘X Excitons bound to neutral donor
DAP Donor–acceptor pair
db, DB Dangling bond
dc Direct current
DF Dark field
DFPT Density functional perturbation theory
DFT Density functional theory
DFT Discrete Fourier transform
DLCP Drive-level capacitance profiling
DLOS Deep-level optical spectroscopy
DLTS Deep-level transient spectroscopy
DOS Density of states
DSR Differential spectral response
DT Digital
D-X Excitons bound to ionized donor
eA∘ Optical transitions between acceptor and free electron
EBIC Electron-beam-induced current
EBSD Electron backscatter diffraction
EDMR Electrically detected magnetic resonance
EDX Energy-dispersive X-ray spectrometry
EDXRD Energy-dispersive X-ray diffraction
EELS Electron energy-loss spectrometry
EFTEM Energy-filtered transmission electron microscopy
EL Electroluminescence
ELNES Energy-loss near-edge structure
EMPA Eidgenössische Materialprüfungsanstalt
ENDOR Electron nuclear double resonance
EPR Electron paramagnetic resonance
ESCA Electron spectroscopy for chemical analysis
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ESEEM Electron spin echo envelope modulations
ESI Energy-selective imaging
ESR Electron spin resonance
EXC Free exciton transition
EXELFS Extended energy-loss fine structure
FFT Fast Fourier transformation
FIB Focused ion beam
FIR Far infrared
FM Frequency modulation
FP-LAPW Full potential linearized augmented plane wave
FT Fourier transform
FTIR Fourier transform infrared
FTPS Fourier transform photocurrent spectroscopy
FWHM Full width at half maximum
FX Free excitons
FY Fluorescence yield
GB Grain boundary
GD-MS Glow-discharge mass spectroscopy
GD-OES Glow-discharge optical-emission spectroscopy
GGA Generalized gradient approximation
GGI [Ga]/([In]+[Ga])
GIXRD Grazing-incidence X-ray diffraction
GNU GNU’s Not Unix (recursive acronym)
GPL General public licence
GW G for Green’s function and W for the screened Coulomb interaction
HAADF High-angle annular dark field
HFI Hyperfine interaction
HOPG Highly oriented pyrolytic graphite
HR High resistance
HR High resolution
HRTEM High-resolution transmission electron microscopy
HT High temperature
HWCVD Hot-wire chemical vapor deposition
HZB Helmholtz-Zentrum Berlin
IBB Interface-induced band bending
IPES Inverse photoelectron spectroscopy
IR Infrared
JEBIC Junction electron-beam-induced current
KPFM Kelvin probe force microscopy
KS Kohn–Sham
KSM Kaplan–Solomon–Mott (model)
LAMMPS Large-Scale Atomic/Molecular Massively Parallel Simulator
LBIC Laser-beam-induced current
LCR meter Inductance, capacitance, and resistance analyzer
LDA Local density approximation
LED Light-emitting diode
LESR Light-induced ESR
LIA Lock-in amplifier
LLS Laser-light scattering
LO Longitudinal optical
LR Low resistance
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LT Low temperature
LVM Localized vibrational modes
MBPT Many-body perturbation theory
MD Molecular dynamics
MIP Mean-inner potential
MIR Medium infrared
MIS Metal–insulator–semiconductor
ML Monolayer
MO Metal oxide
MOS Metal–oxide–semiconductor
MS Molecular statics
MSE Mean-square error
mw Microwave
nc-AFM Non-contact atomic force microscopy
NIR Near-infrared
NIST National Institute of Standards and Technology
NSOM Near-field scanning optical microscopy
OBIC Optical-beam-induced current
OES Optical emission spectrometry
OTRACE Open circuit corrected transient charge extraction
OVC Ordered vacancy compound
PBE-GGA Generalized gradient approximation by Perdew, Burke, and Ernzerhof
PC Personal computer
PCSA Polarizer–compensator–sample–analyzer
PDA Photodetector array
PDE Partial differential equations
PDS Photothermal deflection spectroscopy
PECVD Plasma-enhanced chemical vapor deposition
PES Photoelectron spectroscopy
pESR Pulsed electron spin resonance
PEY Partial electron yield
PIPO Photon-in photon-out
PL Photoluminescence
PLL Phase-locked loop
PMT Photomultiplier tube
pp Peak-to-peak
PV Photovoltaic
PVD Physical vapor deposition
QE Quantum efficiency
QMA Quadrupole mass analyzer
QMC Quantum Monte Carlo
RDLTS Reverse-bias deep-level transient spectroscopy
REBIC Remote electron-beam-induced current
rf Radio frequency
RGB Red–green–blue, color space
RHEED Reflection high-energy electrons
RIXS Resonant inelastic (soft) X-ray scattering
RS Raman spectroscopy
RSF Relative sensitivity factor
RTP Rapid thermal process
RTSE Real-time spectroscopic ellipsometry



Abbreviations XXXVII

RZW Ritter, Zeldov, and Weiser steady-state photocarrier method
S/N Signal-to-noise (ratio)
SAED Selected-area electron diffraction
SCAPS Solar-cell capacitance simulator
SCM Scanning capacitance microscopy
SE Spectroscopic ellipsometry
SE Secondary electron
SEM Scanning electron microscopy
SIMS Secondary-ion mass spectroscopy
SNMS Sputtered neutral mass spectroscopy
SNOM, see
also NSOM

Scanning near-field optical microscopy

SPICE Simulation Program with Integrated Circuit Emphasis
SPM Scanning probe microscopy
SQ Shockley–Queisser (limit)
SR Spectral response
SSPG Steady-state photocarrier grating
SSRM Scanning spreading-resistance microscopy
STEM Scanning transmission electron microscopy
STM Scanning tunneling microscopy
SWE Staebler–Wronski effect
TCO Transparent conductive oxide
TD Trigger diode
TD-DFT Time-dependent density functional theory
TDCF Time-delayed collection field
TDS Thermal desorption spectroscopy
TEM Transmission electron microscopy
TEY Total electron yield
TF Tuning fork
TO Transversal optical
TOF Time of flight
TPC Transient photocapacitance spectroscopy
TPD Temperature-programmed desorption
TPV Transient photovoltage
TU Technical University
UHV Ultrahigh vacuum
UPS Ultraviolet photoelectron spectroscopy
UV Ultraviolet
VBM Valence-band maximum
VBO Valence-band offset
Vis, VIS Visible
WDX Wavelength-dispersive X-ray spectrometry
WLR White-light reflectometry
XAES X-ray Auger electron spectroscopy
XAS X-ray absorption spectroscopy
XES X-ray emission spectroscopy
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
XRF X-ray fluorescence
ZFF Zero filling factor
μc-Si Microcrystalline silicon
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1
Introduction to Thin-Film Photovoltaics
Thomas Kirchartz, Daniel Abou-Ras, and Uwe Rau

1.1
Introduction

From the early days of photovoltaics until today, thin-film solar cells have always
competed with technologies based on single-crystal materials such as Si and
GaAs. Owing to their amorphous or polycrystalline nature, thin-film solar cells
always suffered from power-conversion efficiencies lower than those of the bulk
technologies. This drawback was and still is counterbalanced by several inherent
advantages of thin-film technologies. Because in the early years of photovoltaics
space applications were the driving force for the development of solar cells, the
argument in favor of thin films was their potential lighter weight as compared
with bulk materials.

An extended interest in solar cells as a source of renewable energy emerged
in the mid-1970s as the limitations of fossil energy resources were widely rec-
ognized. For terrestrial power applications the cost arguments and the superior
energy balance strongly favored thin films. However, from the various materi-
als under consideration in the 1950s and 1960s, only four thin-film technologies,
namely, hydrogenated amorphous Si (a-Si:H) and the polycrystalline heterojunc-
tion systems CdS/CuxS, CdS/CdTe, and CdS/Cu(In,Ga)Se2, entered pilot produc-
tion. Activities in the CdS/CuxS system stopped at the beginning of the 1980s
because of stability problems. At that time amorphous silicon became the front
runner in thin-film technologies keeping almost constantly a share of about 10%
in a constantly growing photovoltaic market with the remaining 90% kept by crys-
talline Si. Despite their high efficiency potential, polycrystalline heterojunction
solar cells based on CdTe and Cu(In,Ga)Se2 did not play an economic role until
the turn of the century.

During the accelerated growth of the worldwide photovoltaic market since
the year 2000, the market share of thin-film technologies was again at a level
at or above 10%, with an increasing contribution of CdTe and Cu(In,Ga)Se2.
With annual production figures in the GW range, thin-film photovoltaics has
become a multibillion-dollar business. In order to expand this position, further
dramatic cost reduction is required combined with a substantial increase of

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.
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module efficiency. In this context, material and device characterization becomes
an important task not only for quality control in an expanding industry but
remains also at the very heart of further technological progress.

In addition to the three inorganic thin-film technologies, also solar cells con-
taining one or more organic materials were studied in particular from the 1990s
onward. Two main variants of such organic solar cells are developed. The first
one, the dye-sensitized solar cell (DSSC), uses organic dyes (later also inorganic
nanoparticles) as light absorbers. In order to be able to use any well-absorbing
material without putting any constraint on its ability to transport electrons and
holes, a monolayer of that well-absorbing material (the dye) was attached to a
mesoporous scaffold (usually made up of TiO2) which was then immersed in a
liquid and later also solid-state electrolyte infiltrating the pores of the scaffold.
The tasks of light absorption as well as transport of the negative and positive
charge carrier would then be performed by different materials, namely, the dye,
the scaffold, and the electrolyte in this order. The second variant of an organic
solar cell distributed the three tasks mentioned above over two materials: The first,
usually a polymer, was used for light absorption and hole transport, while the sec-
ond material (usually a fullerene) was used for electron transport and to a lesser
degree also for light absorption. These technologies surpassed efficiencies of 10%
and saw some attempts at commercialization, though so far on a smaller scale
than, for example, CdTe. Within the last few years, the seemingly clear bound-
aries between the fields of organic and inorganic solar cells have started to become
blurred by the advent of hybrid (organic–inorganic) metal-halide perovskites. The
most widely used material in this class is CH3NH3PbI3, which has an organic
molecule (CH3NH3) on the A lattice position, lead on the B position, and iodine
on the X position (for an ABX3 perovskite). CH3NH3PbI3 is one example of a
class of materials that managed to surpass 20% efficiency on a cell level – the first
time for an “organic” semiconductor. Given that these highly efficient perovskite
solar cells are able to combine the tasks of light absorption as well as electron
and hole transport just like the three typical inorganic thin-film technologies, the
demands for and the methods used for device and material characterization in
these perovskites are in many respects quite similar to the ones needed for inor-
ganic thin-film solar cells.

The present book comprises a large range of characterization techniques
used for photovoltaic devices and materials. The examples shown in the
chapters concentrate on the three inorganic thin-film technologies – thin-film
Si (a-Si:H, microcrystalline μc-Si:H, and combinations of both forming a tan-
dem solar cell) – and the two heterojunction systems CdS/CdTe as well as
CdS/Cu(In,Ga)(Se,S)2 but sometimes include examples from organic and per-
ovskite devices as well. These thin-film technologies have in common that they
consist of layer sequences made up from disordered semiconductor materials
that are deposited onto a supporting substrate or superstrate. This layer structure
and the use of disordered materials define a fundamental difference to devices
based on crystalline c-Si where a self-supporting Si wafer is transformed into a
solar cell via a solid-state diffusion of dopant atoms. Thus, there are only the front
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and the back surface as critical interfaces in the classical wafer solar cell (with
the notable exception of the a-Si:H/c-Si heterojunction solar cell). In thin-film
solar cells, the number of functional layers can amount to up to eight and more.
Some of these layers have thicknesses as low as 10 nm. In large-area modules,
these layers homogeneously cover areas of up to 6 m2. These special features of
the thin-film photovoltaic technologies define the field for the characterization
techniques discussed in the present book.

Electrical characterization, electroluminescence and photoluminescence,
capacitance spectroscopy, and characterization of light trapping as considered
in Chapters 2–4 as well as 6, 8, 10, and 11 are common analysis techniques
for photovoltaic devices. However, the specific properties of the thin-film
systems like the disordered nature of the materials, the importance of fea-
tures at the nanometer scale, and the fact that the film thicknesses are of the
order or below the wavelength of visible light account for the special aspects
to be considered when using these techniques. Chapters 5, 7, 8, and 9 deal
with techniques like ellipsometry, photothermal deflection spectroscopy, the
steady-state photocarrier grating method, and time-of-flight analysis, which are
thin-film-specific methods, and moreover, some were even invented within the
field of thin-film photovoltaics. Chapters 12–20 discuss classical methods for
material characterization, each of them having special importance for at least one
photovoltaic technology. Again, the specific features of photovoltaic thin films
like the importance of dangling bonds and hydrogen passivation in disordered
Si, the need for physical and chemical material analysis at the nanometer scale,
or the prominence of interface chemistry and physics in thin-film solar cells
define the focus of these chapters. Chapters 21–24 at the end of the handbook
deal with the theoretical description of materials and devices. Ab initio modeling
of semiconductor materials is indispensable, because even the basic physical
properties of some of the wide variety of compounds and alloys used in thin-film
photovoltaics are not satisfactorily known. Finally, successful modeling of the
finished devices may be looked at as the definitive proof of our understanding of
materials and interfaces.

The present introductory chapter yields a brief general introduction into the
basic principles of photovoltaics, highlighting the specific material and device
properties that are relevant for thin-film solar cells.

1.2
The Photovoltaic Principle

The temperature difference between the surface of the sun with a temperature
of T = 5800 K and the surface of the earth (T = 300 K) is the driving force of any
solar-energy conversion technology. Solar cells and solar modules directly convert
the solar radiation into electricity using the internal photoelectric effect. Thus, any
solar cell needs a photovoltaic absorber material that is not only able to absorb the
incoming light efficiently but also to create mobile charge carriers, electrons and
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holes, that are separated at the terminals of the device without significant loss of
energy. Note that in organic absorber materials most light-absorption processes
generate excitons and a first step of charge separation is necessary in order to
dissociate the exciton into free carriers. In contrast, the low binding energy of
excitons in inorganic semiconductors makes absorption and generation of mobile
charge carriers in appropriate absorber materials of this type virtually identical.
Thus, after light absorption electrons and holes are present in the absorber and
must be directed toward the two different contacts of the absorber, that is, the
final charge carrier separation step.

For a semiconductor acting as a photovoltaic absorber, its band-gap energy Eg is
the primary quantity defining how many charge carriers are generated from solar
photons with energy E ≥Eg. Maximizing the number of photons contributing
to the short-circuit current density of a solar cell would require minimizing
Eg. Since photogenerated electron–hole pairs thermalize to the conduction-
band and valence-band edges after light absorption, the generated energy per
absorbed photon corresponds to Eg regardless of the initial photon energy E.
Thus, maximizing the band-gap energy Eg maximizes the available energy per
absorbed photon. Therefore, one intuitively expects that an optimum band-gap
energy exists between Eg = 0, maximizing the generated electron–hole pairs, and
Eg →∞, maximizing the generated energy contained in a single electron–hole
pair. Quantitatively, this consideration is reflected in the dependence of the
maximum achievable conversion efficiency of a single-band-gap photovoltaic
absorber material as discussed in the following section.

1.2.1
The Shockley–Queisser Theory

The maximum power-conversion efficiency of a solar cell consisting of single
semiconducting absorber material with band-gap energy Eg is described by the
Shockley–Queisser (SQ) [1] limit. In its simplest form, the SQ limit relies on
four basic assumptions: (i) The probability for the absorption of solar light by the
generation of a single electron–hole pair in the photovoltaic absorber material is
unity for all photon energies E ≥Eg and zero for E <Eg. (ii) All photogenerated
charge carriers thermalize to the band edges. (iii) The collection probability for
all photogenerated electron–hole pairs at short circuit is unity. (iv) The only loss
mechanism in excess of the nonabsorbed photons of (i) and the thermalization
losses in (ii) are spontaneous emission of photons by radiative recombination of
electron–hole pairs as required by the principle of detailed balance.

In order to calculate the maximum available short-circuit current Jsc,SQ as
defined by (iii), we need the incoming photon flux 𝜙inc and the absorptance A(E)
defining the percentage of the incoming light at a certain photon energy E that is
absorbed and not reflected or transmitted. The simplest approximation defined
for an ideal absorber by condition (i) is a step function, that is, A(E)= 1 (for
E >Eg) and A(E)= 0 (for E <Eg). Then we have under short-circuit conditions
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Figure 1.1 (a) Comparison of the AM1.5G
spectrum with the blackbody spectrum of
a body with a temperature T = 5800 K. Both
spectra are normalized such that the power
density is 100 mW/cm2. (b) Using the AM1.5G

spectrum and Equation (1.1), we obtain the
short-circuit current density Jsc,SQ in the
Shockley–Queisser limit as a function of the
band-gap energy Eg of the solar absorber.

(i.e., applied voltage V = 0 V)

Jsc,SQ = q∫
∞

0
A(E)𝜙inc(E)dE = q∫

∞

Eg

𝜙inc(E)dE, (1.1)

where q denotes the elementary charge.
Figure 1.1a compares the spectral photon flux corresponding to the terrestrial

AM1.5G norm spectrum with the blackbody spectrum at T = 5800 K, both spec-
tra normalized to a power density of 100 mW/cm2. Figure 1.1b illustrates the max-
imum short-circuit current density that is possible for a given band-gap energy Eg
according to Equation 1.2.

Since light absorption by generation of free carriers and light emission by
recombination of electron–hole pairs are interconnected by the principle of
detailed balance, in thermodynamic equilibrium the photon emission 𝜙em is
connected to the absorptance via Kirchhoff’s law 𝜙em = A(E)𝜙bb(E,T), where
𝜙bb(E,T) is the blackbody spectrum at temperature T .

In an ideal solar cell under applied voltage bias, we use Würfel’s [2] generaliza-
tion of Kirchhoff’s law to describe the recombination current Jrec,SQ for radiative
recombination according to

Jrec,SQ = q∫
∞

0
A(E)𝜙bb(E,T) exp

(
qV
kT

)
dE = q∫

∞

Eg

𝜙bb(E,T) exp
(

qV
kT

)
dE,

(1.2)

where the second equality again results from the assumption of a sharp band-
gap energy Eg. Thus, Equation 1.2 describes the current density of a solar cell in
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the dark if only radiative recombination of carriers is considered corresponding to
condition (iv) and the carriers have the temperature T of the solar cell according to
condition (ii). The total current density J under illumination is a superposition of
this radiative recombination current density and the short-circuit current density
defined in Equation 1.1. Thus, we can write

J(V ) = Jrec,SQ(V ) − Jsc,SQ = q∫
∞

Eg

𝜙bb(E)dE exp
(

qV
kT

)
−q∫

∞

Eg

𝜙inc(E)dE. (1.3)

There are two contributions to the incoming photon flux𝜙inc, that is, the spectrum
𝜙sun of the sun and the photon flux 𝜙bb from the environment which has the same
temperature as the sample. When we replace the incoming photon flux 𝜙inc with
the sum 𝜙sun +𝜙bb, Equation 1.3 simplifies to

J(V ) = q∫
∞

Eg

𝜙bb(E)dE
[

exp
(

qV
kT

)
− 1

]
−q∫

∞

Eg

𝜙sun(E)dE, (1.4)

which is a typical diode equation with an additional photocurrent only due to the
extra illumination from the sun. Now it is obvious that for 0 excess illumination
and 0 V applied, the current becomes 0.

Figure 1.2 shows the current density/voltage (J/V ) curves of an ideal solar cell
according to Equation 1.4 for three different band-gap energies Eg = 0.8, 1.4, and
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Figure 1.2 (a) Power density/voltage curves
and (b) current density/voltage (J/V) curves
of three ideal solar cells with band gaps
Eg = 0.8, 1.4, and 2.0 eV, respectively. The
higher the band gap Eg, the higher the
open-circuit voltage Voc, that is, the intercept

of both power density and current density
with the voltage axis. However, a higher
band gap also leads to a decreased short-
circuit current Jsc (cf. Figure 1.1b). The curves
are calculated using Equation 1.4.
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Figure 1.3 (a) Open-circuit voltage
and (b) conversion efficiency as a func-
tion of the band-gap energy Eg in the
Shockley–Queisser limit using an AM1.5G
spectrum as illumination. The optimum

band-gap energies for single-junction solar
cells are in the range of 1.1 eV< Eg < 1.4 eV
with maximum conversion efficiencies
around 𝜂 = 33% under unconcentrated sun-
light.

2.0 eV. If we evaluate Equation 1.4 under open-circuit conditions, that is, at J = 0,
we find the maximum possible voltage in the fourth quadrant of the coordinate
system in Figure 1.2. This voltage is called the open-circuit voltage V oc and follows
from Equation 1.4 as

Voc =
kT
q

ln

⎛⎜⎜⎜⎜⎝
∫

∞

Eg

𝜙sun (E)dE

∫
∞

Eg

𝜙bb(E)dE
+ 1

⎞⎟⎟⎟⎟⎠
= kT

q
ln
( Jsc,SQ

J0,SQ
+ 1

)
. (1.5)

Here, J0,SQ is the saturation current density in the SQ limit, that is, the smallest
possible saturation current density for a semiconductor of a given band gap. The
open-circuit voltage increases nearly linearly with increasing band gap as shown
in Figure 1.3a.

From Equation 1.4, the power density follows by multiplication with the voltage.
The efficiency 𝜂 is then the maximum of the negative power density,1) that is,

𝜂 = −max(J(V )V )
Popt

= −max(J(V )V )

∫
∞

Eg

E𝜙sun(E)dE
. (1.6)

Figure 1.3b shows the final result of the SQ theory: the efficiency as a function
of the band-gap energy for illumination with the AM1.5G spectrum depicted in
Figure 1.1a.

1) Negative current density means here that the current density is opposite to the current density any
passive element would have. A negative power density means then that energy is extracted from the
device and not dissipated in the device as it would happen in a diode, which is not illuminated.
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1.2.2
From the Ideal Solar Cell to Real Solar Cells

The universality and simplicity of the SQ limit are due to the fact that all inter-
nal details of the solar cell are irrelevant for its derivation. However, these hidden
details are the practical subjects of research on real solar cells and especially on
thin-film solar cells. It is important to understand that some of these details ideal-
ized (or neglected) by the original SQ theory are not in conflict with the detailed
balance principle [3].

Firstly, starting from a step function like absorptance toward a more complex
spectral dependence of A(E) is not in conflict with the radiative recombination
limit (cf. Equations 2.1 and 2.2). A continuous transition from zero to unity is
expected for any semiconductor material with finite thickness. Especially for
thin-film absorbers, maximizing light absorption is an important task requiring
additional means to confine the light as discussed in Section 1.2.3. Moreover, the
disorder in thin-film absorbers may lead to additional electronic states close to
the band gap (so-called band tails or band-gap fluctuations) with a considerable
contribution to light absorption and emission. In consequence, the achievable
conversion efficiency is reduced even in the radiative limit [4].

Secondly, proper extraction of the photogenerated electrons and holes requires
sufficiently high carrier mobilities and selectivity of the contacts to make sure
that all electrons and holes are collected in the n-type and in the p-type contact.
Again, these requirements are valid even when restricting the situation to radiative
recombination [5]. Since mobilities in disordered thin-film materials are generally
lower than in monocrystalline absorbers, charge carrier extraction is an issue to
be discussed with special care (Section 1.2.4).

Finally, recombination in thin-film solar cells is dominated by nonradiative
processes. Thus, especially the achieved open-circuit voltages are far below
the radiative limit. Section 1.2.5 and the major part of Chapter 2 will deal
with understanding the efficiency limits resulting from all sorts of nonradiative
recombination. It is important to note that even when considering nonradiative
recombination, we must not necessarily abandon a detailed balance approach [6,
7] (cf. Chapter 3).

1.2.3
Light Absorption and Light Trapping

The first requirement for any solar cell is to absorb light as efficiently as possible.
Solar-cell absorbers should therefore be nontransparent for photons with energy
E >Eg. For any solar cell but especially for thin-film solar cells, this requirement is
in conflict with the goal of using as little absorber material as possible. Addition-
ally, thinner absorbers facilitate charge extraction for materials with low mobili-
ties and/or lifetimes of the photogenerated carriers. This is why light trapping in
photovoltaic devices is of major importance. Light trapping exploits randomiza-
tion of light at textured surfaces or interfaces in combination with the fact that
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semiconductor absorber layers have typical refractive indices n that are higher
than that of air (n= 1) or glass (n≈ 1.5). Typical values for the real part of the
refractive index are n> 3.5 in inorganic solar absorbers and n≈ 2 in organic mate-
rials. However, the light first has to enter the solar cell. In order to minimize
reflection of incoming light at the front surface, a high refractive index is a dis-
advantage. The reflectance

R =
(n − 1

n + 1

)2
(1.7)

at the interface between air and the semiconductor (for normal incidence) will
become higher, when the refractive index gets higher. However, the high reflec-
tion at the front surface is reduced by using several layers between air and absorber
layer. The refractive indices of these layers increase gradually, and any large refrac-
tive index contrast (leading to strong reflection) is avoided.

For light trapping, however, a high refractive index has an advantage. When the
direction of the incoming light is randomized by a scattering interface somewhere
in the layer stack of the thin-film solar cell, part of the light will be guided in the
solar-cell absorber by total internal reflection. The percentage of light kept in the
solar cell by total internal reflection increases with the refractive index, since the
critical angle 𝜃c = arcsin(1∕n) becomes smaller. For light with a Lambertian dis-
tribution of angles, the reflectance of the front surface for light from the inside is

Ri = 1 −
(1 − Rf )∫

𝜃c

0
cos 𝜃 sin 𝜃d𝜃

∫
𝜋∕2

0
cos 𝜃 sin 𝜃d𝜃

= 1 −
(1 − Rf )

n2 . (1.8)

Here, Rf is the reflectance at the front side of the absorber for normal incidence.
To visualize the effect the absorption coefficient and light trapping has on the

absorptance of a solar cell, we present some calculations for a model system. Let us
assume a direct semiconductor, which have absorption coefficients of the typical
form

𝛼 = 𝛼0

√
E − Eg

1 eV
. (1.9)

Then, the absorptance A(E), that is, the percentage of photons that are absorbed
and not reflected or transmitted at a certain photon energy, is calculated for flat
surfaces and for an absorber thickness much larger than the wavelength of light
with

A = (1 − Rf )
(1 − e−𝛼d)(1 + Rbe−𝛼d)

1 − Rf Rbe−2𝛼d
. (1.10)

Here, Rb is the reflectance at the backside. Equation 1.10 assumes an infinite num-
ber of reflections at the front and the back of the absorber layer. To calculate the
real absorptance of any thin-film solar cell, it is rather useless for two reasons: (i)
Thin-film solar cells usually consist of several layers and not only one, and (ii) the
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Figure 1.4 Absorptance as a function
of photon energy for (a) a flat solar cell
and (b) a textured solar cell with perfect
light trapping. In both cases the absorp-
tion coefficient 𝛼0 from Equation 1.9 is
varied. The values are for both subfigures

𝛼0 = 104,
√

10 × 104, 105 cm−1. For the same
absorption coefficient, the textured solar
cell has absorptances that are much closer
to the perfect step function than the flat
solar cell.

layer thicknesses are of the same order than the wavelength of light and interfer-
ences cannot be neglected any more. Nevertheless Equation 1.10 is useful to test
the influence of the absorption coefficient on the absorptance. Figure 1.4a com-
pares the absorptance calculated according to Equation 1.10 for three different
values of 𝛼0, namely, 𝛼0 = 104,

√
10 × 104, 105 cm−1, and for a constant thickness

d of the absorber of d = 1 μm. The reflectance at the front side is assumed to be
Rf = 0 and the reflectance at the backside is Rb = 1.

To calculate the absorptance of a textured cell with light trapping, it is necessary
to integrate over all angles. The resulting equations are rather complicated [8, 9];
however, a simple and useful approximation exists for the case Rb = 1, namely, [10]

A =
1 − Rf

1 +
(1 − Rf )
4n2𝛼d

. (1.11)

Figure 1.4b shows the result of applying the absorption coefficient defined in
Equations 1.9–1.11. Again, the absorptance for the case of perfect light trapping
is calculated for 𝛼0 = 104

,

√
10 × 104

, 105 cm−1, d = 1 μm, and Rf = 0. The refrac-
tive index is assumed to be n= 3.5. It is obvious that for a given value of 𝛼0, the
absorptance of the textured solar cell comes much closer to the perfect step func-
tion like absorptance of the SQ limit.

To visualize the effect of light trapping on the short-circuit current density
Jsc, Figure 1.5 compares the Jsc as a function of the product 𝛼0d for a flat and a
Lambertian surface, that is, for absorptances calculated with Equation 1.10 and
with Equation 1.11. The band gap is chosen to be Eg = 1.2 eV as in Figure 1.4 so
the maximum Jsc for high 𝛼0d is the same as in the SQ limit (cf. Figure 1.1b),
namely, Jsc,max ≈ 40 mA/cm2. However, for lower 𝛼0d, the Jsc with and without
light trapping differ considerably and show the benefit from structuring the
surface to enhance the scattering in the absorber layer. In reality the benefit from
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Figure 1.5 Comparison of the short-circuit
current density of a flat (solid line) and a
textured solar cell (dashed line) as a func-
tion of the product of 𝛼0 and the thickness d
assuming an absorption coefficient according
to Equation 1.9 (with Eg = 1.2 eV). Especially

for low absorption coefficients relative to
the device thickness (low 𝛼0d), light trap-
ping increases the short-circuit current den-
sity drastically. The refractive index used for
these simulations is n= 3.5 independent of
photon energy.

light trapping will be smaller since the light has to be reflected several times at
the front and especially at the back surface, where we assumed the reflection to
be perfect. In reality any back reflector will absorb part of the light parasitically,
that is, the light is absorbed but no electron–hole pairs are created, which could
contribute to the photocurrent.

1.2.4
Charge Extraction

After an electron–hole pair is generated, the charge carriers must be extracted
from the absorber layer. To get a net photocurrent, the electron must leave the
device at the opposite contact than the hole. This requires a built-in asymmetry
that makes electrons leave the device preferentially at the electron-extracting con-
tact (cathode) and holes at the hole-extracting contact (anode).

Figure 1.6 introduces three device geometries that induce a built-in asymmetry
that helps to extract oppositely charged carriers at opposite contacts. Figure 1.6a
shows the band diagram of a p–n-junction solar cell under illumination, and
Figure 1.6d shows the same cell with an applied voltage V = 0.5 V. The simulations
were done by solving the Poisson equation and the continuity equations with the
software ASA, which is described in Chapter 23. As typical for most solar cells
with a p–n junction, the space charge region, where the bands are steep and the
electric field is high, is at the very edge of the device. Most of the device consists
in our example of a p-type base layer, where the field is practically zero. The
transport of minority carriers (here electrons) to the space charge region is purely



14 1 Introduction to Thin-Film Photovoltaics

−1.5
−1.0
−0.5

0.0
0.5
1.0
1.5

0 200 400 0 200 400

0 200 400

−1.5
−1.0
−0.5

0.0
0.5
1.0
1.5

0 200 400

0 200 400

−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5

0 200 400

−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5

(f) fb 0.5 V

(c) fb 0 V

EFn

EFn
EFp

EFp

EC

EC

(e) p–i–n 0.5 V 

(b) p–i–n 0 V 

(d) p–n 0.5 V

E
ne

rg
y 

E
 (

eV
) 

(a) p–n 0 V 

EV

EFn
EFp

EC

EV

EFn

EFp

EC

EV

EFn

EFp

EC

EV

EFn
EFp

EC

EV

EV

Position x (nm)

Figure 1.6 Simulation of the band diagrams of a (a, d) p–n-junction, a (b, e) p– i–n-
junction, and a (c, f ) flatband (fb) solar cell under illumination. Every type of geometry is
depicted under short-circuit conditions and under an applied forward bias V = 0.5 V.

diffusive and independent from the applied voltage. That means application of a
voltage only changes the electrical potential in the space charge region but not in
the much larger neutral base.

The band bending at the junction leads to an asymmetry that separates the
charges. Electrons are able to diffuse to the junction and then further to the n-
type region and the electron contact. In addition the p–n junction serves as a
barrier for holes which are in turn extracted by the back contact. Note that in
the band diagram in Figure 1.6a and d, this back contact is not selective as is the
p–n junction. Therefore, also electrons can leave the device at this contact, a fact
that is usually considered as contact or surface recombination (cf. Chapter 2) and
might be a major loss mechanism. Cu(In,Ga)Se2 solar cells are examples for p–n
(hetero)junctions.

For some disordered semiconductors like amorphous silicon, the electronic
quality of doped layers is very poor. In addition, the mobilities and diffusion
lengths are small; thus purely diffusive transport would not lead to efficient
charge extraction. The solution to this problem is the so-called p–i–n-junction
diode. Here the doped layers are very thin compared to the complete thickness of
the diode. The largest share of the complete absorber thickness is occupied by an
intrinsic, that is, undoped layer, in between the n- and p-type regions. Figure 1.6a
shows the band diagram of such a p–i–n-junction solar cell under illumination,
and Figure 1.6d shows the same cell with an applied voltage V = 0.5 V. At short
circuit, the region with a nonzero electric field extends over the complete intrinsic
layer. Only directly at the contacts the field is relatively small. When a forward
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voltage is applied to the cell, the electric field becomes smaller as shown in
Figure 1.6d. Solar cells made from a-Si:H as well as a-Si:H/μc-SiH tandem cells
use the p–i–n configuration.

Both p–n-junction and p–i–n-junction solar cells have a built-in field,
meaning that the bands are bended due to the different conductivity type of the
layers. Theoretically, such a band bending is not necessary to separate charges
as can be shown by a gedanken experiment [11]. Figure 1.6c shows the band
diagram of a hypothetical flatband solar cell under short-circuit conditions.
Like the p– i–n-junction solar cell, the flatband solar cell has an intrinsic layer
sandwiched between two other layers that induce the asymmetry for charge
separation. In this case, the asymmetry is not due to band bending and differently
doped layers but instead due to band offsets at the heterojunction between two
materials with different band gaps. Let us assume we find one contact material
with zero band offset for the electrons and a high (in this case 1 eV) band offset
for the holes and another material with the exact inverse properties. In this case
the band diagram is completely flat at short circuit apart from the two band
offsets. Like in the p–n-junction solar cell, the charge separation at short circuit
is arranged via diffusive transport that is effective, when the diffusion length is
high enough.

Under applied voltage the drawback of the flatband solar cell becomes obvious.
The voltage has to drop somewhere over the absorber layer leading to an electric
field, which creates a barrier for the extraction of charge carriers. While for a
p–i–n-junction solar cell the field-assisted charge extraction becomes weaker
with applied voltage, in a flatband solar cell the field hinders charge separation.
This is why we consider in the following the flatband solar cell as a paradigmatic
example for a device that exhibits poor charge separation properties. In fact, some
typical features that show up in the numerical simulations in the following are
indicative in practical (but faulty) devices for problems due to nonideal contact
properties.

To illustrate the basic properties of the solar-cell structures introduced in
Figure 1.6, we simulated the current/voltage curves for two different mobilities
𝜇 of electrons and holes. The recombination in the device was assumed to be
dominated by one defect in the middle of the device with a Shockley–Read–Hall
lifetime (see Section 1.2.5) 𝜏 = 100 ns for electrons and holes. In addition, we
assumed a surface recombination velocity S = 105 cm/s for the holes at the elec-
tron contact (x= 0) and the electrons at the hole contact (x= 500 nm). The results
are presented in Figure 1.7a (𝜇= 10−1 cm2/V s) and Figure 1.7b (𝜇= 101 cm2/V s),
demonstrating that short-circuit current density is substantially decreased when
turning from the high to the low mobility. The fill factor FF, that is,

FF =
Pmpp

JscVoc
(1.12)

is relatively high for both cases. Here, Pmpp is the maximum power density that
can be extracted from the device. Thus, the fill factor is understood as the largest
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Figure 1.7 Simulated current/voltage curves
of the three solar-cell geometries introduced
in Figure 1.6 for two charge carrier mobil-
ities, namely, (a) 𝜇= 10−1cm2/V s and (b)
𝜇= 101 cm2/V s. The main influence of a

decreased mobility is a lower short-circuit
current for the p–n-junction solar cell and
a lower fill factor for the p– i–n-junction and
the flatband solar cell, which feature voltage-
dependent charge carrier collection.

rectangle that fits between a J/V curve and the axis divided by the rectangle with
the sides Jsc and V oc.

For the p–n-junction solar cell, the open-circuit voltage also changes with
mobility, which is due to increased surface recombination at high mobilities.
This effect is pronounced in this simulation since the complete thickness of
the absorber is rather thin (500 nm) and the surface recombination velocity
is assumed to be rather high (S = 105 cm/s). The same effect also explains the
relatively low short-circuit current density of the p–n-junction geometry since
there is no built-in field or heterojunction that keeps the minorities away from
the “wrong” contact (at x= 500 nm in Figure 1.6). Thus, the p–n-junction solar
cell is sensitive to the lack of selectivity of the back contact, that is, to surface
recombination.

The p–i–n junction has a much higher short-circuit current density changing
also very little upon decrease of mobility from 𝜇= 101 cm2/V s (Figure 1.7b) to
𝜇= 10−1 cm2/V s (Figure 1.7a). However, the fill factor decreases because of the
reduced capability of the device to collect all charge carriers when, under forward
bias voltage, the built-in field is reduced (cf. Figure 1.6e). This phenomenon is
called bias-dependent carrier collection. Furthermore, the open-circuit voltage of
the p–i–n cell is lower than that of its p–n-type counterpart. Nevertheless, the
p–i–n structure delivers the highest output power under the assumed, unfavor-
able conditions, namely, relative low carrier mobilities and high surface recombi-
nation velocities.

The flatband solar cell has the most remarkable J/V curves. The J/V curves in
both mobility cases are partly bended, leading to extremely low fill factors. This
so-called S-shaped characteristic becomes more pronounced in the low-mobility
case. Note that, in practice, such behavior is common in devices with faulty con-
tacts and consequently insufficient carrier separation capabilities.
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1.2.5
Nonradiative Recombination

The open-circuit voltage V oc of any solar cell is considerably lower than its
radiative limit, implying that nonradiative recombination mechanisms like
Auger recombination [12] or recombination via defects, which is usually called
Shockley–Read–Hall recombination [13, 14], dominate real-world devices.
Figure 1.8 compares the three main recombination mechanisms. In case of
radiative recombination (Figure 1.8a), the excess energy of the recombining
electron–hole pair is transferred to a photon. In case of (Figure 1.8b) Auger
recombination [15, 16], the excess energy serves to accelerate a third charge
carrier (electron or hole) which thermalizes rapidly by emitting phonons. The
third recombination mechanism is Shockley–Read–Hall recombination via
states in the forbidden gap. Here, the excess energy is also transferred to phonons,
leading to an increase in the lattice temperature of the absorber.

In very-high-quality devices from monocrystalline silicon, the recombination
will be limited by Auger recombination and surface recombination. This means
that even with a perfect bulk material without any defects, recombination in an
indirect semiconductor like silicon will most likely not be limited by radiative
recombination. However, typical thin-film solar cells are made from amorphous
or microcrystalline semiconductors that are far from defect-free. Here, the most
important recombination mechanism is recombination via states in the forbidden
gap. These states can be, for instance, due to defects like dangling bonds [17] or
due to band tails [18–20] arising from disorder in the material. Especially in amor-
phous Si, there is not only a single state in the band gap as indicated in Figure 1.8c
but a continuous distribution of states in energy. The theory and modeling of such
defect distributions will be described later in Chapter 23, while we want to restrict
ourselves here to some simple examples with a single defect state.

Radiative
recombination

(a) (c)(b)

hυ

ћω
ћω
ћω

ћω

ћω

SRH
recombination

Auger
recombination

Figure 1.8 Overview over the three basic
recombination mechanisms for photogener-
ated excess carriers in a semiconductor. The
excess energy is either transferred to (a) a
photon, (b) kinetic energy of an excess elec-
tron or hole, or (c) phonons. For case (b),
in the so-called Auger recombination, the

kinetic energy of the electron is lost by col-
lisions with the lattice, which heats up. In
case (c), the emission of phonons becomes
possible by the existence of states in the for-
bidden gap. This recombination mechanism
is called Shockley–Read–Hall recombination.
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To visualize the influence of increased recombination rates on the cur-
rent/voltage curve of solar cells, we made some numerical simulations using
a very simple model for recombination. This model assumes recombination
via a defect in the middle of the forbidden gap, assuming equal capture cross
sections 𝜎 for electrons and holes. Then the recombination rate according to
Shockley–Read–Hall statistics is

R =
np − n2

i
(n + p)𝜏

, (1.13)

where 𝜏 is called the lifetime of the charge carrier. This lifetime depends on the
density NT of defect states, the capture cross section 𝜎, and the thermal velocity
vth via

𝜏 = (vth𝜎NT)−1. (1.14)

Figure 1.9 shows the current/voltage curves of a (a) p– i–n-junction solar
cell and (b) a p–n-junction solar cell for a constant mobility 𝜇= 1 cm2/V s (for
electrons and holes) and with a varying lifetime 𝜏 = 1 ns, 10 ns, 100 ns, 1 μs,
and 10 μs. All other parameters are defined in Table 1.1. It is important to note
that a reduction of the lifetime has a different influence on the two geometries,
which is in accordance with what we already observed when varying the mobility.
For p–i–n-junction solar cells, a decrease of the lifetime leads to a decrease
in open-circuit voltage, in fill factor, and in short-circuit current density. In
contrast, the p–n-junction solar cell does not suffer from a decreased fill factor.
The shape of the J/V curves stays practically the same. For low lifetimes (and/or
low mobilities), the charge carrier collection in p–i–n-junction solar cells is
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Figure 1.9 Current/voltage curves of (a) a
p– i–n-junction solar cell and (b) a p–n-
junction solar cell for a constant mobility
𝜇= 1 cm2/V s (for electrons and holes) and
with a varying lifetime 𝜏 = 1 ns, 10 ns, 100 ns,
1 μs, and 10 μs. All other parameters are

defined in Table 1.1. An increasing lifetime
helps to increase Voc in both cases up to the
level defined by surface recombination alone.
In case of the p– i–n-junction solar cell, the
FF increases as well.
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Table 1.1 Summary of all parameters for the simulations in this chapter that are not
changed for the simulation.

Parameters for all simulations in this chapter Values

Band gap Eg (eV) 1.2

Effective density of states NC, NV for
conduction and valence band (cm−3)

1020

Doping concentrations ND, NA in all
doped layers of p–n- and
p–i–n-junction solar cells (cm−3)

1019

Total thickness d (nm) 500

Generation rate G (cm−3 s−1) 2× 1021

Surface recombination velocity S (cm/s) 105

The mobilities and lifetimes, which are changed, are always given
in the respective figure captions.

voltage dependent. For p–n-junction solar cells, this is not the case. But apart
from the influence the carrier lifetime has on charge extraction, which is very
similar to the effect of the mobility, the lifetime has a pronounced influence on
the open-circuit voltage. The increase of V oc with increasing lifetime 𝜏 , however,
seems not to follow a simple relation. For high values of 𝜏 , V oc saturates for both
p–i–n-junction and p–n-junction solar cells. This saturation is due to surface
recombination, which limits the maximum attainable open-circuit voltage V oc.

1.3
Functional Layers in Thin-Film Solar Cells

Until now, we have discussed the photovoltaic effect, the requirements for the
material properties to come close to a perfect solar cell, and the possible geome-
tries to separate and extract charge carriers. In typical crystalline silicon solar cells,
nearly all of these requirements and tasks have to be fulfilled by the silicon wafer
itself. Charge extraction is guaranteed by diffusing phosphorus into the first sev-
eral hundred nanometers of the p-type wafer to create a p–n junction. The wafer
is texture etched to obtain a light-trapping effect and to decrease the reflection at
the front surface. The only additional layers that are necessary are the metal grid
at the front, an antireflective coating (typically from SiNx), and the metallization
at the back.

Thin-film solar cells are usually more complex devices with a higher number
of layers that are optimized for one or several purposes. In general, there are two
configurations possible for any thin-film solar cell as shown in Figure 1.10. The
first possibility is that light enters the device through a transparent superstrate.
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Figure 1.10 Sketch of the layer sequences to
build up the system for thin-film solar cells
in superstrate (a) and substrate configura-
tion (b). The minimum number of layers in

excess of the supporting sub- or superstrate
consists of the transparent and conductive
front contact, the absorber layer, and the
back contact.

Table 1.2 List of the four types of layers in a thin-film solar cell together with their specific
tasks and requirements necessary for an efficient solar cell.

Layer type Possible tasks and requirements

Substrate/superstrate Mechanical and thermal stability, transparency
(superstrate)

Front contact Light trapping, antireflection, electrical contact,
charge extraction

Absorber Absorb light, charge extraction, low
recombination

Back contact Light trapping, high reflection, electrical
contact, charge extraction

The superstrate has to maintain the mechanical stability of the device while at
the same time being extremely transparent. The superstrate is followed by layers
which are part of the front contact, followed by the absorber layer and the layers
that form the back contact. The second possibility is to inverse the layer stack,
starting with the front contact, the absorber, and the back contact. These layers
are all deposited on top of a substrate. Because light does not have to pass the
substrate to enter the solar cell, the substrate can be transparent or opaque.

Table 1.2 summarizes the roles and the requirement for the three functional
layers and the substrate or superstrate of thin-film solar cells. The substrate or
superstrate provides mechanical stability. The functional layers are deposited onto
the substrate or superstrate; thus, it has to be thermally stable up to the highest
temperature reached during the complete deposition process.
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The front contact and back contact layers have to provide the electrical
contact of the solar cell to the outside world, that is, the layers need high
conductivities and must make a good electric contact to the absorber layers.
In addition, the built-in field required for efficient charge extraction (especially
at higher voltage bias) of a p–i–n junction as depicted in Figure 1.6 requires
doped contact layers. In devices that require efficient light trapping, usually
the front and/or back contact layers are textured and have a lower refrac-
tive index than the absorber layer. Thus, the front contact layer additionally
serves as an internal antireflective coating. In addition, a possible texture of
the contact/absorber interface will lead to scattering of light and to increased
path lengths of weakly absorbed light in the absorber layer. The back con-
tact should have a high reflectivity so that weakly absorbed light is reflected
multiple times.

The absorber layer is central to the energy conversion process, requiring a
steep rise of the absorption coefficient above the band gap, a high mobility and
low recombination rates for efficient charge collection, and a high open-circuit
voltage potential. In case of a p–n-junction device, the absorber layer must be
moderately doped either intentionally or by intrinsic doping due to defects. In
case of a p–i–n-junction device, the main absorber layer, the i-layer, should be
undoped.

1.4
Comparison of Various Thin-Film Solar-Cell Types

The basic schemes of the layer stack of a thin-film solar cell, as presented
in Figure 1.10, are implemented in different ways in the different thin-film
technologies. In the following, we will briefly discuss the main characteristics
of the thin-film technologies that appear in examples in this book. These tech-
nologies are the Cu(In,Ga)Se2 solar cell, the CdTe-based solar cell, the kesterite
Cu2ZnSn(S,Se)4 solar cell, the thin-film silicon solar cell with amorphous and
microcrystalline silicon absorbers, the perovskite solar cell, and the organic
solar cell. We also discuss the main challenges in future developments and how
characterization of materials and devices can help to improve the devices. For
those readers who desire a more detailed insight in the physics and technol-
ogy of the different thin-film solar cells, we refer to a number of books and
review articles on the topic. The physics and particularly the fabrication of
all types of thin-film solar cells are discussed in Refs [21–23], the physics of
Cu-chalcopyrite solar cells in Refs [24, 25], the interfaces of CdS/CdTe solar
cells in Ref. [26], the physics of amorphous hydrogenated silicon in Ref. [27],
the physics and technology of thin-film silicon solar cells in Refs [28–32], the
aspect of charge transport in disordered solids in Ref. [33], kesterite-type solar
cells in Refs [34, 35], perovskite solar cells in Refs [36, 37], and organic solar cells
in Ref. [38].
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Figure 1.11 (a) Layer-stacking sequence and (b) energy band diagram of a typical
ZnO/CdS/Cu(In,Ga)Se2 heterojunction solar cell.

1.4.1
Cu(In,Ga)Se2

1.4.1.1 Basic Properties and Technology

Solar cells with an absorber layer made from Cu(In,Ga)Se2 are currently the state
of the art of the evolution of Cu-based chalcopyrites for use as solar cells. Hetero-
junctions between CdS and Cu2S were the basis for first approaches for thin-film
solar cells since the 1950s [39–42]. In 1974 first work on the light emission and
light absorption of CdS/CuInSe2 diodes was published [43–45]. While CuInSe2
was not further considered for applications as a near-infrared light-emitting diode
(LED), its high absorption coefficient and its electronically rather passive defects
make it a perfect choice for use as a microcrystalline absorber material. Inclusion
of Ga atoms on the In lattice site such that the ratio of [Ga]/([Ga]+ [In]) becomes
around 20% shifts the band gap from 1.04 eV to around 1.15 eV, which is nearly
perfect for a single-junction cell (cf. Figure 1.3). Today, thin-film solar cells with a
Cu(In,Ga)Se2 absorber layer are the most efficient thin-film technology with lab-
oratory efficiencies up to 21.7% [46].

The classical layer stack for this type of solar cell is shown in Figure 1.11a. It con-
sists of a typically 1 μm thick Mo layer deposited on a soda-lime glass substrate and
serving as the back contact for the solar cell. Then, Cu(In,Ga)Se2 is deposited on
top of the Mo back electrode as the photovoltaic absorber material. This layer has
a thickness of 1–2 μm. The heterojunction is then completed by chemical bath
deposition of CdS (typically 50 nm) and by the sputter deposition of a nominally
undoped (intrinsic) i-ZnO layer (usually of thickness 50–70 nm) and then a heav-
ily doped ZnO:Al window layer.

The Cu(In,Ga)Se2 absorber material yielding the highest efficiencies is pre-
pared by coevaporation from elemental sources. The process requires a maximum
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substrate temperature of ∼550 ∘C for a certain time during film growth, preferably
toward the end of growth. Advanced preparation sequences always include a
Cu-rich stage during the growth process and end up with an In-rich overall
composition in order to combine the large grains of the Cu-rich stage with the
otherwise more favorable electronic properties of the In-rich composition. The
first example of this kind of procedure is the so-called Boeing or bilayer process
[47] which starts with the deposition of Cu-rich Cu(In,Ga)Se2 and ends with an
excess In rate to achieve a final composition that is slightly In poor. The most
successful coevaporation process is the so-called three-stage process [48] where
first (In,Ga)2Se3 (likewise In, Ga, and Se from elemental sources to form that
compound) is deposited at lower temperatures (typically around 300 ∘C). Then
Cu and Se are evaporated at an elevated temperature and finally again In, Ga, and
Se to ensure the overall In-rich composition of the film even if the material is Cu
rich during the second stage.

The second class of absorber preparation routes is based on the separation of
deposition and compound formation into two different processing steps. High
efficiencies are obtained from absorber prepared by selenization of metal precur-
sors in H2Se [49] and by rapid thermal processing of stacked elemental layers in a
Se atmosphere [50]. These sequential processes have the advantage that approved
large-area deposition techniques such as sputtering can be used for the deposition
of the materials. The Cu(In,Ga)Se2 film formation then requires a second step, the
selenisation step typically performed at similar temperatures as the coevaporation
process. Both absorber preparation routes are now used in industrial application.

Important for the growth of the Cu(In,Ga)Se2 absorber is the active role of Na
during absorber growth. In most cases, the Na comes from the glass substrate and
diffuses into the absorber [51]. But there are also approaches where Na is incor-
porated by the use of Na-containing precursors [52, 53]. The explanations for the
beneficial impact of Na are manifold, and it is most likely that the incorporation
of Na in fact results in a variety of consequences (for a review see Ref. [54]).

1.4.1.2 Layer-Stacking Sequence and Band Diagram of the Heterostructure
Figure 1.11 displays the layer-stacking sequence (a) and the band diagram of the
ZnO/CdS/Cu(In,Ga)Se2 heterojunction (b). The back contact consists of a sput-
tered Mo layer. In excess of producing a functional, conductive contact, proper
preparation of this layer is also important for adhesion of the absorber film and,
especially, for the transport of Na from the glass substrate through the Mo layer
into the growing absorber. A homogeneous and sufficient supply of Na depends
much on the microstructure of this layer. In contrast, if Na is supplied from a
precursor, additional blocking layers prevent out-diffusion of Na from the glass.
Quantitative chemical depth profiling as described in Chapter 19 is a decisive tool
to shed more light into the role of Na and on its way how it is functional during
absorber growth.

The Cu(In,Ga)Se2 absorber material grown on top of the Mo contact is slightly
p-type doped by native, intrinsic defects, most likely Cu vacancies [55]. However,
the net doping is a result of the difference between the acceptors and an almost



24 1 Introduction to Thin-Film Photovoltaics

equally high number of intrinsic donors [56, 57]. Thus, the absorber material is
a highly compensated semiconductor. Furthermore, the material features elec-
tronic metastabilities like persistent photoconductivity [58] which are theoreti-
cally explained by different light-induced defect relaxations [59]. However, final
agreement on the observed metastability phenomena has not yet achieved, leav-
ing an urgent need for further theoretical and experimental access to the complex
defect physics of Cu(In,Ga)Se2 (for a review of the present status, see Ref. [48]).
Some experimental and theoretical methods helpful for further research are out-
lined in Chapters 11 and 21 of the present book.

Another puzzle is the virtual electronic inactivity of most grain boundaries in
properly prepared polycrystalline Cu(In,Ga)Se2 absorbers being one essential
ingredient for the high photovoltaic efficiencies delivered by this material. A
discussion of the present status is given in Ref. [60]. A great part of the structural
analysis methods discussed in the present book (Chapters 13–15 and 17)
describes tools indispensable for a better understanding of the microstructure of
the Cu(In,Ga)Se2 absorber material.

The surface properties of Cu(In,Ga)Se2 thin films are especially important, as
this surface becomes the active interface of the completed solar cell. The free
surface of as-grown Cu(In,Ga)Se2 films exhibits a very unique feature, namely,
a widening of the band gap with respect to the bulk of the absorber material [61,
62]. This band-gap widening results from a lowering of the valence band and is
effective in preventing interface recombination at the absorber–buffer interface
[63, 64]. This surface layer has an overall Cu-poor composition and a thickness
of 10–30 nm [65]. Understanding the interplay between this surface layer and the
subsequently deposited buffer layer is one of the decisive challenges for the present
and future research.

The 50 nm thick CdS buffer layer is in principle too thin to complete the het-
erojunction. In fact the role of the CdS buffer in the layer system is still somewhat
obscure. It is however clear that the undoped (i) ZnO layer is also a vital part of a
successful buffer/window combination. Furthermore, both interfaces of the CdS
interlayer to the Cu(In,Ga)Se2 absorber and to the (i) ZnO play a vital role [66].
Under standard preparation conditions, the alignment of the conduction bands at
both interfaces is almost flat [67] such that neither barrier for electron transport
occurs nor is the band diagram distorted in a way to enhance interface recombina-
tion. However, it turns out that a replacement of CdS by a less cumbersome layer is
not straightforward. Though, while promising materials like In(OH,S), Zn(OH,S),
In2Se3, ZnSe, and ZnS (for an overview see Ref. [68]) mostly in combination with
standard ZnO double layer have been investigated in some detail, no conclusive
solution has been found despite reported efficiencies of 18% using ZnS buffer lay-
ers [69]. Recent research [70] focuses at combinations of Zn(S,O,OH)/ZnMgO
replacing the traditional CdS/(i) ZnO combination. Alternative buffer layers like
ZnS also have the advantage of a higher band-gap energy Eg = 3.6 eV compared to
that of CdS Eg = 2.4 eV. By the higher Eg, parasitic absorption in the buffer layer is
restricted to a much narrower range, and the short-circuit current density in Cd-
free cells can exceed that of standard devices by up to 3 mA/cm2 [63]. However, all



1.4 Comparison of Various Thin-Film Solar-Cell Types 25

technological improvements rely on our scientific understanding of the physics,
chemistry, and microstructure of the heterointerfaces involved in the solar cell.
Surface analysis methods as those discussed in Chapters 18 and 19 have already
contributed much to our present knowledge and provide the promise to deepen
it further.

1.4.2
CdTe

1.4.2.1 Basic Properties and Technology

Just as the CdS/Cu(In,Ga)Se2 solar cell, also the CdS/CdTe devices are descen-
dants of the first CdS/Cu2S solar cells. In the mid-1960s, first experiments with
tellurides were performed. Efficiencies between 5 and 6% were obtained for
CdTe/CuTe2 devices [71, 72]. Since Cu diffusion led to instabilities in these
devices, instead, CdS and CdTe were combined to form a p–n heterojunction
with efficiencies around 6% [73]. Thirty years later, the efficiency has increased to
more than 21% [74]. In addition, CdTe solar modules represent the by far most
successful photovoltaic thin-film technology with a share of about 10% in the
global photovoltaic market (data from 2014) [75].

One decisive reason for this success is the relatively ease with which CdTe
solar cells and modules are prepared. Several types of transparent conductive
oxides (TCO) are used as front contact materials for preparation of CdTe solar
cells, SnO2:F and In2O3:F being the most common ones. Both materials, CdS
and CdTe, forming the heterojunction of the solar cell, are grown with similarly
fast and reliable methods, including closed-space sublimation, spraying, screen
printing followed by sintering, and electrodeposition. Since CdS grows natively
as n-type material and CdTe as p-type material, the p–n heterojunction forms
automatically.

However, in order to improve the device efficiency substantially, an additional
step, the CdCl2 activation, is necessary. A vapor-based approach is most useful
with regard to industrial applications [76]. The activation step leads to an
intermixing of CdS and CdTe close to the heterointerface and to the formation
of a Cu(Te,S) compound. In some cases, recrystallization of the CdTe film was
observed after CdCl2 treatment [77]. In any case, the intermixing process is
decisive for the improvement of the device performance.

The major challenge for reliable manufacture of efficient devices is to produce a
stable and ohmic back contact to the CdTe absorber with its high electron affin-
ity. Often, back contacts are made with materials that contain Cu, such as Cu2Te,
ZnTe:Cu, or HgTe:Cu, enabling a relatively low contact resistance. However, Cu
diffusion in CdTe is fast and extends deeply into the absorber, thereby affecting
considerably the stability of the device [78]. Cu-free alternative contact materi-
als include embrace, for example, Sb2Te3 [79]. Often, an etching step is used to
produce a Te-rich interlayer, providing higher p-type doping and, consequently, a
reasonably low-ohmic contact [80]. Recently, substantial advances in photovoltaic
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Figure 1.12 (a) Layer-stacking sequence and (b) energy band diagram of a typical CdTe-
based solar cell following Ref. [82].

performance have been achieved by doping of the CdTe absorber [81] layer as well
as by introducing compositional gradients.

1.4.2.2 Layer-Stacking Sequence and Band Diagram of the Heterostructure
From the point of view of the layer-stacking sequence and the band diagram
shown in Figure 1.12a and b, the CdS/CdTe heterostructure is quite similar to
those of the CdS/Cu(In,Ga)Se2 heterostructure given in Figure 1.11. One obvious
difference is the low doping density of the CdTe absorber, making the device
somewhat a hybrid between a p–i–n and a p–n junction. The built-in field
almost stretches from the heterointerface toward the back contact. As we have
already seen, such a configuration is helpful for carrier collection but has the
drawback of delivering lower open-circuit voltages than a p–n-type device with
a relatively narrow space charge region if the density of recombination active
defects doesn’t depend on the doping concentration.

The band diagram at the back contact features a highly p-doped region due to Cu
indiffusion or due to the formation of a Te-rich interlayer. This leads to a relatively
thin yet high barrier for holes. Thus, the electrical contact is achieved via tunneling
from the absorber into the back metal. The modeling of CdTe solar cells, including
a proper approach to the back contact, which usually is by far not perfectly ohmic,
represents a major challenge as discussed in Chapter 23.

The average grain sizes in the polycrystalline CdTe absorbers range from 1 to
2 mm, thus somewhat larger than in Cu(In,Ga)Se2. However, the grain boundaries
are considerably more electronically active than in Cu(In,Ga)Se2. For instance,
photocurrent concentration along grain boundaries [83] indicates type inversion
of grain boundaries in CdTe. This could be helpful for current collection (along
the grain boundaries) but also implies losses in open-circuit voltage. Again, con-
necting microstructural analysis with highly resolved measurements of electronic
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properties by scanning techniques as described in Chapters 13 and 14 will clarify
the picture in the future.

The favorable flat conduction-band alignment at the CdTe/CdS as well as at
the CdS/TCO interface as featured by Figure 1.12b is similar to the situation for
Cu(In,Ga)Se2 devices. In CdTe solar cells this is basically a result of the CdCl2
activation process and of intermixing [73].

1.4.3
Cu2ZnSn(S,Se)4

Photovoltaic devices with same thin-film stacking sequences as for Cu(In,Ga)Se2
solar cells but replacing In and Ga in the absorber layer by the earth-abundant
elements Zn and Sn have been developed during recent years as cost-effective
alternatives. The tetragonal crystal structure of the compound Cu2ZnSn(S,Se)4,
of kesterite type, is similar to the chalcopyrite-type structure of Cu(In,Ga)Se2
[84]. A Cu/Zn disorder (referred to as “disordered kesterite”) causes a high
concentration of CuZn and ZnCu antisite defects [76]. In the material system
Cu2ZnSn(S,Se)4, it is possible to obtain band-gap energies of the compound
semiconductors ranging from 1.0 to 1.5 eV by varying the [S]/([S]+ [Se])
ratio from 0 to 1 [85]. Power-conversion efficiencies of 8.4% [86], 9.2%
[87], and 12.6% [88] have been achieved by using Cu2ZnSn(S,Se)4 absorber
layers with [S]/([S]+ [Se]) ratios of 1 (Cu2ZnSnS4), 0 (Cu2ZnSnSe4), and
about 0.25.

Since, according to the available phase diagrams [89, 90], the kesterite phase
of Cu2ZnSn(S,Se)4 exhibits a small existence region with 1–2 at.% deviation in
the composition at most growth temperatures of around 550 ∘C [35], secondary
phases can be expected to be present when synthesizing Cu2ZnSn(S,Se)4 bulk
crystals or thin films. Of the possible secondary phases, Cu2(S,Se), Zn(S,Se),
Sn(S,Se), Sn(S,Se)2, and Cu2Sn(S,Se)3 were reported to be most likely [91].
Some of these compounds can be considered to affect collection of charge
carriers as well as radiative recombination in the photovoltaic devices [85].
However, recombination at the CdS/Cu2ZnSn(S,Se)4 interface was identified to
influence the device performance more dominantly, probably due to a cliff-like
conduction-band alignment in the solar cells with S-containing absorber layers.
Therefore, further improvement of the power-conversion efficiencies to above
13% may be achieved by reducing this interface recombination [80], for example,
by application of buffer layers other than CdS, or by reducing the density of
secondary phases at this interface.

1.4.4
Thin-Film Silicon Solar Cells

1.4.4.1 Hydrogenated Amorphous Si (a-Si:H)
Central to the working principle of semiconductors is the forbidden energy gap
derived from the periodicity of the crystal lattice. However, it is exactly this
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strict periodicity that is lacking in amorphous semiconductors, which have a
short-range order but no long-range order as their crystalline counterparts.
The structural disorder caused by variations in bond lengths and angles has
several implications for the electronic and optical properties of amorphous
materials. The most important feature is the peculiar density of electronic states
in amorphous silicon featuring localized states close to the band edges that
arise from disorder and a distribution of deep states due to unpassivated, that
is, dangling, bonds. In addition the word band gap is no longer adequate in
amorphous semiconductors. Instead, an optical gap is defined from the onset of
absorption, while a mobility gap is defined as the approximate demarcation line
between localized and extended states [92]. Despite the fact that the mobility
gap is not a forbidden zone for electrons but instead full of localized states,
amorphous silicon still proves to be a useful material for thin-film devices like
solar cells, photodetectors, and transistors [93].

While first crystalline silicon solar cells with reasonable efficiencies of about
𝜂 = 6% were already developed in 1954 [94], the research on amorphous silicon
first needed two breakthroughs before the fabrication of the first amorphous
silicon solar cells in 1976 became possible [95]. The first breakthrough was
the realization that the addition of considerable amounts of hydrogen helped
to passivate dangling bonds in the amorphous material thereby leading to
sufficiently low defect densities that hydrogenated amorphous silicon showed
some of the important characteristics of useful semiconductors like dopability
and photoconductivity [96]. The second breakthrough was the successful doping
of amorphous silicon [97].

Despite the defect passivation with hydrogen, the defect densities in a-Si:H are
still relatively high with diffusion lengths between 100 and 300 nm [98]. In doped
a-Si:H layers, the defect density is two or three orders of magnitude higher, and
the diffusion length is accordingly even lower. Thus, a p–n junction as used in
crystalline silicon but also in Cu(In,Ga)Se2 solar cells would not work for a-Si:H,
since the diffusion length is too low. Because the absorber thickness cannot be
made much thinner than the diffusion length due to the large losses because of
insufficient light absorption, a p–i–n-junction configuration has to be used. The
first advantage is that most of the absorber layer consists of intrinsic a-Si:H with
its higher carrier lifetime than doped a-Si:H. The second advantage is that the
built-in field helps with extracting charge carriers as shown in Figure 1.13. The
advantage of the p–i–n configuration is that electron and hole concentrations
are similar in a relatively large portion of the absorber volume, which increases
defect recombination, which is automatically highest, when electron and hole
concentrations are approximately equal.

Figure 1.13 shows the typical layer stack and band diagram of an a-Si:H p–i–n-
type solar cell. Usually a superstrate configuration is used, although a substrate
configuration is also possible. In the latter case, the solar cell is deposited on the
substrate starting with the back contact and the n-type layer. Thus, such a solar
cell is called nip solar cell, in which n–i–p represents the deposition order. In
both cases of a substrate or superstrate configuration, the illumination is always
from the p side. This is due to the lower mobility of holes in a-Si:H. It is therefore
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Figure 1.13 (a) Stacking sequence and (b)
band diagram of a typical a-Si:H p– i–n solar
cell. The main absorber layer is intrinsic,
while the built-in field is due to the thin
doped silicon layers. Due to the asymmetric

mobilities between electrons and holes, the
p-type layers will always be on the illumi-
nated side, ensuring that the holes with their
lower mobility have the shorter way to the
contacts.

beneficial to have the hole contact on the illuminated side, where the generation
rate is higher. With the hole contact on the illuminated side, the distance the slow-
est carrier has to travel to the contacts is minimized.

1.4.4.2 Metastability in a-Si:H: The Staebler–Wronski Effect
Shortly after the first reports on a-Si:H solar cells, Staebler and Wronski [99]
published their findings on metastability in a-Si:H. Under illumination the
conductivity of a-Si:H degrades but can be restored by annealing at temperatures
of about 425 K. This degradation effect is known as the Staebler–Wronski effect.
The metastable behavior is ascribed to the light-induced creation of additional
defects. It is generally accepted that these metastable defects are additional
dangling bonds that act like recombination centers in the material and that
these dangling bonds are created by the breaking of weak or strained Si–Si
bonds. Hydrogen plays an important role in the metastable behavior of a-Si:H;
however, there is no consensus on the exact mechanisms involved and the role of
hydrogen in the Staebler–Wronski effect [100–103]. The creation of additional
recombination centers affects a-Si:H-based solar cells to such a degree that the
Staebler–Wronski effect is a severe limitation for the application of a-Si:H in
single-junction solar cells.

1.4.4.3 Hydrogenated Microcrystalline Silicon (𝛍c-Si:H)
As can be seen by comparison with Figure 1.3b, the high optical gap of a-Si:H of
approximately 1.75 eV (the exact value depending on the definition and on the
hydrogen content) is too high for a single-junction solar cell. It was therefore
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an important discovery in thin-film silicon solar-cell research to find a way to
prepare hydrogenated microcrystalline silicon (μc-Si:H) with approximately the
same band gap as crystalline silicon (Eg (c-Si)= 1.12 eV) that had a sufficient qual-
ity for use in solar cells. First μc-Si:H layers were deposited in the 1960s [104],
and successful doping was achieved in the 1970s [105]. However, the material
had insufficient electronic quality for use in solar cells. The use of gas purifiers
in the 1990s by the Neuchâtel group made the fabrication of μc-Si:H layers with
sufficiently low oxygen contents [106–108] and the successful fabrication of first
μc-Si:H solar cells with reasonable efficiencies possible [109, 110].

1.4.4.4 Micromorph Tandem Solar Cells

One possibility to overcome [111] the efficiency limit of Shockley and Queisser
is the use of a multijunction solar cell with absorber layers having different band
gaps. The highest band-gap absorber should be on the illuminated side such that
all high-energy photons are absorbed by the absorber with the higher band gap
and the low-energy photons are absorbed by the cell or the cells with the lower
band gap(s). If every absorber has its own p–n junction or p–i–n junction, then
they can be deposited on top of each other such that one obtains two or more
series connected solar cells on top of each other. This approach minimizes the
losses due to thermalization of carriers and due to the transparency of any solar
cell for photons with energies below the band gap of the absorber. With a similar
approach as discussed in Section 1.2.1, the efficiency [112] and the optimal
band-gap combinations can be calculated for multijunction solar cells in general
and tandem (i.e., two-junction solar cells) in particular [113, 114]. It is a fortunate
coincidence that the optimum combination for a tandem solar cell is close to the
actual band gaps of amorphous (Eg (a-Si:H)≈ 1.75 eV) and microcrystalline sili-
con (Eg (μc-Si:H)≈ 1.2 eV). Although in principle efficiencies above the SQ limit
for single-junction solar cells are possible with such a configuration, in reality the
efficiencies are much lower than the SQ limit and even lower than efficiencies of
real crystalline Si single-junction solar cells. Nevertheless, the tandem cell made
from a-Si:H and μc-Si:H has achieved slightly higher efficiencies than either of
the single-junction devices (see Ref. [29] for an overview). For these thin-film
tandem cells with their relatively low mobilities, a second motivation arises for
the use of tandem solar cells. Since the built-in field decreases for increasing
thickness and since the charge collection becomes increasingly difficult with
increasing distance to the contacts, thin solar cells have higher fill factors than
thicker solar cells. The tandem approach is a useful way to keep individual cell
thicknesses low and at the same time have a higher total thickness and a better
absorptance.

1.4.4.5 Liquid-Phase Crystallized Si

Recently, substantial progress has been demonstrated in the development of poly-
crystalline Si solar cells on glass substrates. The defect concentration in the Si
absorber layer, one of the main reasons for the so far limited device performance
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(power-conversion efficiency of about 10%), has been reduced considerably by
replacing the state-of-the-art solid-phase crystallization of the Si precursor layer
by a laser-beam liquid-phase crystallization (LPC) process [115, 116]. This synthe-
sis step can lead to large average grain sizes of several hundreds of micrometers,
similar to those of multicrystalline Si wafers. As a result, the open-circuit volt-
age has increased to more than 650 mV, and power-conversion efficiencies of well
above 11% have been demonstrated [117]. Solar cells based on LPC-Si thin films
on glass substrates may emerge as low-cost alternatives to multicrystalline wafer-
based Si solar cells, provided that light incoupling and contacting in the solar-cell
stack can be further optimized.

1.4.5
Metal-Halide Perovskite Solar Cells

Semiconducting perovskites with one organic and one inorganic cation and three
halogen atoms as anions were initially tested as dyes in DSSCs. The initial results
were hardly promising in terms of stability, because the liquid electrolyte was
quickly dissolving the perovskite layer [118]. However, once the liquid electrolyte
was replaced by an organic hole transport layers, solar-cell efficiencies and sta-
bility were quickly improving. However, the stability still remains on a low level
compared with inorganic materials. After it had become apparent that the most
frequently used material CH3NH3PbI3 was perfectly capable of light absorption
as well as electron and hole collection [119], a large variety of device designs
became possible, going way beyond the initial use in “DSSCs” with solid-state
electrolytes.

CH3NH3PbI3 exhibits an absorption coefficient similarly high as the one of
Cu(In,Ga)Se2 or GaAs and therefore can reach high photocurrent densities for
rather low thicknesses [120]. The band-gap energy of CH3NH3PbI3 is around
1.6 eV, that is, it is slightly too high for a single-junction device but close to the
ideal band-gap energy for a tandem solar cell. The high conversion efficiencies
[121] reached for a thin-film photovoltaic material with a band-gap energy
as high as 1.6 eV make the perovskites rather unique, because of their use for
tandem solar cells which has previously been possible only for the family of
III–V semiconductors and by fabricating a-Si:H/μc-Si:H stacks. Charge carrier
lifetimes in the material are frequently reported to exceed 100 ns, which is an
excellent value for a polycrystalline semiconductor. Mobilities reported in the
literature, however, vary from values around 100 cm2/V s for single crystals
to values between 10−3 [122] and 10 cm2/V s [123] for thin films. Especially
because the mobility values at the lower end of the spectrum of reported values
belong to highly efficient devices with efficiencies approaching 20% [122], the
understanding and measurement of charge transport properties seem to be
currently a mostly unresolved challenge.

A major reason for the success but also some associated peculiarities of
CH3NH3PbI3 seems to be based on the defect physics of the material [124]. Due
to the three lattice positions of the perovskite crystal (ABX3), there are 12 possible
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intrinsic defects, most of which are shallow in the case of CH3NH3PbI3, doping
the device rather than leading to recombination centers. The few deep defects
exhibit large formation enthalpies and occur therefore less frequently than in
many other polycrystalline materials. Nevertheless, the low concentration of
deep defects still seems to control charge carrier recombination, which becomes
apparent from the LED quantum efficiencies of LEDs being much smaller than
one [125]. The shallow defects which are doping the device are able to diffuse
through the device [126], thereby leading to a doping profile that is not constant
as a function of time and bias voltage. This leads to hysteresis effects in the
current/voltage curves, that is, depending on the voltage sweep direction and the
speed of the voltage sweep, different efficiencies are measured [127].

While the efficiency of perovskite solar cells has recently surpassed 20% [121],
future research efforts are likely directed toward topics such as improved long-
term stability, reproducibility of device fabrication routines, alternatives for Pb as
the inorganic cation [128], and the use of perovskites in tandem cells.

1.4.6
Organic Solar Cells

There exist a wide variety of solar cells that exploit the high absorption coef-
ficients of organic molecules and use heterojunctions to cope with the high
binding energies in these molecules. The most relevant among them are DSSCs
[129], polymer–fullerene solar cells [130], small-molecule [131] solar cells, and
polymer–nanoparticle solar cells [132]. DSSCs use the organic molecule as
absorber, an inorganic mesoporous scaffold (typically TiO2) as electron trans-
porter, and a liquid- or solid-state electrolyte to transport the positive charge (a
hole or an ion).

A second option is to merge the functions of absorption and transport of one
charge carrier to produce a solar cell made up of two different types of mate-
rials, usually termed electron donor and electron acceptor. The electron donor
may be a polymer or a highly absorbing small molecule. Originally, polymers were
more widely used because they are solution processable (in contrast to many small
molecules) and therefore do not require expensive equipment for solar-cell fab-
rication. However, nowadays, also solution-processable small molecules are used
as electron donors [133], in addition to the classical concept of using evaporated
small molecules.

The electron acceptor is typically a fullerene. In combination with solution-
processable small molecules, fullerenes with side chains are used which are
designed to improve the solubility of the fullerene. This allows for mixing the
donor and the fullerene in solution and then spin coating or doctor blading the
ink on a substrate. In the case of donor materials that have to be evaporated,
usually pure C60 (without any side chains) is used and evaporated as well. Alter-
natives for fullerenes are other small molecules or polymers as well as inorganic
nanoparticles. None of these concepts have so far been used in the highest
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efficient devices. However, especially in the case of nonfullerene small-molecule
acceptors, promising efficiencies have already been reached [134].

Independent of which material combination is used, the two types of materials
are usually intimately mixed to form a so-called bulk heterojunction. The term
bulk heterojunction implies that the bulk of the material consists of a blend of
two different molecules or nanoparticles mixed so intimately that any point in the
volume is “close” to a heterojunction between the two types of materials. “Close”
means that for an efficient device, the heterojunction should be reached within
the exciton diffusion length. If this is not the case, the excitons recombine before
they are separated into electrons and holes.

Since 2001, organic bulk heterojunction solar cells have seen a steep increase
in efficiency (from about 2% to 11%), mainly driven by the optimization of energy
levels, in order to maximize light absorption as well as to minimize energy and
recombination losses at the heterojunction. Future work will most likely focus on
achieving enhanced electrical properties to allow charge extraction from thicker
devices and to improve device stability.

1.5
Conclusions

The last 5 years have seen an amazing development in thin-film photovoltaics in
terms of efficiency increase, in terms of new material options, and in terms of
an improved understanding of processes and devices. This is true for the classi-
cal inorganic thin-film devices where, after more than 30 years of research per-
formed, major progress in efficiencies has been demonstrated. Organic solar cells
strive toward improved manufacturability. And finally a new class of materials,
organic–inorganic metal halides with an unprecedented development of efficien-
cies, have opened an entirely new window of opportunity.

As a consequence the size of the scientific community concerned with thin-
film photovoltaics is still increasing. In addition, more and more specialists for
sophisticated physical and chemical analysis methods enter the field, improving
our common understanding. Since photovoltaic devices are complex multicom-
ponent systems, the most satisfying answers always will arise from a combina-
tion of a solid understanding of the photovoltaic principles with the results from
various methods analyzing the electronic, chemical, and structural properties of
all the layers and interfaces in the device.
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2
Fundamental Electrical Characterization of Thin-Film
Solar Cells
Thomas Kirchartz, Kaining Ding, and Uwe Rau

2.1
Introduction

This chapter discusses device characterization methods, that is, methods to
determine the response of a solar cell to optical and electrical excitation. Thus,
device characterization deals directly with the finished product and is, thus,
directly related to the final goal of all research efforts, namely, to produce an
efficient solar cell. However, since the device is characterized as a whole, the
interpretation of device measurements is complex because a large number of
optical and electronic effects contribute to a relatively featureless result like the
current/voltage characteristics. Thus, the challenge of device characterization
lies not only in the measurement of the samples but mostly in the interpretation
of data, which often goes hand in hand with device simulation as described in the
third part of this book.

A variety of device characterization methods are conceivable. The current
of a solar cell can be measured as a function of applied voltage, illumination
intensity, wavelength of monochromatic illumination, illumination position, and
sample temperature. In addition, the solar cell can be used as a light-emitting
diode and its emission can be detected as a function of position, temperature,
and photon wavelength. Finally, devices can be measured as a function of time
after an electrical or optical excitation or as a function of the frequency of an
applied alternating voltage. Part Two of this book will deal with these charac-
terization methods in five chapters, while this chapter will restrict itself to the
most fundamental characterization methods, that is, methods where the current
of a solar cell is measured in response to a variety of illumination conditions
and as a function of the applied voltage. Especially the measurement of the
illuminated current/voltage (J/V ) curves under standard measuring conditions is
of crucial importance for determination and comparison of the efficiency of the
optoelectrical energy conversion process.

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.
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2.2
Current/Voltage Curves

2.2.1
Shape of Current/Voltage Curves and Their Description with Equivalent Circuit Models

In Chapter 1, the concept of the illuminated J/V curve and its basic features have
already been discussed. We started our discussion on J/V curves with the ideal
solar cell in the Shockley–Queisser limit [1]. In this case, thermodynamic argu-
ments lead to a J/V curve of the form

J = J0

[
exp

(
qV
kT

)
− 1

]
− Jsc, (2.1)

where kT/q is the thermal voltage. A J/V curve of such a shape – however with
different values for the saturation current density J0 and the short-circuit current
density Jsc – follows also from a device simulation of a p–n-junction or p–i–n-
junction solar cell as described in Chapter 23 as long as the recombination rate R
is proportional to the product of electron and hole concentration (R ∝ np) and as
long as the carrier mobilities are sufficiently high to extract all charge carriers at
all considered voltages. In this case, the recombination current density Jrec which
is equal per definition to the dark current density Jd is simply

Jrec =Jd = q∫
d

0
R dx = q∫

d

0
B(np − n2

i )dx = qBn2
i d

[
exp

(
qV
kT

)
− 1

]
=J0

[
exp

(
qV
kT

)
− 1

]
. (2.2)

The requirement of sufficiently high mobilities means also that the quasi-Fermi
levels will be flat and that it will be reasonable to assume np = n2

i exp[qV∕(kT)]
throughout the whole device thickness d, where ni is the intrinsic carrier con-
centration. In the following, this will be illustrated by numerical simulations.
Figure 2.1a and b shows the simulated dark and illuminated J/V curve of such
an idealized device in the case when only radiative recombination is considered.
The simulated device has a thick (2.5 μm) p-type layer and a thin (200 nm) n-type
layer as is typical for most p–n-junction solar cells. The dark current density
Jd is a simple exponential function with a slope of q/kT as rationalized from
Equation 2.2 and the illuminated current density J il is shifted by the value Jsc into
the fourth quadrant of the coordinate system. Thus, the difference Jph = J il − Jd
between illuminated and dark J/V curve, the photocurrent, equals always the
short-circuit current density Jsc.

Although a simple description of the J/V curve as in Equation 2.1 represents
the main characteristics of most solar cell J/V curves, the reality looks slightly
different in several respects. The first typical feature of any p–n-junction solar cell
is shown in Figure 2.1c and d. Typically, the dominant recombination mechanism
is not radiative recombination, and thus, the recombination rate does not scale
directly with the np product. Instead, the typical recombination mechanism in
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Figure 2.1 Semilogarithmic plots (a, c, e, g)
of dark J/V characteristics and linear plots
(b, d, f, h) of dark (dashed lines) and illumi-
nated (full lines) J/V characteristics as well as
of the difference Jph = Jil − Jd (open circles).
In (a, b) the characteristics of a p–n-junction
diode resulting from radiative recombina-
tion is shown leading to an ideal slope of
the dark J/V with an ideality nid = 1 and a
voltage-independent photocurrent. (c, d)
illustrate the departure from an ideal diode
law in case of typical p–n-junction solar
cells, where the low-energy part of the dark

J/V features a second slope with a higher
ideality factor nid = 1.86 which originates
from SRH recombination in the space charge
region. (e, f ) illustrate the addition of a series
and parallel resistance with the gray line rep-
resenting the case with Rs = 0 and Rp =∞ for
reference. Note that Jph is voltage dependent
despite the fact that carriers are efficiently
collected. This can be used to determine the
series resistance. (g, h) show a p–i–n junc-
tion with a low mobility-lifetime product and
a subsequently strongly voltage-dependent
photocurrent Jph.

thin-film solar cells is Shockley–Read–Hall recombination [2, 3] via defects in
the band gap. Assuming a defect in the middle of the band gap, the recombination
rate scales with

R =
np − n2

i
(n + p)𝜏

, (2.3)

where 𝜏 is the lifetime of electrons and holes, which we assume to be equal.
Assuming such a recombination rate and a p–n-junction solar cell, the dark J/V
curve as shown in Figure 2.1c differs considerably from the one for radiative
recombination (Figure 2.1a). In addition to the voltage range 0.5 V<V < 0.7 V,
where the slope of the curve is q/kT , the slope is considerably smaller at lower
voltages V < 0.5 V. At lower voltages, the recombination in the space charge
region is dominant. Within the space charge region of a p–n junction (and
similarly within the intrinsic layer of a p–i–n junction), the ratio of the carrier
concentrations changes from p≫ n (toward the p side) to n≫ p (toward the n
side). The maximum of the recombination rate R in Equation 2.3 is always found
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within the junction for n= p, leading to

R(n = p) =
np − n2

i
(n + p)𝜏

≈ n
2𝜏

=
√

np
2𝜏

. (2.4)

Assuming flat quasi-Fermi levels throughout the space charge region, the product
np is proportional to exp(qV /kT), where the internal voltage V is the quasi-Fermi-
level splitting (divided by the elementary charge). Thus, the recombination rate
scales via

R(n = p) ∝

√
exp

(
qV
kT

)
= exp

(
qV
2kT

)
(2.5)

with the internal voltage V . Obviously, the slope of the recombination rate and
subsequently also the slope of the recombination current are now around q/2kT .
We call this factor 2 in the denominator of the exponent in Equation 2.5 the ideality
factor nid, sometimes also the diode quality factor. When comparing this value
with the according simulation in Figure 2.1c, we see that the actual value of the
ideality factor is slightly smaller, that is, nid = 1.86 at lower voltages, which is due
to the fact that n= p is only a limiting situation, which is exactly valid only at one
position in the space charge region. The integration over the recombination in the
space charge region then gives an ideality factor slightly smaller than 2 with an
exact value that depends on the details of thicknesses, doping concentrations, and
electrical parameters of the device.

An alternative explanation for ideality factors 1< nid < 2 in thin-film solar
cells can be Shockley–Read–Hall recombination via band tails [4] or other
distributions of localized states in the band gap as described in Chapter 23.
The explanation of nid > 2 is not possible by considering recombination via a
single recombination center. A multistep recombination process via a series
of trap states distributed in space and energy would explain such large ideality
factors for a recombination process situated in the space charge region [5]. This
model is especially suited to describe the dependence of the ideality factor of
CdS/CdTe heterojunction solar cells. Also the enhancement of recombination by
tunneling – a process that makes the recombination rate dependent on the local
electric field and, in consequence, from the applied bias voltage – predicts ideality
factors that may exceed 2 [6]. This theory of tunneling-enhanced recombination
especially applies to Cu(In,Ga)Se2 with high Ga content or CuGaSe2 solar cells [7].

The preceding discussion made clear that the ideality factor is strongly influ-
enced by the recombination mechanism. However, the unique identification of
recombination mechanisms via the ideality factor alone is not possible. Turning
back to the simulations, we notice that at higher voltages, the ideality factor of the
dark J/V curve in Figure 2.1c is again 1, as in Figure 2.1a, although the recom-
bination mechanism is different. This is due to the fact that for the example in
Figure 2.1c the recombination for voltages V > 0.5 V is dominated by recombina-
tion in the p-type layer of the p–n junction (which is assumed to be much thicker
than the n-type layer). In the p-type layer in the dark and for not too high voltages,
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the electron concentration is much smaller than the hole concentration (n≪ p).
Simplifying Equation 2.3 yields

R(n ≪ p) =
np − n2

i
(n + p)𝜏

≈ n
𝜏

. (2.6)

Since the whole internal voltage V is now used to increase the minority carrier
concentration,

R(n ≪ p) ≈ n
𝜏

∝ exp
(

qV
kT

)
(2.7)

holds. Obviously, the ideality factor is again unity, also for recombination via
defects, as long as the concentration of one type of carrier is much smaller than
the concentration of the other. With the same argument, also the recombination
at surfaces of p–n junctions or p–i–n junctions will lead to ideality factors of
one, since at the contacts usually n≫ p or p≫ n is fulfilled.

For p–n-junction solar cells, there are typically two voltage ranges with different
ideality factors as shown in Figure 2.1c. At lower voltages, the ideality factor is
close to but smaller than 2 (if multistep recombination or tunneling is absent), and
the recombination is dominated by the space charge region. For higher voltages,
the ideality factor is close to 1 indicating defect recombination in the volume or
the surfaces of the absorber away from the space charge region. For this reason,
determination of ideality factors in p–n-junction solar cells is usually done by
fitting two-diode models to experimental data. The two-diode model in the dark
has the form

J = J01

[
exp

(
qV

nid1kT

)
− 1

]
+ J02

[
exp

(
qV

nid2kT

)
− 1

]
, (2.8)

where nid1 and nid2 are the two ideality factors and J01 and J02 are the two corre-
sponding saturation current densities.

Up to now, we discussed the dependence of the recombination rate and the
recombination current on the internal voltage V , defined as the quasi-Fermi-level
splitting in the space charge region. We implicitly assumed that the voltage mea-
sured is equal to this internal voltage. Now, we have to distinguish the externally
measured voltage V ext from the internal voltage V i which is equal to the quasi-
Fermi-level splitting in the space charge region of the p–n junction. The external
voltage is larger than the internal voltage by a term ΔV =V ext −V i that scales
roughly in a linear way with current density J . The proportionality factor between
ΔV and J is the series resistance Rs. The series resistance may originate from the
finite conductivity of the absorber layers themselves or from the front and back
contacts. For V > 0.7 V in Figure 2.1c, we already see that the simulated dark J/V
curve (dashed line) has a lower current density at a given voltage than the solid
line indicating the two-diode fit according to Equation 2.8. For this simulation,
this is due to the finite mobility and thus finite conductivity of the p-type layer of
the p–n junction.

For Figure 2.1e and f, we explicitly included an external series resistance and a
finite shunt resistance to show its influence on the J/V curves under illumination
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and in the dark. We add an external series resistance of Rs = 5Ω cm2 and an
external shunt resistance of Rp = 5 kΩ cm2. The series resistance leads to an
increased voltage at constant current density in case of the dark J/V curve, that
is, more voltage has to be applied for the same current to flow since part of the
voltage drops over the external resistance and not over the p–n junction. Under
illumination, the curve with series resistance is shifted in the opposite direction.
Now, the voltage at the junction must be higher than the voltage at the external
contacts to drive a current through an external load resistance. The photocurrent
Jph defined as the difference between dark and illuminated J/V curve is no longer
constant, since the voltage drop depends on the current, which is – at a given
voltage – different under illumination and in the dark.

The shunt resistance Rp has a large influence on the dark J/V curve in the lower
voltage range where the current increases drastically when compared to the J/V
characteristics without Rp. In contrast, at higher voltages, the differential conduc-
tivity Gd = ∂J∕∂V of the diode itself increases exponentially, while the conductiv-
ity of the shunt stays constant. Thus, for higher voltages, the shunt disappears and
is also nearly invisible in the linear plot of dark and illuminated J/V curve.

Including both shunt and series resistance in the J/V curve leads to

J = J01

[
exp

(
q
(
V − JRs

)
nid1kT

)
− 1

]
+ J02

[
exp

(
q
(
V − JRs

)
nid2kT

)
− 1

]
+

V − JRs
Rp

− Jsc. (2.9)

This equation is frequently used to analyze J/V measurements of p–n-junction
solar cells. A useful property of this description of the J/V curve is that it consists
entirely of basic circuit elements, like ideal diodes (defined by nid and J0), resis-
tances (Rs, Rp), and a current source (Jsc) as depicted in Figure 2.2. Thus, such
a description is particularly useful for two-dimensional modeling of solar cells
and modules by solving networks of diodes, resistances, and current sources with
appropriate software tools like SPICE (cf. Chapter 24).

Especially for disordered, low-mobility solar cells that are fabricated as
p–i–n diodes such as amorphous and microcrystalline thin-film solar cells, an

Jsc J01 J02 RP

RS J

Figure 2.2 Equivalent circuit useful for the
description of p–n-junction solar cells con-
sisting of a current source representing the
short-circuit current, two diodes for the
recombination in the space charge region,

and one series and parallel resistance. Note
that a representation with an equivalent cir-
cuit is difficult for p–i–n-type solar cells,
since there the photocurrent is inherently
voltage dependent.
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expression like Equation 2.9 is still insufficient to describe the measured results
well. As shown in Chapter 19, the charge carrier collection of p–i–n-type devices
is inherently voltage dependent. Thus, the short-circuit current density is not a
voltage-independent constant anymore. Figure 2.1g and h shows the results of
a simulation of a p–i–n-junction solar cell with relatively low mobility-lifetime
product 𝜇𝜏 = 10−9 cm2/V. Obviously, although there are no external series
resistances assumed, the photocurrent is strongly voltage dependent and decays
rapidly for increasing voltages, even changing its sign slightly below 0.8 V. The
exact shape of the voltage-dependent photocurrent cannot be reproduced with
analytical equations, but it must be calculated by numerical simulations as
presented in Chapter 23. However, there are some analytical approximations,
as, for example, that described in Refs [8, 9]. Thus, for low-mobility p–i–n-type
diodes, the use of equivalent circuit models is difficult or impossible, depending
on the specific needs of the given application.

2.2.2
Measurement of Current/Voltage Curves

Details concerning the correct measurement of J/V curves of solar cells under illu-
mination have been discussed in Refs [10, 11]. Thus, we restrict ourselves here to a
brief overview of the measurement itself. Illuminated J/V curves are usually mea-
sured under standard testing conditions, that is, a sample temperature of 25 ∘C
and a predefined spectrum, which is for nonconcentrating solar cells usually the
AM1.5G spectrum [12]. Figure 2.3 shows a typical setup for exact measurements
of the illuminated J/V curve. The biggest challenge for this measurement is to have
a light source generating a spectrum that resembles the solar spectrum as well as
possible. Since the terrestrial solar spectrum is close to that of a blackbody with a

Reflector

Xe lamp

Integrator

Semitrans.
mirror Mirror

Shutter

Sample holder

Lens

W lamp Beam splitter

Detector

Figure 2.3 Schematic of a solar simulator for J/V measurements under illumination with a
spectrum resembling the standard AM1.5G. To better approximate the solar spectrum, a W
lamp and a Xe lamp are combined.
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temperature of about 5800 K, any light bulb will have a blackbody spectrum with
a much lower temperature since no element can withstand these temperatures
without melting. The pure metal with the highest melting point (∼3700 K) is W
(tungsten), which is therefore commonly used in light bulbs. Since any blackbody
source will not reach the temperature of the sun and thus the spectrum of the sun
without melting, a W halogen lamp is usually combined with a Xe lamp to get a
close match to the solar spectrum.

Assuming that the device under test is illuminated with a spectrum resembling
the standard AM1.5G spectrum, the device is contacted and the load resistance is
varied such that the voltage changes. The voltage and current are usually measured
during the voltage sweep with a four-point probe technique, that is, the current
measurement is connected in series with the load resistance, while the voltage
measurement requires two separate probes. The circuit containing the voltage
measurement has a high resistance and avoiding any resistive voltage drop affect-
ing the measurement result.

2.2.3
Determination of Ideality Factors and Series Resistances

One part of the analysis of J/V curves is the determination of characteristic
properties of the curve, as, for instance, the series resistance and the diode
quality factor at various voltages. One method is to fit a one- or two-diode model
(Equation 2.8) to the experiment. An alternative method for the determination of
the series resistance in p–n-junction solar cells with voltage-independent charge
carrier collection is the comparison of dark and illuminated J/V curves. As we
have already seen in Figure 2.1f, the difference between dark and illuminated
current/voltage curves is not a constant, when the series resistance Rs > 0 even
when the actual charge carrier collection process is not voltage dependent.
For a better understanding of this difference, let us shift the current density
J il under illumination by the AM1.5G spectrum by the short-circuit current
density Jsc

AM1.5 at exactly this AM1.5G illumination to obtain the current density
Jil + JAM1.5

sc . Then the J/V curve reads

Jil + JAM1.5
sc = J0 exp

(
q
(
Vil −

(
Jil + JAM1.5

sc
)

Rs
)

nidkT
− 1

)
, (2.10)

if parallel resistances are neglected, and assuming that the solar cell characteristic
is well described by a one-diode model in the relevant voltage range. The voltage
V il at a given current density is consequently

Vil =
nidkT

q
ln
( Jil + JAM1.5

sc
J0

+ 1
)
+ JilRs. (2.11)
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Figure 2.4 Dark current density Jd (dashed
line), illuminated current density Jil (solid
line), and illumination-dependent short-
circuit current density Jsc (open squares) as
a function of voltage or open-circuit voltage
Voc in case of the Jsc on a semilogarithmic

scale. The Jil/V curve is shifted by the Jsc at
AM1.5G conditions at which the Jil/V curve
was measured. From the voltage differences
at constant current densities in this plot, the
series resistance of a p–n-junction solar cell
can be calculated.

With similar arguments, the voltage V d in the dark is

Vd =
nidkT

q
ln
( Jd

J0
+ 1

)
+ JdRs. (2.12)

If we now calculate the difference between the voltage in the dark and the voltage
under illumination at a given current density Jd = Jil + JAM1.5

sc , we obtain

Vd − Vil = JdRs − JilRs = JAM1.5
sc Rs. (2.13)

Consequently, the series resistance can easily be determined from the voltage
difference in the dark and under illumination and the known short-circuit current
density. Figure 2.4 shows the plot of the illuminated and dark J/V curves of a
crystalline Si solar cell shifted into the first quadrant of the coordinate system and
plotted with a logarithmic current axis. It can be seen that the voltage difference
between dark and illuminated curves is relatively constant. At a current density
Jd = Jil + JAM1.5

sc = 2 mA∕cm2 (indicated by the black arrow), the series resistance
is Rs = ΔV∕JAM1.5

sc = 45 mV∕40.4 mA∕cm2 ≈ 1.1Ωcm2. With this method, the
series resistance is determined as a function of the current density.

However, the method is only suitable as long as the series resistance does not
depend on illumination conditions. For this situation, Aberle et al. [13] proposed
to use the open-circuit voltage measured at different illumination conditions,
yielding a so-called Jsc/V oc curve. This curve follows the equation

Voc =
nidkT

q
ln
( Jsc

J0
+ 1

)
, (2.14)
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where Jsc denotes the variable short-circuit current density at various illumina-
tion intensities. From Equation 2.14 follows that V oc is completely independent of
series resistance, because no current flows at open-circuit conditions. The Jsc/V oc
curve is thus a series-resistance-free J/V curve. Consequently, the series resistance
under illumination follows from

Voc − Vil = −JilRs = (Jsc − JAM1.5
sc )Rs (2.15)

and in the dark from

Vd − Voc = JdRs = JscRs (2.16)

is obtained from comparison of the illuminated and the dark J/V curves with the
Jsc/V oc curve, which is shown in Figure 2.4 (open symbols).

A second useful property of the Jsc/V oc representation is the fact that the voltage
range, where the curve follows an exponential relation, is enlarged. In Figure 2.1e
the voltage range, where the dark J/V is not heavily affected by either shunt or
series resistance effects, is very small and it would be difficult to determine an
ideality factor from the dark J/V curve. Since the Jsc/V oc curve is independent
of external series resistances, the determination of ideality factors from Jsc/V oc
curves becomes much easier using the slope of the Jsc/V oc curve via

nid =
q

kT
dVoc

d ln(Jsc)
=

q
kT

dVoc
dJsc

Jsc. (2.17)

2.2.4
Temperature-Dependent Current/Voltage Measurements

The temperature is a useful parameter to vary, when analyzing a solar cell by means
of J/V measurements. The temperature dependence of J/V curves is mainly due to
the temperature dependence of the equilibrium concentrations of the charge car-
riers, either electrons, holes, or electrons and holes. To illustrate this statement,
let us go back to the simple case of bulk recombination described by Equation 2.6.
The recombination rate R scales with the minority carrier concentration n in this
case. At a given voltage, n ∼ n2

i ∕NA, where NA is the acceptor concentration. Since
the intrinsic carrier concentration ni is given by

n2
i = NCNV exp

(−Eg

kT

)
, (2.18)

where NC and NV are the effective density of states of conduction and valence
band, respectively, also the recombination rate in the volume should scale with a
term exp(−Eg/kT). However, the activation energy Ea of the recombination rate is
not always identical to the band gap Eg as in this example.

A typical task that is accomplished by temperature-dependent J/V analysis
is the distinction between bulk and interface recombination. Figure 2.5 uses
the band diagram to illustrate the different recombination mechanisms that
can occur in a CdS/Cu(In,Ga)Se2 solar cell. In case of interface recombination
at the CdS/Cu(In,Ga)Se2 interface (mechanism 1 in Figure 2.5), the respective
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Figure 2.5 Schematic band diagram of a
CdS/Cu(In,Ga)Se2 solar cell showing the four
main recombination mechanisms that can
occur. The four different locations where
recombination with different ideality fac-
tors and activation energies can take place
are (i) the CdS/Cu(In,Ga)Se2 interface, (ii) the

space charge region, (iii) the neutral bulk,
and (iv) the back contact (interface between
Cu(In,Ga)Se2 and Mo). The quantities EC and
EV stand for the conduction and valence
band, Efn and Efp stand for the quasi-Fermi
levels of electrons and holes, and Φb is the
interface barrier.

activation energy is the potential barrier height Φb =Efn −EV at the interface (Efn
being the electron Fermi level at the interface). This is due to the case that holes
are the minorities at the interface and that subsequently the recombination rate
at the interface scales with hole concentration [14]. The hole concentration in
turn is given by

p = NV exp
(qV − Φb

kT

)
, (2.19)

which directly demonstrates that Φb is the activation energy of interface
recombination. In contrast, the bulk recombination mechanisms 2 and 3 in
Figure 2.5, that is, recombination in the space charge region and in the neutral
region, are thermally activated by the band gap energy Eg. Due to the band offset
between the Cu(In,Ga)Se2 absorber and a thin MoSe2 layer forming between the
absorber and the metallic Mo back contact [15], the activation energy for this
process 4 is even larger by this amount than Eg.

Obviously, a temperature-dependent study of the recombination current
should be capable of determining the activation energy and subsequently dis-
criminate between limitations by interface or volume recombination. Since the
open-circuit voltage V oc is the photovoltaic parameter, which is most directly
affected by recombination, we now study the temperature dependence of V oc at
a given illumination intensity and thus a given short-circuit current density Jsc.
The relation between the two is given by [16]

Jsc = J0

[
exp

( qVoc
nidkT

)
− 1

]
= J00 exp

( −Ea
nidkT

)[
exp

( qVoc
nidkT

)
− 1

]
, (2.20)

where J00 is a weakly temperature-dependent prefactor of the saturation current
density J0. The usefulness of such a description becomes obvious, when resolving
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Figure 2.6 Temperature dependence of
the open-circuit voltage Voc for different
Cu(In,Ga)(Se,S)2 solar cells with different
band gap energies due to different In/Ga
and Se/S ratios. The open symbols corre-
spond to devices that are grown with a Cu-
poor final composition and have a band gap
energy (as calculated from the stoichiom-
etry) of Eg = 1.49 eV (circles) and 1.22 eV

(triangles). The extrapolated open-circuit
voltage Voc (T = 0 K) roughly follows Eg,
whereas for the devices grown under Cu-rich
conditions Voc (T = 0 K) is independent of Eg
(1.15 eV, circles, and 1.43 eV, triangles). The
latter finding points to the fact that recom-
bination in such devices has an activation
energy given by the height of the interface
barrier Φb. (Redrawn after Ref. [17].)

for the open-circuit voltage. Now, we obtain

qVoc = Ea − nidkT ln
( J00

Jsc

)
, (2.21)

that is, a direct relation between the open-circuit voltage V oc and the activation
energy Ea. The prefactor J00 is typically much larger than Jsc; thus, qV oc is smaller
than the activation energy by the roughly linearly temperature-dependent sec-
ond term in Equation 2.21. A temperature-dependent measurement of V oc should
yield the activation energy as the extrapolated value of V oc (T = 0 K) as long as J00
and Jsc are reasonably independent of temperature. As an example, Figure 2.6a
shows the result of such a measurement for four different Cu(In,Ga)(Se,S)2 solar
cells [17]. The data with open symbols stem from samples with a Cu-poor compo-
sition. The extrapolated open-circuit voltage V oc (T = 0 K) roughly follows their
band gap energy Eg (as determined independently from their stoichiometry). The
dominant recombination path for these devices therefore is bulk recombination.
In contrast, samples with absorbers that are grown under Cu-rich conditions have
low activation energies that are independent from the absorber’s band gap energy.
This finding points to the fact that their V oc is limited by interface recombination
and the activation energy corresponds to the interfacial barrier Φb.

Obviously, such an analysis of the dominant recombination mechanism requires
investigation of a large series of samples (as done in Ref. [17]), and Figure 2.6 just
illustrates exemplarily the experimental procedure. More examples covering dif-
ferent types of solar cells (CuInSe2, CdTe, and a-Si:H) are found in Ref. [18].
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2.3
Quantum Efficiency Measurements

2.3.1
Definition

A J/V measurement yields information on the absolute value of the short-circuit
current density Jsc produced in a solar cell. However, this simple measurement
does not yield information on the origin of the loss mechanisms that are respon-
sible for the fact that not every photon in the solar spectrum contributes to Jsc. In
an ideal solar cell, corresponding to the Shockley–Queisser limit as discussed in
Chapter 1, every photon with a suitable energy E >Eg leads to one electron–hole
pair that is collected at the terminals of the solar cell. In real solar cells this is not
the case and we are interested in knowing the reasons for these losses. An appro-
priate method to literally shed light into this problem is the spectrally resolved
measurement of the short-circuit current, that is, Jsc(E) likewise Jsc(𝜆), depending
on whether the result is plotted versus photon energy E or versus wavelength 𝜆.
The external quantum efficiency Qe is defined as the number of electrons collected
per photon incident on the solar cell according to

Qe(E) =
1
q

dJsc(E)
dΦ(E)

, (2.22)

where dΦ(E) is the incident photon flux in units of [Φ]= cm−2 s−1 in the (photon)
energy interval dE that leads to the short-circuit current density dJsc.

A second frequently used quantity is the spectral response SR defined as the cur-
rent produced per unit optical power incident on the solar cell. Consequently, the
spectral response has the unit [SR]=A/W and relates to the quantum efficiency
via

SR =
dJsc(E)
dΦ(E)

1
E
=

qQe
E

. (2.23)

In the ideal Shockley–Queisser case, we would have Qe(E)= 1 for E ≥Eg and
Qe(E)= 0 otherwise. In real solar cells we have Qe(E)< 1 (even for E ≥Eg) resulting
either from (i) optical or (ii) recombination losses. The optical losses can be further
broken down to losses due to reflection and due to parasitic absorption within the
device.

The reflection losses can be assessed by an additional measurement using a spec-
trometer, equipped with an integrating sphere determining the reflectance R, thus
allowing us to quantify this loss mechanism separately. For an opaque solar cell,
we know that all photons that are not reflected are absorbed in the device, that
is, the absorptance A is given by A= 1−R. The internal quantum efficiency Qi is
then defined as the number of collected electrons per number of photon absorbed
in the solar cell according to

Qi(E) =
Qe(E)

1 − R(E)
. (2.24)
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Note that sometimes Qi is defined as the number of collected electrons
per number of photons entering the solar cell. This definition includes weakly
absorbed light that enters the solar cell and leaves it after reflection at internal
interfaces or surfaces. In this case, the overall reflectance R must be replaced by
the front reflectance Rf.

In internal quantum efficiency spectra, the influence of (front surface) reflection
is eliminated. However, it still contains information on optical as well as electrical
properties of the device. For instance, the effect of a surface texture on the path
length enhancement of weakly absorbed light (cf. Chapters 1 and 10) influences
both internal and external quantum efficiencies. In addition, in a typical thin-film
layer system, each layer, except for the photovoltaically active one(s), will lead
to parasitic absorption. Therefore, the first step for the analysis of Qi requires
an optical model for the device to determine the absorptance Ai of each layer i
in the system. Obviously, such a model requires the knowledge of thicknesses,
refractive indices, and absorption coefficients determined, for example, with
spectroscopic ellipsometry for reference layers from the respective materials.
For thin layers, reflection, absorption, and transmission feature interference
effects, which allow checking the accuracy of the simulation of the absorptance
by comparison of measured and calculated reflectance. In case the absorptance
Ai of a photovoltaically active layer is known, one may define an internal quantum
efficiency Q∗

i for this layer via [19–21]

Q∗
i (E) =

Qe(E)
Ai(E)

. (2.25)

In the photovoltaically active layer, absorption is mainly due to generation of
electron–hole pairs (neglecting a possible contribution from free-carrier absorp-
tion which may occur at long wavelengths in doped absorber materials). When
neglecting free-carrier absorption, the absorptance Ai(E) is given by integrating
the generation function g(x, E) over the thickness d of the layer. Here, the gen-
eration function is the energy-resolved generation rate G(x, E) normalized to the
incoming photon flux. Losses within the active layer are then only due to recom-
bination and only starting from this point an electronic model must be applied.
Typically, such a model calculates the collection probability f c(x) for electrons and
holes such that at the very end of the analysis, we may use

Q∗
i (E) =

Qe(E)
Ai(E)

=
∫

d

0
g(x,E)fc(x)dx

∫
d

0
g(x,E)dx

(2.26)

explaining the external quantum efficiency layer by layer.

2.3.2
Measurement Principle and Calibration

Figure 2.7 shows two typical quantum efficiency measurement setups: (a) a
monochromator-based setup and (b) a setup with a filter wheel equipped
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Figure 2.7 Scheme of two quantum effi-
ciency setups – (a) a monochromator-based
setup and (b) a setup with a filter wheel. In
both cases, chopped monochromatic light
illuminates first the reference (during cali-
bration) and then the sample (during mea-
surement). The current output of reference

or sample is converted to voltage and then
amplified with a lock-in amplifier triggered
by the chopper wheel synchronization out-
put. Temporal variations in intensity of the
monochromatic light can be monitored with
a monitor diode measuring intensity during
calibration and during measurement.

with interference filters. The advantage of using monochromators is the high
wavelength resolution and the broad spectral range. The wavelength resolution is
especially high when double-stage monochromators are used. The disadvantage
of double-stage monochromators compared with single-stage monochromators
is the lower light throughput combined with a higher price and larger size.
The advantage of filter wheels is the high optical throughput and the larger
illuminated area. While monochromator-based setups illuminate only a small
spot of few millimeters diameter, a filter wheel completely illuminates larger
solar cells and minimodules of several centimeters edge length. In the following,
we will first describe the operation and calibration of a monochromator-based
system. Subsequently, we will discuss the aspects that are different for a setup
with filter wheel.
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In case of the setup with grating monochromator, first white light from a W
halogen lamp or a Xe-arc lamp is chopped before entering the monochromator.
The chopper is needed to obtain a periodic signal, which a lock-in amplifier can
use. Care must be taken that higher modes due to shorter wavelengths (e.g., 𝜆/2)
are suppressed by the use of filters.

The monochromatic light is then focused on the (i) solar cell to be measured
(during the actual measurement) or (ii) on the reference cell or detector (during
the calibration). The reference used for calibration of the setup can either (i) be
a pyroelectric radiometer for the relative calibration combined with a solar cell
or photodiode for the absolute calibration at one wavelength or (ii) one refer-
ence solar cell for the whole spectral range. The advantage of using a pyroelectric
radiometer lies in its spectrally independent sensitivity over a broad wavelength
range. Thus, the calibration has a high quality for all wavelengths, where the inten-
sity of the lamp is sufficient for a high signal-to-noise ratio in the radiometer. In
case of the reference solar cell, not only the intensity of the lamp but also the quan-
tum efficiency of the reference cell must be sufficiently high. Using a reference
cell (without a radiometer) is particularly useful as long as the reference cell has
a high quantum efficiency for all wavelengths of interest of the device under test.
For instance, high efficiency crystalline silicon solar cells have a high quantum effi-
ciency (>80%) in the spectral range where amorphous and microcrystalline silicon
solar cells are sensitive.

In order to account for temporal variations in the absolute intensity of the light
source, monitor solar cells are often used. Using a semitransparent mirror, part of
the light leaving the monochromator or filter wheel is directed on a monitor solar
cell, both during calibration and during measurement. For each wavelength, the
ratio of intensity on the monitor cell during calibration and during measurement
is multiplied with the resulting quantum efficiency value. When using monitor
solar cells, it is important that the quantum efficiency of the monitor solar cell is
sufficiently high in the complete spectral range of interest.

The current signal from the monitor and the test solar cell are then converted
into a voltage by a current-to-voltage converter with a typical amplification ratio
of 104 –106 V/A. The voltage output of the converter serves as input for the
lock-in amplifier that uses the synchronization output of the chopper controller
as trigger input. The amplified signal of the lock-in amplifier is then read and
displayed by a computer.

The main difference in operation of a filter wheel-based setup concerns the cali-
bration. As Figure 2.8 shows, the light from the monochromator is focused on the
solar cell and illuminates only a small spot of typically 1 mm× 3 mm size. The filter
wheel, however, illuminates larger areas. In order to measure the complete quan-
tum efficiency of a solar cell of a certain size, the illuminated area must be much
larger than the solar cell such that the complete cell area is illuminated homoge-
neously. This difference in illuminated area being either much smaller or larger
than the sample requires different ways of calibration. While in the grating-based
setup, the current of the reference device is measured and compared to the current
of the sample, for filter wheel setups the current densities have to be used.
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Figure 2.8 Schematic of the two possible
approaches when illuminating a solar cell
during a quantum efficiency measurement.
(a) With a monochromator-based setup, a
typical spot size is in the mm range and
will be smaller than most investigated cells.
Thus, the spot illuminates only a small part

of the cell and the quantum efficiency will
be a local quantity, which may change when
moving the spot. (b) In case of a filter wheel
setup, it is possible to illuminate solar cells
or small modules homogeneously and thus
get an average quantum efficiency.

In addition to filter wheel- or monochromator-based setups, it is also possible
to measure the quantum efficiency of a solar cell using a Fourier spectrometer.
The use of a Fourier spectrometer is particularly beneficial when a high dynamic
range is required. The corresponding measurement technique to use a Fourier
spectrometer for quantum efficiency measurements is called Fourier transform
photocurrent spectroscopy (FTPS), and it is described in detail in Chapter 8 of
this book.

2.3.3
Quantum Efficiency Measurements of Tandem Solar Cells

Especially in case of thin-film Si, organic, and perovskite solar cells, multijunction
concepts are in the focus of research to make better use of the solar spectrum.
Figure 2.9 shows the quantum efficiency of an a-Si:H/μc-Si:H tandem cell on tex-
tured ZnO:Al superstrate. The measurement of the two quantum efficiency spec-
tra corresponding to both series-connected subcells requires the subsequent use
of two bias light sources. In a first step, bias light with a short wavelength gener-
ates a photocurrent in the top cell that is not subject to the measurement. As a
consequence, the bottom cell under investigation is limiting the output current of
the tandem device. Now chopped monochromatic light with varied wavelength
is used to produce the quantum efficiency spectrum of the bottom cell. A second
measurement then uses longer wavelength light to generate a photocurrent in the
bottom cell and the chopped light probes the quantum efficiency of the top cell.
Care must be taken to ensure that for both measurements the bias light is in a
spectral range where a pronounced difference in the quantum efficiency of top
and bottom cell exists. Also the intensity of the bias light sources must be larger
than that of the chopped light for all wavelengths [22–24].
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Figure 2.9 Example for the quantum effi-
ciency of a-Si:H/μc-Si:H tandem cell on
textured ZnO:Al superstrates. The quantum
efficiencies of top and bottom cell are indi-
cated as solid lines and are measured using
a bias light to flood the respective other

subcell. In addition, the sum of both is indi-
cated as dashed line and the minimum value
is indicated as open circles. The latter indi-
cates the measurement result one would
obtain, when measuring without bias light.

2.3.4
Differential Spectral Response Measurements

As defined in Section 2.3.1, the quantum efficiency measures the spectrally
resolved photocurrent at short circuit. For many applications, and especially for
thin-film solar cells, the restriction to the short-circuit situation does not give
results that are representative for other operating points of the cells, too [25,
26]. A dependency of photocurrent on voltage or illumination is equivalent to a
violation of the superposition principle in photovoltaics that has been discussed
in Section 2.2. The main result was that the superposition principle is violated
when the charge carrier collection depends on the density of charge carriers in the
device and, thus, on the voltage and/or illumination bias. Such bias-dependent
collection, in turn, originates either from a varying electric field in low-mobility
devices as is the case for any p–i–n-type (cf. Figure 2.1h) solar cell or from
a recombination rate R ≠ Bnp. Recombination rates that are not proportional
to the product np of electron and hole concentrations may result either from
Shockley–Read–Hall recombination via (defect) states in the band gap or from
Auger recombination (cf. Chapter 1).

In these situations, where the photocurrent is voltage and/or illumination bias
dependent, the measurement of the quantum efficiency at various biases gives
valuable information. As an example, in p–i–n-type solar cells, the comparison
of the quantum efficiency at reverse voltages compared to those at short-circuit
conditions or higher voltages allows distinguishing between collection losses and
optical losses. This is because the lower the bias voltage V , the higher the electric
field F in the intrinsic layer of the p–i–n diode, and the better the collection
of carriers. If one can decrease the voltage V such that the quantum efficiency
Qe(𝜆, V ) does not increase any more with increasing reverse voltage, the electric
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Figure 2.10 Bias-dependent quantum effi-
ciency of the top cell in an a-Si:H/μc-Si:H
tandem solar cell. (a, c) show the experiment
and (b, d) the simulation. (a, b) show the

quantum efficiency itself and (c, d) the dif-
ference in quantum efficiency compared to
the short-circuit situation.

field F is sufficiently high to drive all photogenerated carriers to their respective
junctions and the collection efficiency f c = 1. The quantum efficiency at such
reverse voltages is then equal to the absorptance and, thus, only determined by
the optical properties of the device. Comparing the absorptance obtained from
reverse biased quantum efficiency measurements with the quantum efficiency
at higher bias voltages allows eventually the calculation of losses due to carrier
collection at a certain voltage.

Figure 2.10 shows an example for a bias-dependent quantum efficiency mea-
surement of an a-Si:H/μc-Si:H tandem solar cell. Presented is only the quantum
efficiency of the top cell. This quantum efficiency is measured for different nega-
tive bias voltages to show the effect of the electric field in the p–i–n junction of the
a-Si:H cell. The gain in quantum efficiency (b) is mainly in the wavelength range,
where a considerable part of the light is absorbed in the p-layer, which has a poor
electronic quality. Numerical simulations (c and d) as described in Chapter 19
have been used to analyze the electrical properties of the device.

2.3.5
Interpretation of Quantum Efficiency Measurements in Thin-Film Silicon Solar Cells

The interpretation of quantum efficiency measurements differs considerably
depending on the solar cell type. For crystalline Si, for instance, the quantum
efficiency in the wavelength range 780 nm<𝜆< 950 nm is typically used to
determine the effective diffusion length of the base layer of the device [27–30].
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Figure 2.11 Comparison of the typical quan-
tum efficiency of a μc-Si:H solar cell with a
textured ZnO (solid line) and a flat ZnO.

For even higher wavelengths, information about the optical properties of the
back contact are obtained. In CdS/Cu(In,Ga)Se2 solar cells, different evaluation
methods yield information about charge carrier collection properties of the
buffer layer [31] or the absorber layer [32, 33]. Since a complete description of all
methods is beyond the scope of this chapter, we focus here mainly on thin-film
silicon solar cells and discuss the main challenges in interpretation of quantum
efficiency measurements.

According to Equation 2.26, the quantum efficiency consists of contributions
due to absorption of photons and generation of charge carriers as well as of con-
tributions due to carrier collection. In order to show an example for the influence
of optical properties of the device on the quantum efficiency, Figure 2.11 compares
the external quantum efficiency of two μc-Si:H solar cells. The cell represented by
the solid line is grown on a texture-etched ZnO:Al superstrate [34], while the cell
with the dashed line is grown on the same superstrate but without etching. All
thicknesses of the Si layers in the stack were the same, which was achieved by
depositing the active layers at the same time during the same deposition process.
There are two striking differences between the two curves. First, the textured solar
cell has considerably higher quantum efficiency especially for higher wavelengths.
Second, the quantum efficiency of the untextured solar cell shows interference
patterns, which are absent for the textured solar cell.

The reason for the increased quantum efficiency of the textured solar cell lies
in the concept of light trapping that was described in Chapters 1 and 5. Light
that passes the interface between the textured ZnO and the Si is scattered by the
rough interface and the refractive index difference (between 1.5 and 2 for ZnO:Al
and between 3 and 5 for Si, depending on crystallinity and wavelength). The scat-
tered light has now a high probability of being trapped in the absorber layer by
total internal reflection. Thus, the weakly absorbed light, which travels in a flat
cell only twice the cell thickness, is reflected multiple times in the textured cell.
The increased optical path length of the light leads to the increased quantum effi-
ciency at a given absorption coefficient and thickness. In case of the untextured
solar cell, interference effects play a role since the cell thickness (thickness of all
silicon layers is 1230 nm) is of the order of the wavelength of light and is smaller
than the coherence length of the illumination. As a consequence, there are inter-
ferences that depend on the layer thicknesses and the refractive indices. For the
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textured cell, these interference patterns are destroyed by the light scattering at
the ZnO/Si interface.

Obviously, a more detailed analysis of the quantum efficiencies in Figure 2.11
would be of interest. This requires numerical simulations, which are described in
more detail in Chapter 19. Analytical approaches to model both the optical part
and the electronic part of the quantum efficiency are not possible in such thin
p–i–n-type devices. This is due to the fact that (i) both electrons and holes are
relevant for transport and recombination, which means that coupled differential
equations for electron and hole transport have to be solved. For p–n-junction
solar cells, most evaluation schemes rely on the fact that only one type of carrier
dominates recombination. This is due to the fact that most p–n-junction devices
have a thick base and a very thin emitter. Due to the large size difference, the
minority carrier in the base is usually the relevant carrier and the solution of
the continuity equation for the minority carrier in the base is sufficient to cover
the electronic aspect of the problem.

The second challenge associated with p–i–n-junction thin-film solar cells is
the fact that the wavelength of light and the cell thickness are comparable in mag-
nitude and that geometric optics has to be abandoned in favor of wave optics.
Calculating the absorption of a solar cell with perfectly flat interfaces is a simple
numerical problem that is solved with a matrix transfer formalism [35]. The only
prerequisite is a precise measurement of the optical properties of the individual
layers by ellipsometry and photothermal deflection spectroscopy.

For textured surfaces, however, the calculation of the absorptance of the layers
requires more sophisticated techniques. For research on light-trapping properties
of a certain surface texture [36–39], Maxwell’s equations have to be solved in three
dimensions, which requires extensive computational resources. For a quick anal-
ysis of quantum efficiency measurements, more approximate methods [40] have
to be used that do not consider interference effects for scattered light and that
consider the interface properties only in the form of effective parameters such as
haze (the ratio between light intensity that is scattered when being transmitted or
reflected at an interface and the complete light intensity transmitted or reflected
at an interface) and angular distribution function (describing the distribution of
angles after the light is scattered at an interface) [41, 42]. Although the optical
models for textured surfaces are far from being exact, a decent fit to the measured
quantum efficiency is possible.

When all optical parameters of the layers are measured and the interface prop-
erties are determined such that the optical model allows a good description of the
experiment, simulations of quantum efficiency measurements yield approxima-
tions of the major loss mechanisms affecting the short-circuit current. Figure 2.12
shows the absorptances of all relevant layers in (a) a μc-Si:H solar cell on textured
ZnO:Al superstrate and (b) a CdS/Cu(In,Ga)Se2 solar cell on a flat glass substrate
simulated with ASA [43] and using the optical model genpro3 (a) and genpro1
(b). The major photocurrent losses for the μc-Si:H solar cell occur by absorption
in the ZnO:Al layer and, especially, the p-type Si layer. These layers are the first
ones that the light has to pass after the glass. Thus, the light has a high intensity
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Figure 2.12 Comparison of the absorption
in the different layers of (a) a typical μc-Si:H
solar cell (redrawn from Ref. [44]) and (b) a
typical Cu(In,Ga)Se2 solar cell . The regions
that are black indicate the absorption in the
respective absorber layers. Since most of

the photons absorbed there contribute to
the short-circuit current, the black regions
correspond well to the external quantum
efficiency, while the other areas indicate
how severe losses are in the different layers.
(redrawn from Ref. [45].)

when passing through these layers and much of the light is absorbed there. While
ZnO:Al exhibits a relatively low absorption coefficient but a high thickness (about
500 nm), the p-type Si layer is very thin (around 20 nm) but has a high absorption
coefficient in the complete wavelength range also relevant for the absorber layer.
For wavelengths higher than 900 nm, most light is absorbed again in the ZnO:Al
layer since for higher wavelengths free-carrier absorption in the ZnO:Al becomes
more dominant. In addition, the absorber layers become transparent and, thus,
light is reflected multiple times in the cell and will be absorbed primarily in the
thick front contact ZnO and the three back contact layers (n-type Si, ZnO, Ag).

In case of the Cu(In,Ga)Se2 solar cell, the low wavelength regime is pretty simi-
lar to μc-Si:H. Part of the high-energy photons is absorbed in the ZnO:Al, and part
is absorbed in the CdS, which has a similar role as the p-type Si in the μc-Si:H layer
stack. The main difference between μc-Si:H and Cu(In,Ga)Se2 becomes appar-
ent for higher wavelengths. Here, the absorption in the Cu(In,Ga)Se2 is much
higher than in the μc-Si:H, because of the much higher absorption coefficient of
Cu(In,Ga)Se2 compared to μc-Si:H. Thus, even for wavelengths around 1100 nm,
that is, just above the band gap of Cu(In,Ga)Se2 and μc-Si:H, the absorptance of
the Cu(In,Ga)Se2 absorber is above 50%, while it is nearly zero in case of μc-Si:H.
The higher absorptance of Cu(In,Ga)Se2 in the infrared is possible despite the
fact that no intentional texturing of the surface is required to achieve such a high
absorptance in the long wavelength range as shown in Figure 2.12b. Note that the
optical data for Figure 2.12 were measured [44] by means of ellipsometry and pho-
tothermal deflection spectroscopy (in case of the μc-Si:H cell) and the data for the
Cu(In,Ga)Se2 cell are taken from Ref. [45].

In addition to an entirely optical analysis of the quantum efficiency, the loss
mechanisms of the photocurrent can also be analyzed in terms of optical losses
and charge collection losses. However, this requires a careful determination of
all electrical parameters, which has to be done by using a variety of different
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Figure 2.13 Using a simulation of an a-
Si:H/μc-Si:H tandem solar cell, the losses in
the different layers are calculated. The total
incident photon flux of the AM1.5G spec-
trum between 300 and 1100 nm is taken as
input leading to 43.51 mA/cm2 as the maxi-
mum Jsc for a single-junction solar cell (and

0.5× 43.51 mA/cm2 for a tandem solar cell).
Losses in the Si layers are denoted as recom-
bination losses, while losses in the front
and back contact layers are termed parasitic
absorption losses although the distinction
between the two is not strict.

measurement techniques. For the case of a-Si:H, μc-Si:H, and Cu(In,Ga)Se2, an
overview over typical parameters and the measurement techniques to obtain
them is given in Refs [46–52]. For the case of an a-Si:H/μc-Si:H tandem solar
cell, we performed a simulation of the losses in photocurrent in each layer as
shown in Figure 2.13. We distinguished between parasitic absorption losses,
recombination losses, and matching losses although this distinction does
not discriminate between fundamentally different loss mechanisms. Parasitic
absorption is defined here as absorption in a layer where either photogenerated
electron–hole pairs will not reach the junction or where absorption does not lead
to photogenerated electron–hole pairs at all. These layers are the transparent
conductive oxide (TCO) layers and the silver back reflector. The glass superstrate
contributes to parasitic absorption as well. Recombination losses are the losses in
all silicon layers due to finite collection efficiencies and finite mobility-lifetime
products. It becomes clear that the distinction between parasitic absorption loss
and recombination loss is somewhat arbitrary, when it comes to generation of
electron–hole pairs in layers that are of low electronic quality such as the TCO
layers or the doped silicon layers. Only the free-carrier absorption, which is dom-
inant in the TCO layers for higher wavelengths, is clearly parasitic absorption.
The third loss mechanism is only relevant in multijunction solar cells. In these
devices, the lowest photocurrent of the subcells limits the total photocurrent
because of the series connection of the subcells. As a consequence, the additional
photogenerated and collected carriers in the cell with the higher photocurrent
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are lost by recombination. Thus, the matching loss in a multijunction solar cell is
only a special type of recombination loss.

In conclusion, we can say that a loss analysis as detailed in Figure 2.13 is a useful
tool to determine the major loss mechanisms of the photocurrent for a specific
solar cell. It will be based on the measurement of the quantum efficiency Qe and
the numerical simulation of the measured Qe. From the simulation, the losses in
the solar cell are obtained. The critical point for analyses underlying Figures 2.12
and 2.13 is the assumption that a good fit of the simulated quantum efficiency to
the measured one implies that the loss mechanisms in the real cell are the same
as in the simulation. In order to make such an analysis reliable, all electrical and
optical parameters have to be determined – at least approximately – with various
additional methods. In addition, results of optical simulations of thin-film solar
cells grown on rough substrates have to be critically examined due to the lack of
reasonably fast and at the same time correct methods to simulate the absorptance
of such layer stacks.
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3
Electroluminescence Analysis of Solar Cells
and Solar Modules
Thomas Kirchartz, Vito Huhn, Andreas Gerber, Bart E. Pieters, and Uwe Rau

3.1
Introduction

Solar cells are large-area diodes optimized for light absorption and charge car-
rier collection. Inversing the normal operating mode by injecting charge carriers
under applied forward bias leads to recombination in the device. Although most
solar cells are not particularly efficient light emitters, part of the charge carrier
recombination must be radiative, leading to detectable emission of photons with
energies around the band gap of the solar-cell absorber. Electroluminescence (EL)
characterization of solar cells has been used since the early 1990s [1–4]; however,
the number of papers dealing with the field has risen substantially after a pioneer-
ing publication of Fuyuki et al. [5] featuring EL imaging with a charge-coupled
device (CCD) camera. Within few years, EL imaging has become a valuable tool for
fast and spatially resolved characterization of crystalline Si solar cells and modules
[6–14].

Figure 3.1 depicts the two typical setups for EL characterization: (a) the EL imag-
ing setup with a CCD camera, a power source, and a shielding against ambient
light and (b) the EL spectroscopy setup with a monochromator and a cooled detec-
tor. The detector can be a Si CCD array, an InGaAs photodiode array, a Ge photo-
diode, or a photomultiplier, and especially in case of single photodiodes, it can be
combined with a lock-in amplifier. For a good coverage of a wide wavelength range
relevant for photovoltaics, often a combination of Si CCD and InGaAs photodiode
arrays is used.

The attractiveness of EL imaging results partly from the high spatial resolution
combined with its simplicity and swiftness, which is clearly superior to alterna-
tive techniques such as the light beam-induced current (LBIC) measurement. The
measuring times of EL images are around two orders of magnitude shorter com-
pared with LBIC. The technique can be used to survey entire modules but also
to visualize microscopic defects on the micrometer scale. In addition, EL, that is,
the emission of light by application of an electrical bias, is just the complementary
reciprocal action of the photovoltaic effect taking place in solar cells and modules.
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Figure 3.1 Schematic drawing of the measurement setups used for (a) spatially resolved EL
imaging under forward or reverse bias and (b) EL spectroscopy.

Therefore, all important physical processes that influence the photovoltaic perfor-
mance of a solar cell – such as recombination, resistive, and optical losses – are in
a complementary way reflected in the EL of the same device. This fact guarantees
the relevance of the method for photovoltaics. In addition to spatially resolved
methods, also spectrally resolved EL [15–18] has proven to be a suitable tool for
the analysis of solar cells. Finally, both spatially and spectrally resolved EL can be
combined to a certain extent by the comparison of EL images made using different
spectral filters [8, 19, 20].

This chapter starts with a brief comprehensive description of the basic theory
underlying both spatially and spectrally resolved EL analysis. This description uses
the convenience provided by the fundamental reciprocity between EL emission
and photovoltaic action of solar cells [21]. Subsequently, Section 3.3 discusses
recent results on spectrally resolved EL of different types of solar cells. Since the
bulk of the literature on EL imaging studies crystalline Si solar cells, Section 3.4
reviews photographic surveying of Si wafer-based solar cells. Section 3.5 intro-
duces EL images acquired on Cu(In,Ga)Se2 modules and explains the determina-
tion of the sheet resistance of front and back contact. Section 3.6 discusses the
differential analysis of EL images under illumination.

3.2
Basics

EL, that is, the emission of light in consequence to the application of a forward
voltage bias to a diode, is the reciprocal action to the standard operation of a
solar cell, namely, the conversion of incident light into electricity. According to
the reciprocity theorem, the EL intensity 𝜙em of a solar cell emitted at any position
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r= (x, y) of its surface is given by [21]

𝜙em(E, 𝐫) = [1 − R(E, 𝐫)]Qi(E, 𝐫)𝜙bb(E) exp
(

qV (𝐫)
kT

)
= Qe(E, 𝐫)𝜙bb(E) exp

(
qV (𝐫)

kT

)
, (3.1)

where kT/q is the thermal voltage, V (r) is the internal junction voltage, E is
the photon energy, and Qe(𝐫) = [1 − R(𝐫)]Qi(𝐫) is the local external quantum
efficiency determined by the front surface reflectance R(r) and the internal
quantum efficiency Qi(r). The spectral photon density 𝜙bb of a blackbody

𝜙bb(E) =
2𝜋E2∕(h3c2)

exp(E∕kT) − 1
(3.2)

depends on Planck’s constant h and the vacuum speed c of light. Recording the EL
emission of a solar cell with a CCD camera, the EL signal Scam(E, r) in each camera
pixel is

Scam(𝐫) = ∫ Qcam(E)Qe(E, 𝐫)𝜙bb(E)dE exp
(

qV (𝐫)
kT

)
, (3.3)

where Qcam is the energy-dependent sensitivity of the detecting camera. Since
in Equation 3.3 𝜙bb(E) and Qcam(E) depend on energy but not on the surface
position r, lateral variations in the detected EL intensity emitted from different
surface positions originate only from the lateral variations of the external quan-
tum efficiency Qe and of the internal voltage V . Hence, Equation 3.1 and thus
Equation 3.3 consider all losses occurring in solar cells: The external quantum
efficiency Qe expresses the recombination and optical losses, while the internal
voltage V reflects the resistive losses. As will be shown later, in some cases the
exponential voltage-dependent term dominates the image, making EL analysis a
tool that is especially suitable to analyze resistive losses.

In order to discriminate between recombination and optical losses that influ-
ence the detected and spectrally integrated EL spectrum on the one hand and
resistive losses that only affect the absolute EL intensity on the other hand, a sin-
gle EL image is insufficient. Measuring spectrally resolved EL at every position
of the solar cell, however, would sacrifice the speed advantage of luminescent
imaging. Thus, comparing the difference of images that use different spectral fil-
ters represents a viable compromise that combines spatial resolution with spec-
tral information. Application of a spectral filter with transmittance Tfil changes
Equation 3.3 to

Sfil
cam(𝐫) = ∫ Qcam(E)Tfil(E)Qe(E, 𝐫)𝜙bb(E)dE exp

(
qV (𝐫)

kT

)
. (3.4)

It is easily seen that the measurement of the contrast

Cs(𝐫) =
Sfil,1

cam(𝐫)
Sfil,2

cam(𝐫)
=

∫ Qcam(E)Tfil,1(E)𝜙em(E, 𝐫)dE

∫ Qcam(E)Tfil,2(E)𝜙em(E, 𝐫)dE
(3.5)
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Figure 3.2 Comparison of the quantum
efficiency of Si solar cell and Si CCD cam-
era with the electroluminescence emit-
ted by the solar cell and detected by the
CCD camera. The connection between EL

and quantum efficiency of the solar cell is
given by Equation 3.1, and the connection
between the camera sensitivity Qcam and
the EL detected by the camera is given by
Equation 3.3.

between two EL images acquired at the same voltage V using two different fil-
ters as proposed by Würfel et al. [8] cancels out the voltage-dependent term in
Equation 3.4. Thus, the combination of suitable filters isolates the optical proper-
ties and the recombination losses from the resistive losses.

Finally, for spectrally resolved EL measured integrally over the area of a solar
cell, we obtain from Equation 3.3 for the detected signal

Sdet(E) = Qdet(E)𝜙bb(E)dE∫ Qe(E, 𝐫) exp
(

qV (𝐫)
kT

)
d𝐫, (3.6)

where Qdet(E) denotes the spectral sensitivity of the detector system including
the detector itself as well as the monochromator. Depending on the details of the
optics used in the experiment, the spatial integral in Equation 3.6 extends over a
smaller or larger part of the cell area.

It becomes clear from Equations 3.5 and 3.6 that the spectral sensitivities
Qcam(E) and Qdet(E) of the camera or the detector are critical for the analysis of
the EL emission. Most photographic EL setups use a Si CCD camera due to the
lower noise and the lower price compared with an InGaAs camera. As shown
in Figure 3.2 (solid line), the quantum efficiency (QE) of such a Si CCD camera
is below 10−3 at the maximum of the EL emission. The integral EL intensity
detected by the camera (open circles in Figure 3.2) is reduced by more than three
orders of magnitude compared with the imaginary case of a perfect detector with
a QE of unity over the whole spectral range of interest.

3.3
Spectrally Resolved EL

In the past, the bulk of spectroscopic luminescence investigations of photovoltaic
materials have been done using optical and not electrical excitation. These
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spectroscopic photoluminescence (PL) studies helped, for example, to determine
the dislocation densities in multicrystalline Si wafers [22–24] or to investigate
defects [25, 26] and the quasi-Fermi-level splitting in chalcopyrites [27] and
thin-film Si solar cells [28]. Spectroscopic EL measurements have been rarely
used for the characterization of solar cells, in spite of the fact that EL emission
is the complementary action to the photovoltaic effect and is directly related to
QE measurements. However, some recent publications [15–20] make use of the
reciprocity between QE and EL (Equation 3.1) and explore the applicability of
spectrally resolved EL for solar-cell characterization.

According to Equation 3.1, the EL spectrum contains in principle the same
information as the QE spectrum. However, the spectral range where useful
information can be gained is quite different for both methods, EL and QE. This
is because the weighting factor in Equation 3.1, the blackbody spectrum 𝜙bb,
depends exponentially on photon energy. This exponential energy dependency
of 𝜙bb leads to the fact that EL is only measurable close to the band gap, since
all higher energies E are damped by exp(−E/kT). In general, a QE measurement
contains information on optical properties as well as on the recombination
behavior of the solar cell. The optical properties, including the path length
enhancement by the light-trapping scheme, the absorption coefficient of the
absorber material, and the quality of the back reflector, dominate the QE
especially at lower photon energies close to and below the band-gap energy.
Thus, the Boltzmann factor of the blackbody spectrum emphasizes these optical
properties, which are therefore relatively easy to extract from luminescence
spectra as compared with QE spectra. One example is the determination of
the absorption coefficient. Although it is possible to determine the absorption
coefficient 𝛼 of crystalline Si at room temperature by QE measurements [29], the
determination via PL measurements has proven to be far more sensitive [30]. In
case of Si, where the absorption coefficient is well known for energies below the
band gap (cf. Refs [29, 30]), EL spectra reveal information on the light-trapping
properties of the measured cell as, for instance, the path length enhancement
factor [18, 31].

In contrast, the electronic properties of the solar cell, such as the diffusion
length or the surface recombination velocity of the minority carriers, are usually
extracted from the QE in an energy range slightly above the band-gap energy,
where the QE is still close to its maximum. In this energy range, which corre-
sponds to wavelength 𝜆 range around 780 nm<𝜆< 920 nm for crystalline Si,
the QE has a much better signal-to-noise ratio than the EL. Thus, the deter-
mination of the effective diffusion length – using, for instance, the method
of Basore [32] – is more easily achieved by a standard QE measurement than
with EL.

A useful feature of Equation 3.1 is that it allows us to determine the so-called
radiative saturation current density J0,rad [33]. This radiative and therefore lower
limit of the saturation current density J0 is defined by the photon flux keeping a
solar cell in thermodynamic equilibrium. This photon flux cannot be measured
directly, since it will not create excess carriers in a detector which is at the same
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Figure 3.3 Comparison of EL spectra (lines)
and quantum efficiencies (open triangles)
of three different solar cells based on (a)
crystalline Si, (b) Cu(In,Ga)Se2 (CIGS), and (c)
GaInAs. In addition to the directly measured
quantum efficiencies, the filled triangles rep-
resent the quantum efficiencies that follow
from the EL spectra using Equation 3.1. A
relatively broad EL peak as for the indirect
semiconductor Si and the disordered poly-
crystalline semiconductor Cu(In,Ga)Se2 cor-
relates with a slow rise from low to high QE.
In contrast, the direct and crystalline semi-
conductor GaInAs features a sharp peak and
a small transition region between high and
low QE. (Data taken from Refs [15, 17].)

temperature as the device. However, the radiative recombination current

Jrad = J0,rad

[
exp

(
qV
kT

)
− 1

]
(3.7)

resulting from a voltage V that drops over the rectifying junction is accessible by
making use of the reciprocity relation. With a calibrated setup (absolute number of
photons per area and time interval is known), J0,rad could be derived, provided the
voltage V is known accurately. However, a much simpler way to determine J0,rad is
given by Equation 3.1. The measurement of the photovoltaic QE Qe directly leads
to the radiative saturation current density

J0,rad = q∫
∞

0
Qe(E)𝜙bb(E)dE. (3.8)

In practice, the simplest way is to scale the EL emission with the calibrated QE as
shown in Figure 3.3 and then to integrate the EL emission to obtain the correct
J0,rad. The quantity J0,rad defines not only the lower limit for the actual saturation
current density J0 of a real solar cell but also the upper limit for the open-circuit
voltage Voc,rad = kT∕q ln(Jsc∕J0,rad + 1). Comparing the radiative open-circuit volt-
age V oc,rad with the actual V oc determined from a current/voltage (J/V ) measure-
ment gives the loss ΔV oc =V oc,rad −V oc due to nonradiative recombination. This
voltage loss is a useful quantity to compare the quality of different solar-cell mate-
rials in terms of their recombination. Interestingly, there is a direct relationship
between ΔV oc and the QE QLED of a light-emitting diode (LED) since both quan-
tities depend only on the ratio of nonradiative to radiative recombination [21].
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Figure 3.3 shows the QE (solid triangles) and the EL spectrum (solid lines)
of three different solar-cell materials, that is, (a) crystalline Si, (b) Cu(In,Ga)Se2
(CIGS), and (c) GaInAs. In addition, we compare the QE measured with a QE
setup as described in Chapter 2 with the QE obtained from the EL spectrum
using Equation 3.1. Since the EL spectrum is measured only in relative units,
the QE from EL is shifted in such a way that it fits best to the direct QE. The
materials shown in Figure 3.3 are crystalline Si, an indirect semiconductor;
Cu(In,Ga)Se2, a polycrystalline, direct semiconductor; and GaInAs, a crystalline,
direct semiconductor. While the first two samples are single-junction solar cells,
the GaInAs solar cell is the middle cell of a triple-junction solar cell consisting
of a GaInP/GaInAs/Ge stack [17]. Correspondingly, the shape of the absorption
edge and the width of the EL spectrum are different for the three devices. In case
of Si and Cu(In,Ga)Se2, the peaks are broad and the absorption edge is smeared
out, while for GaInAs, the spectrum is quite narrow and the QE changes abruptly
from zero to its saturation value. The indirect band gap of Si explains the differ-
ences between Si and GaInAs: The lower probability of radiative transitions and
correspondingly the lower and less abrupt absorption coefficient of the indirect
band-gap semiconductor Si explain the broader transition region between high
and low absorption and the broader peak. In case of Cu(In,Ga)Se2, the reason for
the broad peak lies in the disordered nature of the polycrystalline semiconductor.
Both the intentional stoichiometric inhomogeneity, due to band-gap grading
normal to the cell surface, and the unintentional band-gap variation [34], due to
lateral changes in stoichiometry ([In]/[Ga] ratio), lead to a clear broadening of
the EL peak and of the transition region between high and low absorption in the
QE spectrum.

Despite the different nature of the three investigated samples, the QE derived
from the EL (open triangles) fits well to the directly measured QE (solid triangles).
For all three cells, we are able to calculate the radiative saturation current density
J0,rad and subsequently the radiative open-circuit voltage

Voc,rad = kT
q

ln
( Jsc

J0,rad
+ 1

)
. (3.9)

By comparing V oc,rad with the open-circuit voltage V oc,meas as derived from a J/V
measurement, one obtains the voltage difference [21, 35]

ΔVoc = Voc,rad − Voc,meas = −kT
q

ln(QLED
e ), (3.10)

which relates to the external quantum efficiency QLED
e of the solar cell if operated

as a LED.
For the previous examples we have ΔV oc =V oc,rad −V oc = 185 mV for the

Si cell, ΔV oc = 216 mV for the Cu(In,Ga)Se2 solar cell, and ΔV oc = 132 mV for
the GaInAs cell. Thus, since the GaInAs as a direct, crystalline semiconductor
has the best ratio between radiative and nonradiative recombination, it also
possesses – relative to the band-gap energy – the best open-circuit voltage and is
also the best LED of the three cells. Recently, similar investigations have also been
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performed for organic bulk heterojunction solar cells, revealing that the LED QE
in polymer/fullerene blends is much lower than in most inorganic solar cells [36].
Typical values for the LED QE of organic solar cells are in the range of 10−6 –10−7,
leading to losses in open-circuit voltage that are typically >350 mV [37]. This
implies that the ratio of radiative to nonradiative recombination is less favorable
in current organic solar cells and explains the relatively low open-circuit voltages
of these devices. Organic–inorganic perovskites are a solution-processable solar-
cell technology with relatively high band gaps around 1.55–1.6 eV depending on
the mode of measuring the band gap for the typical methylammonium lead iodide
absorber. The radiative open-circuit voltage measured on CH3NH3PbI3 devices is
around 1.32–1.34 eV [38, 39] and measured open-circuit voltages have exceeded
1.1 V [40]. Thus, the loss ΔV oc is in the range of just above 200 mV for the best
perovskite solar cells and therefore on a similar level as Si or Cu(In,Ga)Se2.

Green [41] calculated the radiative saturation current density J0,rad from the
reported external quantum efficiencies of record solar cells of different technolo-
gies using Equation 3.1 as well as Equation 3.10 to obtain QLED

e (denoted as exter-
nal radiative efficiency (ERE)). From the available data, QLED

e values over 20% for
record efficiency GaAs devices, approximately 0.5% for the best Si solar cells, and
approximately 0.2%/10−4% for record Cu(In,Ga)Se2/CdTe were deduced.

In recent years, efficiencies of thin-film GaAs solar cells have increased sub-
stantially to the current record value of 28.8% efficiency received by Alta Devices
[42]. Part of the improvement was due to the fact that thin-film designs with
good back reflectors make better use of photon recycling than previous designs
of GaAs solar cells. Around open circuit, a GaAs solar cell is a good LED that illu-
minates itself, that is, photons created by radiative recombination are reabsorbed
which increases the concentration of charge carriers at open circuit and therefore
the voltage that can build up. However, this photon recycling effect boosts the
open-circuit voltage only if parasitic absorption, for example, at a back mirror, is
minimized [43]. Otherwise, the emitted photons are absorbed parasitically in the
back contact and are not able to be reabsorbed and improve the voltage. A recent
overview paper [44] discusses the influence of optics on the thermodynamics of
the open-circuit voltage in more detail.

Multijunction solar cells offer another particularly interesting application for
spectrally resolved EL measurements. Characterization of multijunction solar
cells is generally impeded by the difficulty to measure the cells in a monolithic
stack independently. Monolithic means here that all layers of the cell are grown
on top of each other without the possibility to contact the individual cells.
Since the band-gap energies of the cells in a multijunction solar cell are usually
different to make best use of the solar spectrum, the EL spectra will be at different
energetic positions close to these band-gap energies. Measuring, for example,
one spectrum of a triple-junction solar cell will then contain three EL peaks
corresponding to the different subcells [17]. According to Equation 3.1, the
absolute amount of luminescence changes exponentially with the applied voltage.
Thus, the logarithm of the EL intensity of the three peaks will then be linked to
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the voltage applied to the corresponding subcell at a given injection current. By
varying the injection currents and measuring the EL spectra, the internal voltages
of the three subcells in a triple-junction solar cell could then be determined
except for an additive offset voltage if the measurement was not calibrated for
absolute photon fluxes. The determination of the unknown offset voltage is
possible using the open-circuit voltage V oc and the corresponding short-circuit
current density Jsc at any illumination to scale the sum of the voltages of the
subcells at an injection current density J inj = Jsc such that it corresponds to the
open-circuit voltage of the complete cell.

3.4
Spatially Resolved EL of c-Si Solar Cells

The rapidly growing interest in EL as a characterization method for solar cells is
due to the use of digital CCD cameras for image detection. Although the infor-
mation contained in a single pixel is spectrally integrated information, the ability
to get an image in very short time frames has made EL imaging a standard tool
for the quality control of finished crystalline Si solar cells (for a recent review, see
Ref. [13]). Possible reasons for spatial variations of the luminescence belong to two
major categories:

1) The cell or part of the cell has a severe local failure such as a crack in the whole
wafer or a broken finger that isolates a part of the cell from the rest as shown
in Figure 3.4.

2) The optical or electronic properties of the solar cell vary locally, for instance,
the minority-carrier diffusion length is lower close to dislocations or grain
boundaries. Likewise, the surface recombination velocity is higher at the
metal contacts of a point-contact mask (where the metal is in direct contact
with the absorber layer) as compared with the parts of the back surface
covered with a passivation layer.

Failure analyses, that is, investigations of category 1, need to detect a specific
process-induced problem such as a crack or a broken finger, and they have to dis-
tinguish such a problem from causes such as locally reduced diffusion lengths.
This is achieved either by additional visual inspection or by using properly pro-
grammed image processing software.

Investigations of category 2, that is, the quantitative determination of physical
parameters from the EL image, require methods that go beyond the inspection
of a single image. As pointed out in Section 3.2, every pixel in the EL image con-
tains information on resistive, optical, and recombination effects that can be dis-
criminated due to their different energy and voltage dependence. To determine
optical and electronic parameters such as effective diffusion length or the back-
side reflectance, one has to isolate the energy-dependent parts of the EL from the
voltage-dependent ones using filters as described in Refs [8, 31, 45]. Equation 3.5
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Figure 3.4 Example of an EL image of a
12.5× 12.5 cm2 multicrystalline Si solar cell
at 3 A featuring both process-induced fail-
ures such as locally reduced EL emission due
to broken fingers or cracks as well as vari-
ations in the EL emission due to variations

of electronic properties such as bulk diffu-
sion lengths (e.g., reduced EL at dislocations)
and the surface recombination velocity (e.g.,
reduced EL at unpassivated back side under
Ag pads).

shows that the ratio of two EL images acquired using various filters but at the same
voltage is free of any resistive effect. The exponential voltage dependence of the
EL signal that is sensitive to any resistive effects cancels out, and only the changes
in the image due to the different wavelength ranges selected by the filters remain.

Although giving absolute information on effective diffusion lengths from rela-
tive light intensities captured by a camera, the filter method is rather sensitive to
the exact filter transmission and camera sensitivity. One approach to overcome
these shortcomings was presented by Hinken et al. [46] using PL imaging instead
of EL imaging. The method makes use of one additional degree of freedom present
in PL imaging. While for EL only the voltage and injection current are variable, for
PL imaging of solar cells, one can vary the voltage applied to the contacts of the
solar cell independently from the injection of minority carriers which is done by
illuminating the sample with a light source, for example, a laser. Thus, by compar-
ison of images acquired at open-circuit and short-circuit conditions, the effective
diffusion length is calculated [46].

In case of EL imaging, changing the voltage at the contacts is equivalent to
changing the injection of minority carriers since no additional illumination is
present. It is not possible to change the two independently, that is, one degree
of freedom is reduced compared with PL imaging. However, the variation of
the voltage still provides additional information on both resistive [10] and
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recombination [47] effects. Especially the locally resolved determination of
the series resistance via EL and PL has recently attracted interest. The series
resistance Rs at the position r= (x, y) is usually [48] defined by

Rs(𝐫) =
Vext − V (𝐫)

J(𝐫)
, (3.11)

where V ext is the external voltage at the contacts, V (r) the local voltage, and J(r)
the local current density. The two quantities known are the external voltage V ext
and the total current I or the current density J= I/A averaged over the area A. This
leaves the local voltage and the local current density as the remaining quantities to
be determined from EL. While the local voltage can easily be calculated from the
logarithm of the local EL intensity according to Equation 3.1 (except for a constant
offset), the local current density is the most critical quantity. The first attempt to
determine the local series resistance by Hinken et al. [10] used an evaluation rou-
tine similar to Werner’s [49] method to determine the local series resistance from
the local emission and the first derivative of the EL emission for different volt-
ages. This original method has the disadvantage that it assumes the local current
density to be homogeneous. Thus, the method was only applicable to monocrys-
talline solar cells but not to multicrystalline Si solar cells. Attempts to improve
this method were published by Haunschild et al. [48] and Breitenstein et al. [50].
Haunschild et al. [48] assumed that the EL intensity at low voltages, where resis-
tive voltage losses are irrelevant due to the low differential conductance of the p–n
junction at low voltages, is approximately proportional to the effective diffusion
length. This assumption implies that the local current density is inversely propor-
tional to the local EL intensity and can thus be obtained from one low-voltage EL
image, again except for a constant factor. This method has still one disadvantage,
namely, that it requires a measurement at relatively low voltages to make sure that
there are no resistive effects. Low voltages imply a lower EL signal and in turn
a long integration time. To improve the speed of the method, Breitenstein et al.
[50] proposed an iterative computation scheme using different EL measurements
taken at higher voltages with low integration times.

In addition, a solar cell with locally different current densities does no longer
have a local series resistance that is a well-defined quantity. Theoretically, the
series resistance according to Equation 3.11 depends not only on local proper-
ties but instead on all currents flowing everywhere in the device. This claim can
be tested by assuming a network of two diodes with ohmic (voltage-independent)
series resistances, and the diodes themselves are connected with resistances mim-
icking the emitter layer and the grid. If both diodes have different diode properties,
then the apparent series resistance of one of the two diodes will always depend on
the current flowing through the other diode and will therefore not be constant
when varying the voltage.

It should be mentioned that apart from the methods using EL imaging, which
are presented here, there are a large number of methods developed for PL imaging
as well that allow similar investigations on solar cells and wafers [51–58].
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3.5
EL Imaging of Thin-Film Solar Cells and Modules

EL analysis is becoming increasingly popular also for thin-film solar cells and mod-
ules [59–66]. The suitability and the potential of EL analysis of these devices are
analogous to that of Si cells as long as two requirements are fulfilled: The thin-
film solar cell should be a p–n-junction device and the emission should be due
to recombination of free electrons and holes in contrast to, for example, tail-to-
tail emission [67, 68]. Cu(In,Ga)Se2 solar cells fulfill these requirements but not
amorphous or microcrystalline solar cells [68]. The following discusses the investi-
gation of a Cu(In,Ga)Se2 module as a general example for the analysis of a thin-film
module. Variations of the material quality and stoichiometry in Cu(In,Ga)Se2 solar
cells occur on relatively small length scales below 20 μm [34, 69, 70] and would
therefore require microscopic investigations of the luminescence [71–75]. How-
ever, prominent features in EL images on the module level are predominantly due
to resistive effects, that is, either caused by series resistances or by shunts. This
can be seen from Figure 3.5 presenting EL images of a Cu(In,Ga)Se2 module at
two different current densities (J = 6.25 mA/cm2 (a) and J = 37.5 mA/cm2 (b)). The
module consists of Nc = 42 cells connected in series with single cells of an area of
20 × 0.4 cm2. The image acquired at the lower current density (Figure 3.5a) shows
dark cells at the top of the module (i.e., for low x values) as the most striking fea-
ture. When increasing the current density to J = 37.5 mA/cm2, there are no cells
left that show a low emission over the whole width (i.e., extension in y direction).
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Figure 3.5 EL images at (a) J = 6.25 mA/cm2

and (b) J = 37.5 mA/cm2 of the same
Cu(In,Ga)Se2 module. Areas with quenched
EL intensity are caused by shunts, which
have a larger influence on the current dis-
tribution through the cell when current
densities and therefore the differential

conductance of the p–n junction are small
as in (a). Since the differential conductance
of the p–n junction increases with increas-
ing current density, the EL intensity drop in
the x direction becomes steeper as displayed
in (b).
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However, roughly circular dark spots, especially in the upper right corner, remain
visible. In addition, every cell in Figure 3.5b shows a characteristic intensity gradi-
ent from high intensity at the top to low intensity at the bottom with little variation
in y direction. This intensity gradient is not visible in Figure 3.5a for the image
taken with the lower current density.

The macroscopic analysis discussed in the following is an example where it
is reasonable to assume that Qe(E, r) is almost spatially independent, especially
because the exponential dependence of the variations of the internal junction volt-
age V (r) has a much stronger impact on the EL intensity than possible spatial
variations of Qe(r). Thus, assuming a spatially and voltage-independent Qe rear-
ranges Equation 3.3 to

Scam(𝐫) = ∫ Qcam(E)Qe(E)𝜙bb(E)dE exp
(

qV (𝐫)
kT

)
. (3.12)

Consequently, we can determine from Scam the voltage drop over the junction

V (𝐫) = kT
q

[
ln
{

Scam (𝐫)
}
− ln

{
∫ Qcam (E)Qe(E)𝜙bb(E)dE

}]
= ΔV (𝐫) + Voffs (3.13)

except for a spatially constant offset voltage V offs.
Figure 3.6 visualizes the application of Equation 3.13 to the EL data from

Figure 3.5 to obtain the relative voltage ΔV as a function of the coordinate x
across all cells in the module. Note that we have generated the line scan by
averaging over the y-coordinate, that is, over the whole length of the module.
Two important features are immediately obvious from these line scans: first, the
relatively low voltage drop across some cells due to the shunts, especially visible at
low bias, and second, the voltage losses in x direction across individual cells due
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Figure 3.6 Internal voltage line scans (x
direction) of the whole module of Figure 3.5
taken at different bias current densities
(JD = 37.5 and 6.25 mA/cm2). The effect of
shunts on the voltage is more pronounced

for smaller than for higher injection current
densities. This effect is most obvious for the
cells located at positions 1 cm< x < 4 cm. The
line scans are averaged in y direction over
the whole module length l.
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to the sheet resistance of window and back contact layer, especially pronounced
at large bias.

For a more quantitative access to the data in Figure 3.6, we need to model the
voltage distribution along the whole width w of one subcell. This requires the solu-
tion of the coupled current continuity equations in the window layer and in the
back contact [60]. In one dimension, we have

d2

dx2 V1 = −𝜌sq
1

d
dx

jp
1 = 𝜌

sq
1 J(V ), (3.14)

and
d2

dx2 V2 = −𝜌sq
2

d
dx

jp
2 = −𝜌sq

2 J(V ), (3.15)

where V 1, V 2 denote the voltages, jp
1, jp

2 are the line current densities, and the 𝜌
sq
1 ,

𝜌
sq
2 are the sheet resistances of the window layer and the back contact.
The solution of Equations 3.14 and 3.15 is given by

ΔV = −
jp
max𝜌

sq
1

𝜆

sinh(𝜆x) +
jp
max[𝜌

sq
1 cosh(𝜆w) + 𝜌

sq
2 ]

𝜆 sinh(𝜆w)
cosh(𝜆x) + const (3.16)

with the inverse characteristic length 𝜆 = [GD(𝜌
sq
1 + 𝜌

sq
2 )]1∕2 and GD = dJ/dV as

the differential conductance at the given bias conditions.
For the investigation of the sheet resistances, EL images of a nonshunted region

of the module were recorded with a higher spatial resolution. Figure 3.7 shows the
calculated ΔV values calculated from the EL signals across a single nonshunted
cell in x direction for three exemplary different bias current densities (J = 50, 25,
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Figure 3.7 (a) Line scans of the electrolu-
minescence intensity across one individual
cell of the module shown in Figure 3.5 at
different bias current densities (JD = 50, 25,
5 mA/cm2). (b) Line scans of the relative
internal voltages ΔV calculated from the EL
line scans in (a) according to Equation 3.13.
The solid lines represent fits of Equation 3.16

to the experimental voltage data (open sym-
bols). The sheet resistances used in all fits
are 𝜌

sq
ZnO

= 18.2Ω/sq and 𝜌
sq
Mo = 1.1Ω/sq for

the ZnO window layer and for the Mo back
contact, respectively. Note that the exper-
imental data are averages over 1376 lines
in y direction (corresponding to a width of
3.8 cm). (Data taken from Ref. [60].)
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5 mA/cm2). Note that we have averaged the signals over 1376 lines in y direction
(corresponding to a width of 3.8 cm).

To fit these experimental data, we have the choice either to determine the junc-
tion conductance GD from an additional measurement of Jsc/V oc independently
(as in Ref. [60]) or to include the GD values at each bias point into the fitting
procedure. The latter method is based on the EL experiment alone and has the
advantage of not needing an extra calibration measurement. The solid lines in
Figure 3.7b show the result of a simultaneous fit of Equation 3.16 to the exper-
imental data obtained for the different bias current densities. Fitting parameters
are the sheet resistances 𝜌sq

ZnO of the ZnO and 𝜌
sq
Mo of the Mo back contact as well

as the differential junction conductance GD at each bias point. The fitting of the
data presented in Figure 3.7b and of similar data of the same module at six other
voltages yields 𝜌sq

ZnO = 18.2Ω∕sq and 𝜌
sq
Mo = 1.1Ω∕sq. Since these values are very

close to the results of the calibrated method (𝜌sq
ZnO = 18.0Ω∕sq, 𝜌sq

Mo = 1.25Ω∕sq)
[60], we conclude that the determination of the sheet resistances from the EL data
alone is reasonably reliable. Note that the voltage curve across a cell must have a
minimum to allow us to determine series resistances of both contacting layers. For
the module investigated here, such a minimum is not visible until the current den-
sity J = 50 mA/cm2. The reason for that is the difference by a factor of 15 between
both series resistance values. The voltage curve of a module with almost similar
and high series resistances of both contacting layers would possess a minimum
almost in the middle of the cell and that already at low current densities. In addi-
tion to the work described previously, recent practical applications of EL imaging
concern the analysis of shunts due to line scribe failures [76] and areal defects
[77] in Cu(In,Ga)Se2 solar modules. Moreover, multispectral imaging [78] (i.e., the
combination of spectrally and spatially resolved luminescence) opens new ways to
gain additional insight into the optoelectronic properties especially of disordered
materials with local variations of the band-gap energy.

Finally, we note that some complications for the aforementioned method for
the interpretation of EL images in thin-film solar cells may occur because of light-
induced transients in Cu(In,Ga)Se2 and the effect of bulk series resistance [64,
79]. Furthermore, the assumption of radiative recombination as an “ideality one
process,” as assumed in Equation 3.1, is not necessarily true for any photovoltaic
material [68]. For instance, in a-Si:H thin-film modules, a radiative ideality factor
larger than one is detected in experiments [80] because of the spectral shift of the
emission spectrum.

3.6
Electromodulated Luminescence under Illumination

Up to this point we have considered EL of cells and modules only without light
bias. However, the combination of light and voltage bias is important, for example,
to investigate the solar-cell devices under real working conditions. The emitted
photon density 𝜙em in such a combination is given by the superposition of a PL
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contribution 𝜙sc under short-circuit conditions and a term resulting from the
application of a voltage V j to the junction [81]

𝜙em(E, 𝐫) = Qe(E, 𝐫)𝜙bb(E) exp
(qVj (𝐫)

kT

)
+ 𝜙sc(E, 𝐫). (3.17)

Comparison of Equation 3.17 to Equation 3.1 shows that the difference of
local emission 𝜙em(E, 𝐫) with and without illumination is just the short-
circuit contribution 𝜙sc. Thus, a difference image Δ𝜙em(E, 𝐫) = 𝜙em(E, 𝐫,Vj >

0) − 𝜙em(E, 𝐫,Vj = 0) just cancels the short-circuit term. Since this difference
image is obtained by changing the voltage V T at the terminals of the device, we
denote the corresponding measurement electromodulated luminescence. It is
important to note that in a real-world solar cell or module setting the terminal
voltage V T = 0 does not necessarily imply Vj = 0 at every location r. This is
because under illumination the collection of the photocurrent that is generated
in the cell area causes a voltage drop ΔV (𝐫) between this location and the
terminal, that is, Vj(𝐫) − VT = ΔV (𝐫) > 0. However, under normal circumstances
the junction voltages Vj(𝐫) at VT = 0 will be much smaller than those under
forward bias such that a difference image will cancel out the short-circuit part in
Equation 3.17.

A small-signal electromodulation technique [82] allows one to determine the
local photocurrent collection efficiency fPC by a series of electromodulated lumi-
nescence images. The evaluation is based on the network theorem of Wong and
Green [83]. This theorem describes that the quantity fPC = −𝛿IPC

T ∕𝛿IPC
𝐫 , that is,

the probability that a small photocurrent 𝛿IPC
𝐫 generated at location r contributes

to the current −𝛿IPC
T collected at the cell’s terminal, equals the ratio between the

voltage 𝛿Vj(𝐫) that drops over the junction at location r as a consequence of appli-
cation of a small voltage variation 𝛿VT at the terminal. Hence, the Wong/Green
theorem

fPC(𝐫) ∶= −
𝛿IPC

T

𝛿IPC
𝐫

(𝐫) =
𝛿Vj(𝐫)
𝛿VT

(3.18)

allows one to replace the meaningful but cumbersome measurement of the pho-
tocurrent collection efficiency, for example, by LBIC measurement, by a much
simpler determination of the local junction voltage via luminescence measure-
ments [82, 84].

Figure 3.8a shows a large-signal difference image of a CIGS solar cell with four
grid fingers and the bus bar to the right. The image is gained as the difference

ΔScam(VT, 𝐫) = Scam(Vj(VT, 𝐫)) − Scam(Vj(0, 𝐫))

=

[
S0 exp

(
qVj

(
VT, 𝐫

)
kT

)
+ Ssc

]

−
[

S0 exp
(qVj (0, 𝐫)

kT

)
+ Ssc

]
≈ S0 exp

(
qVj

(
VT, 𝐫

)
kT

)
,

(3.19)



3.6 Electromodulated Luminescence under Illumination 87

3.5

0.8

0.7

0.6

0.5

0.4

0.8

0.7

0.6

0.5

0.4

3

2.5

8.
5 

m
m

10 mm
(a)

(b)

(c)

(d)

2

1.5

La
rg

e 
si

gn
al

 d
iff

er
en

ce
 (

r.
u.

)
P

ho
to

cu
rr

en
t c

ol
le

ct
io

n
ef

fic
ie

nc
y 

ƒ P
C

P
ho

to
cu

rr
en

t c
ol

le
ct

io
n

ef
fic

ie
nc

y 
ƒ P

C

1

3.5

3

2.5

2

1.5

La
rg

e 
si

gn
al

 d
iff

er
en

ce
 (

r.
u.

)

1

Figure 3.8 (a) Difference image ΔS of a
Cu(In,Ga)Se2 solar cell recorded at a terminal
voltage of VT = 0.46 V close to the maximum
power voltage VMPP = 0.45 V under one sun
illumination intensity. (b) Photocurrent col-
lection efficiency (f PC) map derived accord-
ing to Equation 3.20 from two images with
VT = 0.47 and VT = 0. 45 V, respectively. (c)

Difference image and (d) photocurrent col-
lection efficiency map of the same solar cell
after removing a part of two upper grid lines
(arrows in c) by scratching. The photocurrent
collection efficiency in (d) is considerably
deteriorated in the upper right part of the
sample.

of one image at a terminal voltage V T = 0.46 V and one image with signal Ssc
at V T = 0 V, i.e. at short circuit. The photocurrent collection efficiency f PC is
obtained as a differential or small-signal difference image according to

fPC(𝐫) =
𝛿Vj(𝐫)
𝛿VT

=
kT∕q
𝛿VT

ln

(
ΔScam

(
VT + 𝛿VT∕2, 𝐫

)
ΔScam(VT − 𝛿VT∕2, 𝐫)

)
. (3.20)

Figure 3.8b shows such a photocurrent collection map that is gained from two
difference images with V T = 0. 47 and V T = 0. 45 V, that is, the modulation voltage
𝛿V T equals 0.02 V. The f PC map shows a fairly uniform collection efficiency of
approximately 0.65, showing that the sheet resistance of the window layer or
the resistance of the grid fingers does not limit the photocurrent collection.
In contrast upon scratching away the two upper grid fingers and part of the
absorber (at the location of the arrows in Figure 3.8c) changes the large-signal
difference image (mainly at the location of the scratches, Figure 3.8c) but also
the f PC map in upper right part of the cell (Figure 3.8d). Due to the interrupted
grid fingers, the photocurrent collection efficiency deteriorates here to values
as low as 0.4. We emphasize that the quantitative information gained by the
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described methods does not rely on any assumption except for the validity of the
reciprocity/superposition principle given by Equation 3.17.
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4
Capacitance Spectroscopy of Thin-Film Solar Cells
Jennifer Heath and Pawel Zabierowski

4.1
Introduction

The differential capacitance, or more generally, admittance, provides a window
into the carrier dynamics within a diode-like device, such as a solar cell. The
differential capacitance is the charge response, 𝛿Q, to a small change of voltage
𝛿V , C = 𝛿Q/𝛿V . A number of experimental techniques exploit this response
to study the electronic properties of buried layers within the device, especially
to map out the subbandgap density of states, with the most broadly applied
techniques being capacitance–voltage (CV) profiling, admittance spectroscopy
(AS), and deep-level transient spectroscopy (DLTS). In addition to these, we
will also discuss drive-level capacitance profiling (DLCP) and photocapacitance
techniques. In this chapter, we endeavor to introduce these techniques from
introductory concepts, while also commenting on the analysis of data from real
photovoltaic materials, which is definitely an advanced topic. Although it is not
possible to cover every scenario, we try to give examples as well as references to a
wide range of resources.

The electronic states associated with defects and impurities are typically
divided into two broad categories: “shallow” and “deep” states, corresponding,
respectively, to centers with extended electronic wave functions and those that
are strongly localized [1]. Generally speaking, the techniques discussed here are
designed to detect nonradiative transitions involving deep states. Deep states act
as traps and recombination centers, reducing the minority carrier mobility and
in some cases pinning the Fermi energy deep in the gap. Energetically shallow
states can also be observed in photocapacitance measurements as a valence (or
conduction) band tail; these disorder induced traps reduce the drift mobility.

Much effort has gone into extending junction capacitance techniques to
accurately measure properties of the more continuous densities of subbandgap
states characteristic of imperfect materials. This includes early work by Losee
[2] to treat generally the effect of gap states on admittance in Schottky devices,
as well as experimental and numerical studies by Cohen and Lang [3, 4] to treat
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the case of continuous densities of states. In-depth discussions of the field are
provided by Refs [5, 6].

Admittance measurements generally begin with a simple CV evaluation of the
diode, which indicates whether significant shunt current exists and whether the
film is fully depleted, and a rough estimate of doping density. For suitable devices,
AS or DLTS data directly give the thermal trapping time of gap states, while DLTS
or other transient measurements indicate whether these are majority or minor-
ity carrier traps. We will discuss ways in that additional information can also be
gleaned from capacitance data, including the energetic position, density, and spa-
tial variation of the defect transition; the carrier capture cross section; and, in some
cases, the position of the Fermi energy. The photocapacitance techniques measure
optical transitions involving defect states and are particularly valuable for studying
optical properties of the buried absorber layers in working photovoltaic devices.
The relationship between optical and thermal transition energies can also lead to
a better understanding of lattice relaxation effects.

The techniques described here have generally been developed starting from
the depletion approximation, as is standard for crystalline semiconductor diodes,
and then considering the influence of trap states. This approximation and other
assumptions are discussed in the following sections. When the dynamic response
is dominated by other factors, such as contact resistance or transport mecha-
nism, the data may provide different, but still useful, information. Examples are
discussed in Refs [7–11].

4.2
Admittance Basics

This chapter makes use of the differential capacitance, C = 𝛿Q/𝛿V , as opposed to
the DC capacitance definition more commonly used in circuits, C =Q/V . These
two definitions converge for standard capacitors. The differential capacitance
describes the physical quantity measured in capacitance spectroscopy and applies
to a more general situation where Q may not vary linearly with V ; in diodes we
approximate Q ∝

√
Vbi − V where V bi is the built-in potential at the interface.

However, in the small-signal approximation, we can still write 𝛿Q ∝ 𝛿V .
When a small AC voltage is applied to a sample, the linear current response

consists of both a component in phase with the applied voltage and a component
that is 90∘ out of phase. We can represent the applied voltage V with amplitude
V ac and angular frequency 𝜔 as a function of time t:

V = Vac exp(j𝜔t) = Vac[cos(𝜔t) + j sin(𝜔t)].

For the ideal resistor, R, and capacitor, C, in parallel, we measure a total
current, I:

I = V (R−1 + j𝜔C).



4.2 Admittance Basics 95

V

Rs

R C

(a)

Re(I)

ϕ
Vac/R

Vac ωC

Im
(I

)

(b)

Figure 4.1 (a) Parallel circuit model for the device, with series resistor. (b) Phasor diagram
for (a), neglecting Rs.

Note that information about the resistor and capacitor values are clearly separated
into the real and imaginary parts of the current, and hence the admittance.

This current can be represented using a phasor diagram on the complex plane,
as illustrated in Figure 4.1a and b, and analogous diagrams can be used to represent
various types of data including the voltage difference between two measurement
points and the impedance or admittance of the circuit element. The amplitude and
phase of the phasor represent the measurement at time t = 0; the entire measure-
ment as a function of time corresponds to the real component of the phasor as it
rotates counterclockwise with angular velocity 𝜔.

The small-signal response of any sample can be characterized by its complex
admittance, Y =Y ′ + jY ′′, such that I =YV , where Y ′′ is the conductance, and
Y ′′ is the susceptance. The complex impedance, Z =Z ′ + jZ ′′, is the inverse of
the admittance, such that V = IZ. Here, Z ′ is the resistance, and Z ′′ is the reac-
tance. Here, we focus on admittance measurements, since the complex admittance
normally allows the diode capacitance to be clearly separated from the shunt con-
ductance.

For diodes, including solar cell devices, authors frequently assume a simple cir-
cuit model, neglecting Rs, as illustrated in Figure 4.1a and b, such that C =Y ′′/𝜔.
The value Y ′′/𝜔 is typically reported as the experimentally measured value of
capacitance; however, note that this value results from the current itself; its mean-
ing must be interpreted judiciously. Even in the case where this simple parallel
circuit is applicable, “C” does not necessarily represent the accumulation of charge
in any particular layer of the device.

A common shortcoming of the equivalent circuit is a too-high series resistance
or frequency, such that the condition𝜔RsC << 1 or Rs <<R is violated; in this case
the series resistance and capacitance essentially form a low-pass filter, and as 𝜔

increases, Y ′′/𝜔 no longer accurately yields C [12]. This issue can originate either
from resistance in the device and contacts or from spreading resistance in the
contact and film. Problems with spreading resistance can be reduced by reducing
the device area; however, this can in some cases increase the influence of stray
capacitance from the edges of the device. At high frequencies, stray inductance
may also be a complicating issue.
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Assuming a simple model, as illustrated in Figure 4.1a and b, with a frequency-
independent series resistance, a peak in the Y ′/𝜔 versus 𝜔 curve will be observed
at 𝜔RsC = 1, and as 𝜔 continues to increase, the apparent capacitance, Y ′′/𝜔, will
decrease as 𝜔−2. The influence of Rs on the data can additionally be checked by
intentionally adding a resistor in series with the device. Series resistance can also
be estimated from the current–voltage data [13], but while the DC series resis-
tance may provide a useful estimate, the admittance is an AC measurement, and
the AC series resistance can be frequency dependent, perhaps originating from
nonideal contacts or conduction mechanisms. The activation energy of the series
resistance can then give useful information about charge transport in the device
[7]. Note that just as AS naturally separates the components C and R in a parallel
model with no Rs, impedance spectroscopy naturally applies to a series model with
significant Rs, and so impedance spectroscopy approaches can be useful in under-
standing such devices [14]. A more complete discussion of dielectric response
than is possible here is found in Ref. [15].

4.3
Sample Requirements

In general, any diode-like devices, including working solar cells, can be studied
using the techniques described here. Of course, the diode quality must permit the
capacitive response from the space charge region to be clearly distinguished. For
simplicity, in this chapter we generally assume a single junction, either a one-sided
p+–n or n+–p, or Schottky device, in which the lightly doped semiconductor
is not fully depleted. The treatment discussed here is also consistent for MOS
devices as long as they are measured in the depletion regime. Since the oxide is
in series with the semiconductor, its effect on the capacitance can be subtracted.
Interface states also contribute more strongly to the capacitance response in MOS
devices, as discussed more in the following; this can either be a complication or an
opportunity. In-depth treatments of the theory appropriate to these more com-
plex device structures are provided elsewhere [5, 16]. Other multilayer devices,
including p–i–n structures, can also be studied. In such devices, definitively tying
experimental observations to a particular layer or interface of the device becomes
more complicated.

In thin-film devices, the reproducibility of sample characteristics and measure-
ment results has been problematic. Sensitivities to light, voltage, temperature,
humidity, oxygen, and so on are well documented. In addition, comparisons
between samples grown in different labs must be undertaken with caution.

4.4
Instrumentation

In order to measure admittance, the small AC current response to an applied AC
voltage must be measured. This signal consists of two parts: the amplitude and
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Figure 4.2 Schematic for a lock-in amplifier-based approach to measurement of complex
admittance.

phase. Equivalently, it can be decomposed into components corresponding to
the in-phase current and the current that is 90∘ out of phase. Many LCR meters
(impedance analyzers) will directly provide this measurement. An alternative
option is to employ a lock-in amplifier and transimpedance amplifier (current-
to-voltage preamplifier) together to perform the same function, as illustrated in
Figure 4.2. The ability to vary the AC frequency is essential. Generally, it is also
important to control the AC voltage amplitude and apply a DC voltage offset.

In the case where transient signals must be evaluated, for example, after a volt-
age pulse, several approaches exist. The LCR or lock-in amplifier output can be
displayed on an oscilloscope or collected directly by a data acquisition card and
specialized software. In either case, the speed, accuracy, and timing or triggering
of the digital data acquisition are essential considerations. The entire transient can
be collected and stored for future analysis; collecting the data on a logarithmic
timescale allows both short- and long-term contributions to the transient to be
analyzed. This may be preferred for measurements of thin-film devices, allowing
unusual behavior to be recognized and allowing the flexibility to attempt different
analyzes. The analysis of exponential transient signals is discussed by Istratov and
Vyvenko [17]. Some purpose-made DLTS equipment uses the Fourier transform
approach discussed therein.

Regardless of the admittance measurement approach, careful calibration is
required at each measurement frequency. Measurements at higher frequencies,
above about 1 MHz, require extra attention to circuit components, connections,
and calibration [18].

During the measurement, it is critical to monitor the relationship between con-
ductance and susceptance, characterized by either the quality factor, Q, or dissi-
pation factor D. These factors are defined such that Q = D−1 = Y ′′ ∕Y ′ = tan(𝜙),
where 𝜙 is illustrated in Figure 4.1b. Typically, Q should be greater than ∼0.1.
When Q is small, such as for large leakage currents or low measurement frequen-
cies, small errors in the measurement of 𝜙 can lead to large errors in determining
Y ′′ and therefore C. It is wise to initially test the sensitivity and calibration of
instrumentation with RC circuits constructed of known components.

In addition to the measurement of capacitance, sample temperature generally
must be varied. The required temperature range will depend on the sample, with
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lower temperatures allowing measurement of transitions from shallower states,
but most authors find that a l-N2 cryostat suffices. The importance of accurately
measuring the stabilized sample temperature cannot be overemphasized as
it directly influences the accuracy of parameter extraction. It is advisable to
carefully consider the temperature sensor and location, calibration, and thermal
design of the sensor–sample–cryostat system. For example, thin films grown on
glass and placed in a cold finger-type cryostat in vacuum can lag the cold finger
temperature significantly.

4.5
CV Profiling and the Depletion Approximation

The diode capacitance is traditionally analyzed using the depletion approximation.
Although this approximation may not be very accurate for thin-film semiconduc-
tors, which can have significant densities of deep states, it is still a useful starting
point for this discussion of admittance measurements. The depletion approxima-
tion assumes that the depletion region is precisely defined, ends abruptly, and
is fully depleted of free carriers. In the depletion approximation, the depletion
width will vary with applied bias, but the charge density 𝜌(x) within the depleted
region remains constant (where x is measured through the depth of the film, with
x= 0 at the interface), while the bulk region remains neutral. Then, as long as
the free-carrier relaxation time is short compared to the applied ac frequency,
the capacitance response originates from the depletion edge, giving C = 𝜀𝜀0A/W
where W is the width of the depletion region, A is the area of the device, and 𝜀 is
the semiconductor dielectric constant.

For an abrupt, one-sided junction or Schottky junction,

W =

√
2𝜀𝜀0(Vbi − Vdc)

eNB

where NB is the doping concentration on the lightly doped side of the junction, e
is the elementary charge, and V dc is the applied dc bias, where V dc is positive for
forward bias [19]. Then,

C−2 =
2(Vbi − Vdc)
e𝜀𝜀0A2NB

.

So in a plot of C−2 versus V dc, the intercept gives V bi, and the slope yields the CV
density, NCV, which in this ideal situation is identical to NB:

NCV = − 2
e𝜀𝜀0A2

[
d
(
C−2)

dVdc

]−1

= − C3

e𝜀𝜀0A2

(
dC

dVdc

)−1

. (4.1)

Since, in the depletion approximation, the capacitance response originates solely
from the edge of the depletion region, this result also holds true when NB varies
with position, x, through the thickness of the semiconductor [20]. So, NB(x) can be
calculated using Equation 4.1 where x = 𝜀𝜀0A∕C is measured from the junction.
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Measurement of C(V ) can thus give a one-dimensional profile of the doping
density NB as a function of position through the thickness of the semiconductor,
with a spatial resolution characterized by the Debye screening length LD [21].
The parabolic band bending changes by kT/e over a distance of LD, where
LD =

√
𝜀𝜀0kTe−2N−1

B . In order to neglect the transition region at the depletion
edge, we require W >> LD.

In crystalline materials, capacitance measurements as a function of voltage (CV)
are considered a straightforward method to profile NB(x). However, the relatively
large density of deep states in thin-film semiconductors can make it impossible to
find the free-carrier density using CV, as further discussed in Section 4.7. Another
complication can arise if the film is fully depleted or if LD ∼ W [22]. In that case,
NCV is influenced by signal from the contacts or other layers, and NCV > NB.
Many authors attempt to circumvent this difficulty by measuring in forward
bias; however, interpretations of such measurements must be undertaken with
caution. Forward bias does not reduce LD, and can result in a significant injection
of minority carriers; their impact depends on the particulars of the device.
An exponential increase in capacitance indicates the depletion capacitance is
becoming overwhelmed by the diffusion capacitance, also called the chemical
capacitance [19]; or, depending on the dynamics of the film, this injection of
minority carriers can instead result in a negative contribution to the capacitance.
The negative capacitance itself is quite interesting but beyond the scope of this
chapter [23–25].

4.6
Admittance Response of Deep States

When energy levels are present deeper in the bandgap, then the depletion approx-
imation no longer necessarily holds true, and carrier capture and emission from
these states must also be considered.

The electron capture rate, cn, into an unoccupied state is

cn = 𝜎n⟨vn⟩n
where 𝜎n is the capture cross section for electrons, and n is the density of free
electrons moving with rms thermal velocity ⟨vn⟩:

n = Nc exp
(
−

EC − EF
kT

)
.

The principle of detailed balance states that in thermal equilibrium the capture
and emission of electrons must be equal, and similarly the capture and emission
of holes must balance. For electrons, this gives

ennT = cn(NT − nT)

where en is the emission rate of electrons, N t is the total density of electron traps,
and nt is the density of occupied traps. Therefore, the fractional occupancy of the
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trap in thermal equilibrium, which is also given by the Fermi–Dirac distribution
function, can be used to relate the capture and emission times to the energetic
position of the trap:

nT
NT

=
cn

cn + en
=
[

1 +
g0
g1

(ET − EF
kT

)]−1

.

This then gives the emission rate as

en = 𝜎n⟨vn⟩Nc
g0
g1

exp
(
−

Ec − ET
kT

)
,

where g0 and g1 represent the degeneracy of the initial and final states.
Since these values, particularly 𝜎n and ET, may themselves depend on tempera-

ture, they can differ from the measured (apparent) capture cross-section 𝜎na, and
thermal activation energy Ena of the trap determined from the thermally activated
experimental data. This temperature dependence can have multiple origins. For
deep states, a transition corresponds to a change from one charge state to another,
so it is common for deep states to be charged, and therefore attractive or repul-
sive. Deep states may also reside in a larger, local concentration of traps that has an
overall net charge and modifies the local free-carrier density [26, 27]. Additionally,
the change in entropy with the change in trap state occupation may play a role as
discussed in Section 4.12.

Electron emission from the defect is thus a thermally activated process with

en = 𝛾𝜎naT2 exp
(
−

Ena
kT

)
, (4.2)

where, since we can approximate Nc ∝ T3∕2 and ⟨vn⟩ ∝ T1∕2, the temperature
dependence of Nc⟨vn⟩ is isolated by defining 𝛾 = Nc⟨vn⟩T−2 (assuming no
temperature dependence of 𝜎na). For hole traps, Equation 4.2 has the identical
form, with Epa referenced to the valence instead of the conduction band edge.

This model assumes that the density of deep states obeys the principle of super-
position, such that each deep state creates a set of discrete electronic energy tran-
sitions that can be added together to give the total density of states within the
bandgap; interactions between states are neglected. Then, broad densities of states
may originate from a single type of defect that is in a variety of different local envi-
ronments. In real films, deep states can also interact with each other and with the
lattice in complex ways that shift and broaden the density of states and can result
in changes in the defect configuration or even diffusion of the trap center upon
capture or emission of carriers (see, e.g., [28, 29]).

The differential capacitance of the sample originates from its response to a small
voltage perturbation, 𝛿V . In the small-signal approximation, 𝛿V < kT/e. (Typical
values of V ac, around 30 mV, do not strictly satisfy this requirement, which may
slightly impact the data [30, 31].) The resulting change in the band bending causes
a change in trap state occupation at the location, xT, where ET is within kT of EF,
as illustrated in Figure 4.3. Thus, traps contribute to the capacitance in two ways:
(i) traps modify the space charge density and therefore the depletion width W ,
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and (ii) in the vicinity of xT, the traps may be able to change their charge state
dynamically, following the AC voltage, and contributing to 𝛿Q/𝛿V .

The characteristic time of the capacitance measurement is defined by the angu-
lar frequency 𝜔 of the applied AC voltage such that states with emission rates
en >𝜔 respond to V ac.1) By rewriting Equation 4.2, we can see that only states with
apparent activation energies Ena up to the demarcation energy, Ee, will respond
dynamically to the AC voltage, where

Ee = kT ln
(
𝛾𝜎naT2

𝜔

)
. (4.3)

Note that the demarcation energy depends on characteristics of the trap being
measured, and so its determination might be difficult. The same combination of
(𝜔, T) may probe different energies for physically different traps.

A general expression for the capacitance of the diode, which does not assume
any specific density of states in the gap, can be derived starting from the identity

d
dx

(
x d𝜓

dx

)
= d𝜓

dx
− x 𝜌

𝜀𝜀0
,

where x is measured through the depth of the semiconductor (x= 0 at the inter-
face), 𝜌(x) is the depletion charge density, and 𝜓(x) is the position-dependent
potential in the depletion region and is defined to be zero far from the interface,
such that 𝜓(∞)= 0 and d𝜓/dx (∞)= 0. Then,

∫
∞

0

d
dx

(
x d𝜓

dx

)
dx = 0 = ∫

∞

0

d𝜓
dx

dx − ∫
∞

0
x 𝜌

𝜀𝜀0
dx,

1) A better approximation in a depletion region dominated by a single deep trap level requires et >𝜔,
where et = 2en

(
1 + xtNt

W NB

)
[5].
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and the value of 𝜓 can be written as an integral over the charge density:

𝜓(0) = −∫
∞

0
x 𝜌

𝜀𝜀0
dx.

Application of a small voltage, 𝛿V , is equivalent to a voltage change at the interface
of −𝛿V (0) since 𝜓(0)=V bi −V a where V bi is the built-in potential and V a is the

voltage applied across the junction. The charge response is 𝛿Q = A∫
∞

0
𝛿𝜌(x)dx

where 𝛿𝜌 is the change in charge density due to 𝛿V , and A is the area of the contact.
Now the capacitance is

C =
𝜀𝜀0A∫

∞

0
𝛿𝜌(x)dx

∫
∞

0
x𝛿𝜌(x)dx

=
𝜀𝜀0A⟨x⟩ , (4.4)

where ⟨x⟩ is the first moment of charge response, also called the center of gravity
of the charge response.

Assumptions about the trap occupation and its response to AC and DC bias
(and hence, its effect on ⟨x⟩) form the foundation of all the techniques discussed
here. In both CV and DLTS, it is assumed that the frequency is chosen such that
𝜔> en,p for any deep traps; then, they do not respond dynamically to the AC bias,
and ⟨x⟩=W . In CV it is also assumed that deep traps either do not change their
charge state with the DC bias or are few enough not to have a significant influence
on W . In contrast, in DLTS, the DC bias on the sample is assumed to have a strong
effect on the trap state occupation. Indeed, the change in occupation of the traps
in response to the DC bias yields the DLTS signal, as is further discussed in Section
4.8. In AS and DLCP, the AC frequency and/or the temperature are varied to ramp
𝜔 from values below en,p to above en,p.

4.7
The Influence of Deep States on CV Profiles

Even if trap states do not respond to the AC voltage, they may adjust their charge
state to the DC bias conditions, which results in artifacts in the CV profiles. To
illustrate this behavior, we consider a SCAPS1D simulation of the n+–p-junction
containing uniform distributions of shallow and deep (ET =EV + 0.3 eV) acceptors
of the concentrations NA = 2× 1015 cm−3 and NT = 2× 1016 cm−3, respectively
[32, 33]. Figure 4.4a displays NCV(⟨x⟩), where NCV and ⟨x⟩ are determined
according to Equations 4.1 and 4.4, respectively. These values are simulated at
two measurement frequencies: 𝜔L < ep and 𝜔H > ep. In this simulation, the deep
traps are assumed to be in equilibrium with the DC bias (similar to Figure 4.3).
Then, the shallow acceptor density NA is not reproduced at either frequency.
At 𝜔L, NCV =NA +NT is measured, while at 𝜔H, NCV is a function of V dc, with
NA ≤ NCV ≤ NA + NT, since the static charge accumulated at deep states follows
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text. The solid line is a fit using Equation 4.5.
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(b) Experimental CV (open symbols) and

DLCP (closed symbols) data for a CuInSe2
device. Device details are described else-
where [34]. All data were collected at 11 kHz,
which corresponds to a low frequency at
280 K (triangles) and a high frequency at
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the DC voltage sweep and influences the capacitance. In this case the charge
distribution delivered by CV profiling can be approximated by

NCV = NT(xT)
[
1 − 𝜆

W

]
+ NA(W ), (4.5)

where 𝜆=W − xT is assumed to remain constant for applied DC voltages [35].
Thus, when trap densities are significant, the CV profile does not clearly yield

the densities NA and NT nor indicate their uniformity. As discussed in Section
4.10 and illustrated in Figure 4.4a and b, DLCP can help sort out these issues. A
longer discussion on the influence of deep states, including interface states, on CV
and DLCP measurements, can be found in [34].

4.8
Deep-Level Transient Spectroscopy

In the standard approach, DLTS analysis consists of extracting the emission rates
of deep levels from a transient capacitance signal as illustrated in Figure 4.5a–c.
These transients result from a voltage or optical pulse applied to the junction. In
its simplest application, DLTS allows for determination of deep trap parameters
such as the type of the defect (majority or minority carrier trap), activation energy,
capture cross sections, and trap concentration [36].

In order to understand the DLTS signal, we are interested in calculating how a
change of a charge ΔQ at some distance x from the interface (x= 0) will influence
the junction capacitance. It is assumed that the additional charge is trapped at
defect states of the concentration NT within a layer of the widthΔx. Hence, |ΔQ| =
qΔxNT. If we don’t initially assume a one-sided junction, then this charge will
induce a change of the depletion layer width ΔW =ΔW n +ΔW p where ΔW n and
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Figure 4.5 (a) Schematic transients. The
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(d) Filling pulse dependence of the DLTS
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data for a minority carrier trap is shown.
The labels indicate filling pulse length. See
Refs [37, 38] for further discussion. (Data
courtesy of Steve Johnston, National Renew-
able Energy Laboratory.)

ΔW p are the depletion widths on the n and p side of the junction, respectively.
Small capacitance changes (ΔC <<C) can be approximated as

ΔC
C

≈ −ΔW
W

(4.6)

By solving the Poisson equation,ΔW can be eliminated from Equation 4.6 yielding
[39]

ΔC
C

≈ ∓
NTΔx

W 2

(x + Wn
N− −

Wp − x
N+

)
, (4.7)

where N+ and N− are the densities of ionized space charge on the n and p sides of
the junction, respectively. The negative and positive signs correspond to decrease
and increase of negative charge, respectively, or equivalently, an increase and
decrease of positive charge. Rewriting Equation 4.7 for a spatial distribution of
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trapping states within the depletion layer yields

ΔC
C

≈ ∓∫
Wp

−Wn

NT(x)
W 2

(x + Wn
N− −

Wp − x
N+

)
dx. (4.8)

For highly asymmetrical junctions, (here n+–p), assuming a uniform defect dis-
tribution and neglecting the transition region, one arrives at

ΔC
C

≈ ∓
NT

2N− . (4.9)

Thus, by measuring the capacitance transient ΔC(t), one can easily monitor the
occupation of deep levels while the system relaxes after the equilibrium has been
disturbed, for example, by application of a voltage or a light pulse.

The previous equations show that the sensitivity of the capacitance change
depends on the location of the trapped charge within the junction: it is highest
at the border of the space charge layer and decreases toward the interface. For
x= 0, that is, if the charge is accumulated at the very interface, the capacitance
does not change at all (ΔC = 0), since by charge neutrality N+Wn = N−Wp. For
this reason, an MIS-type structure can be an advantage in studying interface
states with DLTS. Equations 4.8 and 4.9 also hold true for an MIS diode or for
an n+–i–p (p+–i–n) structure assuming the depletion width W n (W p) remains
constant [40, 41].

Depending on the nature of the perturbing pulse and the characteristics of the
trap states, the transient can be due predominately to either an emission or a
capture of majority or minority carriers. In most materials, there may be many
different trap states, and, assuming as in the SRH model that they are noninter-
acting and have discrete energy levels, the capacitance transient will consist of a
sum over many exponentials.

In order to observe the emission of majority carriers, the junction is initially
maintained in quasiequilibrium at reverse-bias −UR. Majority carrier traps of the
concentration NT are ionized in a region of width W (−UR)=W R and contribute
to the junction capacitance C(−UR). During the bias pulse, the reverse-bias volt-
age and therefore depletion width are reduced for a time tp, and these traps capture
free carriers that appear in the previously depleted region. When the reverse bias is
restored, the excess free carriers will be swept away. However, the trapped major-
ity carriers reduce the space charge density, increasing the depletion width and
causing the capacitance to drop below C(−UR) by ΔC. These trapped carriers are
thermally emitted, and the capacitance gradually increases back toward C(−UR).
This will be observed as a capacitance transient.

In the depletion region there are practically no free carriers and capture pro-
cesses can be neglected [6]. For an n+–p-junction, assuming ep >> en, which usu-
ally holds for acceptor-type defects located in the lower part of the bandgap, the
capacitance transient C(t) is characterized by a single time constant 𝜏 = 1/ep:

C(t) = C∞

[
1 −

NT
2N− exp

(
−ept

)]
,
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where C∞ is the quasiequilibrium capacitance, in this case equal to C(−UR). An
analogous equation is obtained for a p+–n-junction.

In this kind of experiment, the charge state of minority carrier traps does not
normally change during the pulse [42]. In order to investigate such defects, it is
necessary to inject minority carriers into the depletion region by forward biasing
the junction during the pulse or applying an optical pulse. For positively charged
donors in p-type material, electron capture will prevail (cn >> cp), and at the end
of the pulse, most of the traps will be occupied by electrons. Hence the negative
space charge increases, which gives ΔC > 0. After the pulse these electrons will be
emitted, and the charge relaxation results in a capacitance transient characterized
by a single time constant 𝜏 = 1/en:

C(t) = C∞

[
1 +

Nt
2N− exp

(
−ent

)]
where N t is the density of minority carrier (in this case, donor) traps in the mate-
rial.

The sign of the capacitance transient C(t) is always positive and negative for the
emission of minority and majority carriers, respectively, independent of the con-
ductivity type of the semiconductor (p or n). Note that significant series resistance
can result in majority carrier traps appearing to have positive (minority carrier)
transients. Apparent minority carrier transients should be checked by adding an
additional series resistor to the device and observing its influence on the sign of
the transient [37].

The normalized DLTS signal is defined as the difference of the capacitance at
times t1 and t2 (t1 < t2):

S(T) =
C(t1) − C(t2)

ΔC(0)
, (4.10)

where ΔC(0) is the maximal capacitance change [36]. The S(T) curve is called a
DLTS spectrum. Since the emission rate2) is an increasing function of temperature,
S(T)= 0 for very slow (low T) and very fast (high T) transients. At intermediate
temperatures S(T) passes an extremum3) as the time constant of the transient 𝜏n,p
equals the rate window 𝜏 , defined as

𝜏 =
t1 − t2

ln(t1∕t2)
. (4.11)

Activation energy and capture cross section of investigated traps can be calcu-
lated from the slope and intercept of an Arrhenius plot as illustrated in Figure 4.5c.
The trap concentration can be evaluated using Equation 4.9, provided the shallow
net doping level is known.

2) It is assumed that the response of a single level is observed. Ideally, different levels have significantly
different emission rates, at a given temperature, and their responses can be clearly separated.

3) A maximum or a minimum occurs for minority and majority carrier traps, respectively.
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4.8.1
DLTS of Thin-Film PV Devices

The aforementioned considerations were conducted under a number of simplify-
ing assumptions, which very often are not fulfilled in thin-film PV devices. Typ-
ical complications that arise if one tries to apply the quoted standard formulas
include:

1) In the so-called 𝜆-effect, DLTS peak height is not related to deep trap con-
centration in a simple equation but depends on the energetic position of the
defect level in the bandgap. In order to derive the more accurate formula,
ΔC∕C ≈ f

𝜆
NT∕2N−, where f

𝜆
is a function of trap occupancy, one has to take

into account the distance 𝜆 between the depletion edge and the point where
the trap level and the quasi-Fermi level intersect [43].

2) The approximation ΔC∕C ≈ −ΔW∕W breaks down when deep trap concen-
trations are large, which has severe consequences for the DLTS signal analysis:
(i) the capacitance transients become nonexponential, which influences the
shape of DLTS peaks; (ii) DLTS peak position, and thus calculated activation
energy and capture cross section, start to depend on the NT/N− ratio; and
(iii) the 𝜆-effect becomes more pronounced [44].

3) Since the emission of carriers occurs at large reverse biases, the emission rates
can be influenced by the electrical field through Poole–Frenkel and tunneling
effects [45, 46]. In order to avoid this kind of complication, reverse-bias DLTS
(RDLTS) mode is used [47].

4) If a few closely spaced energy levels contribute to the capacitance transient
in the same temperature range, the poor resolution of the standard (R)DLTS
method does not allow for a clear separation of the individual components.
Application of an inverse Laplace transform to the analysis of capacitance
transients, called the Laplace DLTS method, increases the resolution by an
order of magnitude [48, 49]. However, one has to be extremely careful while
interpreting the emission rate spectrum since it is always a result of numerical
calculations.

5) Nonexponential response, for example, due to defect relaxation, sometimes
dominates capacitance transients and can be misinterpreted as the energetic
distribution of defects within the bandgap. This issue is closely related to
metastable phenomena, discussed in Section 4.14.

6) Barriers to carrier capture may require a fairly long filling pulse in order
to fully populate the traps, as illustrated in Figure 4.5d. The dependence
of DLTS signal on pulse length can allow the capture barrier energy to be
measured [5]. This behavior can also be confused with metastable changes in
the device.

7) Nonohmic contacts have been shown to give rise to DLTS response. Varying
the pulse amplitude can help in identifying the parasitic signal [50].
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4.9
Admittance Spectroscopy

Measurement of the sample admittance as a function of applied AC frequency and
temperature is termed AS. This technique can yield the thickness of the film, the
position of the Fermi energy in the bulk, the energetic position of dominant defect
bands that occur between the Fermi energy and midgap, and an estimate of the
density of those states. In contrast to both the DLTS and CV techniques, in AS
the frequency (or temperature) is ramped so as to cross the transition frequency
where the traps just start to respond. Note that AS can only detect traps between
the band edge and midgap [51]. While an additional applied DC voltage is not
fundamentally part of the AS measurement, it is typically crucial to making sense
of the observed transitions. As noted in Section 4.1, while we assume the deple-
tion approximation, in real devices many factors could contribute to a dynamic
response; for example, measurements at differing DC bias can help distinguish
between effects at the interface and in the bulk [3, 34]. Thus, interpretations of the
AS transitions without additional bias-dependent investigation should be under-
taken with caution.

When the sample is too cold, or the frequency too high, there is no time for
carriers in the bulk, undepleted material to shift in and out of the depletion
edge in response to the applied voltage, and a condition called freeze-out
occurs. Under these conditions, the capacitance response will be that of the bulk
dielectric, C = 𝜀𝜀0A/h, where h is the distance between the top and back contacts.
Increasing the temperature, T , or decreasing the frequency, f , eventually a step
will be observed from C = 𝜀𝜀0A/h to C = 𝜀𝜀0A/W .

The dielectric relaxation time, 𝜏R, is determined by 𝜏R = 𝜌s𝜀𝜀0. The resistivity of
the semiconductor, 𝜌s, depends on the free-carrier density, which has a thermal
activation energy of EF, and the mobility. So, this initial step in the capacitance
occurs at a characteristic energy of EF as long as EF does not vary strongly with T
and the mobility is approximately constant. If the charge transfer is instead limited
by mobility, usually seen at high frequencies, then these data may give the majority
carrier mobility in the film [52].

As T continues to increase or f decrease, trap states can begin to respond.
The demarcation energy Ee (Equation 4.3) determines the cut-off energy for trap
response at a certain T , f data point. When ET =Ee, the occupation of the state
can follow the AC voltage, and its charge state will change at the location xe. This
causes ⟨x⟩ to move closer to the interface and C to increase from 𝜀𝜀0A/W to
𝜀𝜀0A/⟨x⟩ as shown in Figure 4.6a. Successively deeper trap states respond as Ee
is further increased.

Steps in C correspond to peaks in G/𝜔, due to their causal relationship. This
correspondence can be calculated using the Kramers–Kronig transformations,
which relate the real and imaginary parts of the susceptibility, 𝜒 ′ and 𝜒

′′, respec-
tively [15]. A slight correction may be necessary to apply these transformations
within the p–n-junction [53]. After measurement of one component of the data,
the Kramers–Kronig transformations can be employed to construct the other,
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Figure 4.6 (a) Sample AS raw data for a
CIGS device. Data was taken in 8 K incre-
ments from 157 to 202 K. (b) The AS data
after applying Equation 4.12, showing the
characteristic (peak) frequencies at each tem-
perature. (c) Arrhenius plot of each peak
(circles). A linear fit (line) yields Ena = 0.23 eV
and 𝛾𝜎na = 1.0× 107 s−1 K−2. (d) DLCP data
(circles) collected at 45 kHz, at the loca-
tion ⟨x⟩= 1.3–1.4 μm, and at temperatures

ranging from 157 to 220 K. The integral over
the 181 K AS (−f dC/df ) data (solid line)
was scaled by a constant factor to show
the close agreement of transition energy
and magnitude between AS and DLCP. The
raw AS (−f dC/df ) data at 181 K (dashed
line), adjusted by the same scaling factor,
thus represents the density of states for the
0.23 eV trap. (Data courtesy of Jian V. Li,
National Renewable Energy Laboratory.)

although since frequencies are never truly measured from 0 to ∞, this is done
with the assistance of approximations or fits to the data [54, 55]. Particularly in
electrochemical measurements, it is common to use this procedure to verify the
conductance measurement, but such tests are not necessarily definitive [56].

While the G/𝜔 peaks can be a good way to observe the position of the capac-
itance step, they can be masked by the leakage conductance in some samples;
analogous peaks can also be obtained from the derivative

dC
dEe

= − 𝜔

kT
dC
d𝜔

, (4.12)

as illustrated in Figure 4.6b. The (𝜔, T) data points from each peak can then be
plotted on an Arrhenius plot; typically ln(𝜔/T2) is graphed as a function of 1000/T
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as shown in Figure 4.6c. Using Equation 4.2, the slope then yields the apparent
activation energy Ena, while the intercept gives the apparent capture cross-section
𝜎na. These quantities may differ from the trap energy and the trap capture cross
section, as discussed previously in Section 4.6. The graph of𝜔 dC/d𝜔 versus𝜔 can
be transformed into N t(Ee) versus Ee by using the measured 𝜎na to rescale the 𝜔

axis to Ee and calculating N t(E) according to [51]

Nt(Ee) ≈ −
V 2

bi
W [eVbi − (EF∞ − Ee)]

𝜔

kT
dC
d𝜔

(4.13)

where EF∞ indicates the position of the Fermi energy in the bulk. The scaling pro-
vided by Equation 4.13 is typically limited by uncertainties in EF∞, W , and V bi.
Rescaling of the 𝜔 axis to Ee has been illustrated in Figure 4.6d; in that figure, the
signal magnitude is scaled using DLCP data as described in the caption. For broad
densities of states, a clear peak may not be observable in 𝜔 dC/d𝜔 versus 𝜔, in
which case the factor necessary to rescale the 𝜔 axis such that all of the 𝜔 dC/d𝜔
curves overlap can yield an estimate for 𝜎na.

The Arrhenius plot is commonly interpreted to directly yield ET; however, in
many materials, the apparently same trap response has been observed with differ-
ing Ena and 𝜎na values. These are often related by

𝜎na = 𝜎00 exp
( Ena

Echar

)
, (4.14)

such that a graph of ln 𝜎na versus Ena yields a straight line with slope E−1
char and

intercept ln 𝜎00. A phenomenological relationship between the quantities Echar
and 𝜎00 exists, which is known as the Meyer–Neldel rule, and is further discussed
in Section 4.12.

4.10
Drive-Level Capacitance Profiling

The technique of DLCP yields the density of states responding dynamically to
the AC bias. Like AS, this technique allows different trap response energies
to be isolated by adjusting the temperature and frequency of the measure-
ment. At the same time, DLCP yields a density somewhat analogous to CV;
however, in DLCP, the AC voltage amplitude, V ac, is varied to determine the
density.

The value of V ac employed in DLCP no longer satisfies the small-signal condi-
tion, and the capacitance response, as a function of V ac, is fit to yield higher-order
corrections:

C = C0 + C1𝛿V + C2𝛿V 2 + · · · . (4.15)

Note that, as V ac is varied, at the same time the DC bias must be adjusted so that
the maximum applied voltage remains constant, that is, the voltage waveforms
are aligned at their peaks [57]. This gives an accurate value for the small-signal
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capacitance, C0, as well as an additional experimental parameter C1. In DLCP, the
values of C0 and C1 are used to find the gap state density according to [57]

NDL≡ −
C3

0
2e𝜀𝜀0A2C1

= p + ∫
EV+Ee

E∞
F

g(E, xe)dE, (4.16)

for a n+–p device, where an analogous equation can be written for a p+–n
device. In Equation 4.16, NDL is the free-carrier density plus the trap density
that is able to respond at Ee, and g(E, xe) is the density of states in the gap at the
location xe.

Since DLCP is a purely AC measurement, the carriers contributing to NDL are
exactly those responding in an AS measurement. The same activation of trap
response as a function of f , T can be observed, as illustrated in Figure 4.6d. In
samples with deep traps, the high-frequency DLCP can give a more accurate
estimation of free-carrier density than CV profiling data [34]. At low frequencies,
DLCP should give the same result as CV profiling, where low frequencies are
defined such that all traps that change their charge with the DC bias in CV also
respond dynamically to the AC bias. DLCP gives the trap density more directly
than AS, not requiring any particular knowledge about the device other than the
dielectric constant.

The DLCP measurement can be repeated as a function of V dc, to yield NDL(⟨x⟩),
with the spatial sensitivity roughly determined by the Debye length [58]. The
profile NDL(⟨x⟩) helps to identify spatial variations through the film [34, 59] and
responses that are localized or at the interface. The issue of spatial variation is
further discussed in Section 4.13.

4.11
Photocapacitance

Photocapacitance measurements come in many variations, all intended to mea-
sure the optical energy and cross section for transitions between traps and the
conduction or valence band. The change in charge of the junction due to optical
excitation of carriers into or out of defects results in a capacitance change that can
be measured as a function of photon energy. While there is no space here to delve
into the details of these measurements, we give a brief discussion of their benefits
and references for further study.

Transient photocapacitance techniques allow a particular thermal transition
to be clearly associated with its corresponding optical transition(s) and include
both deep-level optical spectroscopy (DLOS) [60] and transient photocapacitance
(TPC) spectroscopy [61], which are based upon the technique of DLTS. Essentially
the DLTS experimental setup can be used, with the addition of a monochromatic
light source, filters, and a shutter to control optical excitation of the sample. In
these measurements, voltage or optical filling pulses are employed to alter trap
occupation from its equilibrium value. The ensuing transient is observed under
monochromatic optical excitation.
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In DLOS, the transient rate is measured at times as close as possible to time= 0
(measured from the end of the filling pulse) to isolate the optically induced excita-
tion of carriers out of the traps from the thermal relaxation. In TPC, transients in
the light and in the dark are subtracted to remove the thermal part of the relaxation
from the signal. The TPC technique utilizes a very low light intensity, selected such
that the signal varies linearly with photon flux.

In both cases, the temperature and filling pulse are chosen carefully from either
DLTS or AS data such that the optical response associated with particular thermal
transients can be isolated. For example, following a majority carrier filling pulse, at
high temperatures a trap may thermally empty very rapidly, before the beginning
of the measurement, and perhaps more quickly than the response time of the elec-
tronics. In such measurements, little or no thermal transient is observed; the trap
may still contribute to the optical part of the TPC signal, but the resulting signal
magnitude will be limited by thermal quenching [62]. At a lower temperature, the
same trap may have a time constant on the order of seconds, such that it is not sig-
nificantly thermally emptied during the timescale of the measurement. Only in the
latter case would the trap contribute to the optically enhanced transient in the way
envisioned for this technique. By subtracting the high- and low-temperature spec-
tra, the optical transition(s) associated with a specific defect, which has already
been observed thermally, may be identified and characterized.

In some cases, dramatically different optical and thermal energies have been
observed, allowing a better understanding of the lattice relaxation associated with
changes in occupation of a trap; the DX centers in GaAs are a well-known example
[63]. Finally, a similar measurement can be conducted while measuring the cur-
rent, rather than capacitance, response of the device. This technique, dubbed tran-
sient photocurrent (TPI) spectroscopy, gives complementary information to TPC.
This is because the capacitance response depends on net charge change, p−n, in
the device, while the current transient is sensitive to the total concentration of
carriers excited out of the traps, p+n. The difference between these spectra can
be used to better understand minority carrier collection in the film [64].

These techniques allow what is essentially an optical absorption spectrum of the
buried absorber layer in the complete, working device to be measured. Since many
characteristics of the film can be altered due to deposition of ensuing layers (such
as due to high temperatures, migration of elements, etc.), this can be a valuable
tool, for example, to study the role of Ga and Na in CIGS [65, 66]. While the TPC
and TPI spectra resemble steady-state photocurrent spectra with high dynamic
range, such as in [67], the transient aspect of the TPC and TPI techniques offers
additional experimental parameters with which to explore the device properties.

4.12
The Meyer–Neldel Rule

The Meyer–Neldel rule is a very general rule describing thermally activated pro-
cesses for which the measured prefactors and energies in different samples are



4.13 Spatial Inhomogeneities and Interface States 113

interrelated by Equation 4.14. Meyer and Neldel observed that the activated DC
conductivity of several related oxide semiconductors followed this relationship
[68]. Since that time, many thermally activated processes have been observed to
follow the Meyer–Neldel rule. In a-Si:H, it is observed in such seemingly disparate
processes as the thermal annealing of defects and the activation of DC conductiv-
ity [69, 70]; AS spectroscopy data for CIGS following the Meyer–Neldel rule are
discussed in Ref. [71]. The Meyer–Neldel rule is also known as the compensation
rule when it is observed in thermally activated rate processes of chemical reactions
(see, e.g., Ref. [72]).

The Eyring model, essentially the recognition that the measured transition cor-
responds to an increase in Gibbs free enthalpy,ΔG, for the thermodynamic system
upon ionization, is the most generally accepted explanation of this behavior [73].
The trap energy is ET −EV =ΔG (for an acceptor-type trap). But, sinceΔG is sepa-
rated into entropy,ΔS, and enthalpy,ΔH , terms byΔG=ΔH −TΔS the measured
thermal activation energy corresponds to ΔH rather than ΔG, and the value of ΔS
affects the apparent capture cross section.

Then, Equation 4.2 becomes

en = 𝜒nNc𝜎n⟨vn⟩ g0
g1

exp
(
−ΔH

kT

)
,

where

𝜒n = exp
(ΔS

k

)
.

For deep states, ΔS is thought to predominantly originate from the change in
lattice vibrations occurring with the change in occupancy, and bonding configu-
ration, of the defect. A discussion of ΔS for traps in CIGS is given in [27]. When
the electronic transition does not involve phonons, the localized state is not cou-
pled to the local phonon modes, and the electronic degeneracy is neglected, then
it has been shown that ΔS = 0 and ΔG=ΔH [74]. This includes transitions from
the shallow, hydrogenic dopant states.

Explanations attempting to quantify ΔS and relate it to conduction in semicon-
ductors focus on the electron–phonon interaction [75–77]. Unrelated mecha-
nisms can cause apparent Meyer–Neldel behavior, especially when trends are only
observed over one or two orders of magnitude. Examples for this phenomenon can
be found in Refs [78, 79].

4.13
Spatial Inhomogeneities and Interface States

In thin-film solar cell materials, spatial inhomogeneities and interface states are
often present. Here we consider only inhomogeneities through the depth of the
film. Inhomogeneity could be observed in NT, Ena, 𝜎na, or all of these. Since
changes in band bending or EF affect xe, most of the techniques discussed here
may probe a range of trap locations over the course of the measurement, and
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inhomogeneity will lead to anomalous results. One exception is DLCP, in which
the trap density can be measured by varying only the frequency, keeping T and
V dc constant (even so, the trap response and free-carrier response occur at two
different locations in the film, and the spatial resolution is limited).

In most cases it is possible to test a hypothesis of inhomogeneity in AS by repeat-
ing the measurement at a different value of V dc. For a uniform sample, the dis-
tance 𝜆 should remain constant with DC bias. So, ⟨xH⟩ − ⟨xL⟩ = 𝜀𝜀0A(C−1

H − C−1
L )

should not vary with V dc, where CH and CL correspond to measurements above
and below the transition frequency for the trap, respectively. However, this same
identity could also hold true for an interface minority carrier trap or for a double-
diode device with a nonohmic back contact.

An extremely important issue in thin-film photovoltaic devices are interface
states, which represent a special case of inhomogeneity. The characteristic energy
at which interface states respond dynamically to the AC bias corresponds to the
Fermi energy at the interface. Assuming that EF is not pinned at the interface, and
that the density of interface states N I(E) is spread fairly uniformly over a wide
range of energies, the apparent activation energy of interface states will shift with
V dc (and possibly T); such a measurement also allows the dependence of N I on
E to be determined. A shift of Ena with V dc is highly suggestive of near-interface
traps [16] but should not be confused with freeze-out of the mobility, which can
also be bias dependent [52].

A spatially and energetically localized density of states (including near the inter-
face) could appear as a peak in NCV occurring at a particular value of V dc, because
W changes abruptly with V dc as the trap state crosses from above to below EF;
such a peak should generally be suppressed in DLCP except at the exact T and
f at which the trap state can respond to the AC voltage [59]. Hence, compar-
isons of results between different parameter values and different techniques can
be extremely useful.

It is also possible for an interface minority carrier trap to be filled and emptied
via the highly doped side of the junction. The barrier height for such a response
may remain roughly constant with V dc, since there is not a large potential drop on
the highly doped side of the interface. This situation would appear like a bulk trap,
where ⟨xH⟩ − ⟨xL⟩ = 𝜀𝜀0A(C−1

H − C−1
L ) is constant with V dc [33, 80]. In some cases

the two possibilities can be distinguished by the magnitude of ⟨xH⟩ − ⟨xL⟩, which,
in the case of an interface trap, will correspond to the relatively small depletion
width on the highly doped side of the interface plus the thickness of any intrinsic
buffer layer at the interface. Otherwise, variations in the sample preparation, such
as replacement of the one-sided junction with a Schottky junction, are necessary
to resolve this question.

Such a study has indeed yielded new information on a long-discussed trap in
CIGS, showing that the trap response remains even in Schottky devices, and there-
fore is not at the p–n-junction interface [81]. In this case, the “trap” response
may result from a nonohmic back contact, with an activation energy correspond-
ing to the back barrier height. The falloff of capacitance in forward bias is indeed
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suggestive of a double-diode device. However, forward bias can induce other com-
plications including the injection of minority carriers and the addition of a neg-
ative component of capacitance, as mentioned in Section 4.5. The presence of a
nonohmic back contact may be identifiable from I–V–T measurements [82, 83].

In principle, DLTS is much less sensitive for charge changes in the vicinity of
the interface. However, both majority and minority carrier traps at the interface
can be effectively investigated by DLTS in MIS-like structures, as already indi-
cated. This requires some modifications from the standard DLTS measurement
discussed previously, and in particular, the pulse amplitude must be carefully cho-
sen. The investigation of interface states in MIS structures by DLTS was discussed
extensively by Murray et al. [40].

4.14
Metastability

An additional complication occurs when sample properties can be persistently
changed by external factors like voltage stress or illumination and then recovered,
perhaps, after heating the sample in a controlled environment and in the dark. In
practice, such effects are common, but the details are characteristic to each spe-
cific material and indeed may depend on aspects of device preparation that are
closely, but not identically, duplicated in different laboratories. Thus it is critical
to carefully control the sample environment until its sensitivities are understood
and to check for repeatability of measurements. Unfortunately, metastable effects
may be observed under the conditions necessary for capacitance spectroscopy
measurements, which then necessitates careful, and sometimes laborious, exper-
imental procedures. An introduction to these issues for some common solar cell
materials can be found in [41, 66, 84–88].
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5
Time-of-Flight Analysis
Torsten Bronger

5.1
Introduction

A large variety of transient optoelectronic methods are used to study charge trans-
port, recombination, and the density of states of thin films for photovoltaics and
related applications. Among those methods, the time-of-flight (TOF) method is
arguably the most important technique that has been used for decades, especially
to determine the mobility of low-conductivity samples and to measure the sub-
gap density of states in disordered semiconductors. Thus, this chapter is dedicated
only to the description of the TOF technique, while a large range of other transient
methods are discussed more briefly in the following chapter.

TOF as described in this chapter has been used since the late 1960s to learn
about material properties in various types of semiconductors. Although first
attempts to probe the drift of photogenerated carries go back to 1949 [1], it
was 20 years later that the first viable setup of the TOF experiment became
popular [2]. During the 1970s, thorough theoretical examination by various
authors led to a good understanding of the underlying processes of a TOF
experiment. This development culminated in comprehensive theoretical models
such as the multiple-trapping model around 1980, which were in good agreement
with the experimental observations. Since then, these models haven’t been
modified significantly. However, they were extended in order to extract even
more information out of TOF measurements, especially of the long-time regime.

Although it is not limited to them, TOF is especially suitable for low-
conductivity materials (early intensively studied materials were highly disordered
amorphous semiconductors such as vitreous As2Se3). Therefore, it is a good
complement to other characterization methods such as conductivity or Hall
measurements that have advantages when used with higher conductivity samples.
One of the main challenges of the method is to be able to cover several orders of
magnitude in dynamic range of the measured photocurrent. Among the crucial
advantages of TOF relative to other transient methods discussed in the following
chapter are the possibility to separately determine electron and hole mobilities
and the possibility to only probe transport and charge trapping without charge
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Figure 5.1 (a) Basic procedure of a time-of-flight experiment. (After Figure 1 in Ref. [3].) (b)
Ideal photocurrent transient in the absence of any kind of dispersion.

recombination. These processes often occur simultaneously in other transient
methods which are therefore more difficult to interpret.

5.2
Fundamentals of TOF Measurements

The left-hand sketch in Figure 5.1 depicts the basic principle of such an
experiment: An intrinsic semiconductor specimen is put between two contact
plates, and a voltage is applied. Then, electron–hole pairs are generated as a
two-dimensional sheet at one contact in the specimen. This is usually done by
illuminating the sample with a laser pulse with an absorption length that is much
smaller than the sample thickness. The electric field caused by the applied voltage
V helps separating the charge carriers. One type of carriers immediately leaves
the sample through the nearby contact. The other type drifts through the whole
sample to the opposite contact.

During the flight through the sample, the excess charge carriers modify the elec-
tric field leading to a step in the electric field at the position of the moving charge
sheet. Without the charge, the electric field in the specimen would be F0 =V /L,
with L being the transit length for the charge carriers (for the usual setup, this is
identical to the sample thickness). A positive charge sheet at position 0 ≤ x(t) ≤ L
decreases the field strength behind and increases the field strength in front of the
charge sheet. With Fback and F front denoting the resulting electric field behind and
in front of the moving charge sheet, respectively, this leads to

Fback = F0 −
Nq

𝜀r𝜀0A
•

(
1 − x (t)

L

)
and

Ffront = F0 +
Nq

𝜀r𝜀0A
•
x(t)

L
, (5.1)
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where t is the time, 𝜀r and 𝜀0 are the relative permittivity of the material and
the vacuum permittivity, respectively, and qN is the charge density of the moving
charge sheet.

In addition, the drifting charge generates a displacement current in the external
circuit. If one electron drifts through the whole specimen, exactly one electron is
pushed through the external circuit. The same happens if two electrons pass half
of the specimen.

This is illustrated in Figure 5.1b. As long as the carriers are drifting in the sam-
ple, one measures the displacement current I in the external circuit. When they
reach the contact, the current vanishes instantaneously. The integral of the cur-
rent over time equals the generated excess charge. (Note, however, that we neglect
the carriers of the opposite sign here. They would produce a delta peak at t = 0 and
double the integral.)

Thus, the actual measurement quantity in a TOF experiment is the decay of the
electrical current with time. This leads to the transit time tT, which in turn yields
the drift mobility 𝜇d by

𝜇d =
vd
F

= L2

tTV
, (5.2)

where vd is the drift velocity.
There are two popular methods for determining the transit time tT:

1) The analysis of the photocurrent decay over time where a drop or kink in the
curve marks the transit time.

2) Integration of the photocurrent and measurement of the collected charge
over time. The transit time is then defined as the time, when half of the total
charge is collected.

Note that in general, both methods yield slightly different values for tT. There-
fore, it is highly advisable not to mix both within one series of measurements.

5.2.1
Anomalous Dispersion

In general, the photocurrent curve in Figure 5.1 is heavily idealized. Various effects
modify its shape, and these modifications contain valuable information about the
material. In particular, they may contain information about the energetic distri-
bution of trap levels, as we will see later.

Figure 5.2 shows two more realistic transients. Carrier diffusion leads to “nor-
mal dispersion.” In this case, the spatial distribution has a Gaussian shape which
broadens with time. The electrical current remains nearly constant during transit
and the transit time tT can be easily defined as long as the width of the charge
sheet is small compared to the sample thickness.

Besides diffusion, other effects also lead to normal dispersion. One example is
hopping between localized states of the same energy level if the distance between
neighbor states is always the same. Then, the release times of the carriers fluctuate
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Figure 5.2 Two kinds of dispersive transport [4, p. 16]. Obviously, both cases are very differ-
ent. While (a) consists of a constant phase followed by a sharp drop, (b) exhibits power-law
behavior and has a much less distinct tT. Note the logarithmic axes of the right-hand plot.

due to the random nature of the hopping process. Another example is trapping of
carriers in a single trap level. Here, the reemission must be assisted by phonons,
which is a statistical process. And last but not least, the initial width of the photo-
generated charge sheet contributes to dispersion.

Typically for thin-film semiconductors, not only diffusion but also trapping in
deep traps contributes to the spreading out of the electrical pulse. The result-
ing dispersion is called anomalous dispersion. While Section 5.4.1 will discuss
the underlying physical effects in detail, the remainder of this section gives an
overview of it.

As one can see in Figure 5.2b, anomalous dispersion is qualitatively different
from normal dispersion. The electrical current strongly decays during the whole
transit. Additionally, the current exhibits power-law behavior with different expo-
nents. If the transit time tT is defined as the kink in the curve, the part before tT is
called pretransit or first branch, and the part after it is called posttransit or second
branch.

In contrast to normal dispersion, the posttransit decays slowly. This implies that
a large fraction of carriers reaches the contact during the posttransit. Thus, while
for normal dispersion, tT is defined as the average transit time of the carriers, this
is not true for anomalous dispersion. Instead, tT denotes the transit time for the
fastest carriers here (see Ref. [5, Section 2.2]).

Figure 5.3 shows a peculiar property of the current transient in the presence of
anomalous dispersion: The relative dispersion is independent of the applied field
and sample thickness. This means that if the time scale is normalized to the transit
time tT, the curves are congruent. This observation is called the “universality” of
the current transient. The picture refers to measurements with different voltages;
however, this universality can also be seen with different sample thicknesses.

As far as the underlying physical effects are concerned, it is typical of anomalous
dispersion that the interaction of the excess carriers with the material doesn’t
reach a steady state during the experiment. Instead, as we will see later, the
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Figure 5.3 Universality of the current transient for different voltages. If the photocurrent is
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transit time, the decay curves lie on top of each other.

characteristic quantities (first and foremost the so-called demarcation energy)
change continuously. This explains why the electrical current doesn’t keep a
constant level as in the case of normal dispersion.

5.2.2
Basic Electronic Properties of Thin-Film Semiconductors

Typically, mobilities in thin-film semiconductors are orders of magnitude smaller
than in their bulk counterparts since their atomic arrangements are far away
from the monocrystalline case. For example, while monocrystalline silicon has an
electron mobility beyond 1000 cm2/V s, amorphous or microcrystalline silicon
only has mobilities in the range of 0.1–1 cm2/V s. Numerous kinds of deviations
from the ideal crystal may occur. Defects, stacking faults, clusters, or loss of
long-range order in an amorphous phase may occur and lead to states in the
forbidden gap of the semiconductor. Since these states represent local distortions
of the atomic arrangement, they are localized. Carriers in these states cannot
easily drift through the material. It is very important to note the fundamental
difference to the extended states in the band: These states spread across the
whole specimen, and mobilities of charge carriers in these states are high. In
amorphous semiconductors and some other thin-film materials, both domains
are separated by the mobility edge. Below the mobility edge (toward midgap),
carrier mobility drops very quickly and in models like the ones described in
Chapter 23 is considered to be zero.

Still, charge carriers in localized states can have a significant influence on the
electronic properties of the material. For example, they can hop to neighbor states
(close enough so that there is an overlap), especially at low temperatures, where
almost no carriers occupy the extended states at higher energy levels anymore.
Moreover, localized states can drag the Fermi level closer to midgap in doped
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semiconductors, and finally, they can trap carriers that are drifting in the extended
states. Therefore, it is interesting to know the density of states of the material, both
within the gap and close to the band edges.

Figure 5.4 shows a popular model of the density of states in a disordered semi-
conductor. The bands contain the extended states that you can also find in the ideal
crystal. The band edges of the ideal crystal are replaced with the mobility edge.
From the mobility edge toward midgap, the so-called band tails contain localized
states. Their density of states drops exponentially. In some cases, further states
close to midgap are assumed due to defects.

5.3
Experimental Details

Today, the most popular setup for TOF experiments is the light-induced gener-
ation of electron–hole pairs close to the top layer in a vertically stacked p–i–n
diode. Figure 5.5 shows the basic concept: The sample layer is packed between
two doped layers so that the whole stack forms a p–i–n diode. Ideally, the sub-
strate is transparent, allowing for measuring the mobility of holes (illumination
through the n-layer) and electrons (illumination through the p-layer) separately.
The doped layers should be thin (<30 nm) so that they don’t absorb the light pulse
significantly.

Shortly before the light pulse, a reverse bias is applied to the sample. The
blocking contact prevents electrical carriers entering the sample from the
external circuitry. Thus, after the light pulse has generated the free carriers, only
their transient through the sample is measured. Other techniques have been
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Figure 5.5 The basic principle used in vertical time-of-flight experiments. The resistor R
builds a voltage divider together with the sample. This way, the current through the sample
can be measured by the voltmeter to the right.

tested such as thin isolators between the contact pads and the sample, but diode
configurations using p–n or Schottky junctions work more efficiently.

As far as the sample thickness and light pulse duration are concerned, several
boundary conditions must be considered. First, the penetration depth of the light
pulse – which determines the width of the generated charge sheet – should
be much smaller than the sample thickness because otherwise the features of
the current transient are blurred, and they are distorted by the transient of the
charge carriers of the opposite sign. Besides, some assumptions in the theoretical
models become invalid and interpretation of the experimental data becomes
more difficult.

Secondly, the duration of the light pulse must be smaller than the transient time,
that is, the time the charge carriers need to cross the sample, because a too long
pulse means that the experiment has no well-defined starting point. The character-
istic features of the TOF experiment are transformed to a steady-state experiment
with less information.

The contacts may be connected to the external circuitry with metallic pads or
conductive silver paste. If the substrate is transparent for illumination, a transpar-
ent conductive oxide (TCO) like ZnO, SnO, or ITO between the contact and the
substrate may help contacting the back contact.

Figure 5.6 shows a detailed schematic for a TOF experiment. Every cycle starts
with the laser emitting a short pulse. The laser is triggered either internally or
externally (e.g., by a computer). The trigger frequency is of the order of seconds.
Most often the laser is a nitrogen laser-pumped dye laser. The wavelength should
be chosen such that the penetration depth is small and the quantum efficiency is
high. For silicon samples, 488 and 500 nm are typical values.

Using a beam splitter a small fraction of the laser pulse is redirected to a pho-
todiode which triggers the function generator. The function generator applies a
reverse bias to the sample – usually between 0 and 10 V. This reverse bias is applied
as a rectangular pulse which should be shorter than the dielectric relaxation time
td = 𝜀r𝜀0/𝜎 (with 𝜎 being the conductivity) and much longer than the expected
transit time. For example, for a 2 μm specimen with 𝜎 = 10−9 S/cm, a good value
for the length of the electrical pulse is 20 μs. Subsequently, the light is sent through
an optical fiber with a typical length of 300 m in order to retard the light pulse by
1 ms. This is done so that electrical disturbances due to the switching on of the
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Figure 5.6 Setup for time-of-flight experiments. TD: trigger diode; BS: beam splitter.

voltage are diminished and the field in the sample is stabilized. The light pulse must
pass another beam splitter which reflects the light to a second photodiode which
triggers the oscilloscope. Immediately after that, the light pulse finally reaches the
sample and is absorbed in its surface region. The photogenerated excess carri-
ers drift through the external field, which causes a displacement current in the
external circuit which is measured and stored by the oscilloscope.

Finally, the function generator switches off the voltage. Until the next measure-
ment cycle, the sample should have time to get rid of space charge which could
affect subsequent transient curves. In the worst case, the transient curve features
change gradually from shot to shot. Normally, a few seconds of waiting time are
enough for sample relaxation. If this doesn’t help, one can ground both contacts
between the cycles while still sending a couple of laser pulses onto the sample, so
that the trapped charges can recombine with excited charges. (Section 5 in Error!
Bookmark not defined.) Typically, this measurement cycle is repeated a couple
of thousands of times and linearly averaged in the oscilloscope or in a computer.

5.3.1
Accompanying Measurements

There are a couple of measurements that support TOF experiments. They help
with evaluating the TOF results and/or verify that the sample and the setup are
suitable for a TOF experiment.

5.3.1.1 Capacitance

Capacitance measurements (see also Chapter 4) help to assure that the externally
applied field is uniform across the sample. The expected value for the geometri-
cal capacitance is C = 𝜀r𝜀0A/d, where 𝜀r, A, and d are the relative permittivity of
the material, the area of the contacts, and the sample thickness, respectively. Any
deviation from this means that there is an electric field caused by space charge
within the sample which perturbs the external field.

One can determine the capacitance by measuring the RC time constant of
the current decay. For this, a rectangular voltage signal is applied to the sample
as a reverse bias by a function generator. Switching off of the signal triggers an
oscilloscope, which then stores the current decay through its input resistance R.
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Figure 5.7 Capacitance measurements on μc-Si:H samples. The capacitances that are
expected from the geometry of the samples are marked by the lines attached to the border
on the right. (Redrawn after Ref. [4, p. 86].)

The resulting curve can be plotted half-logarithmically and RC can be extracted
easily.

An alternative method is to connect the sample with its capacitance CS and a
known capacitor Cg in series. Then, the reverse-bias voltage V is applied to both
capacitors. Since charge cannot be created or destroyed and it can only gather
on the capacitor plates, both capacitors share the same amount of charge. This
amount of charge can be determined by measuring the voltage drop Vg across the
known capacitor. This yields

CS =
Vg•Cg

V − Vg
. (5.3)

Figure 5.7 shows the voltage-dependent capacitance for four μc-Si:H samples.
For each symbol, the geometrical capacitance expected from the sample geom-
etry is indicated on the right. As you can see, two samples are very close to the
expected result, whereas the two other samples exhibit way too high capacities.
Additionally, these two samples have a voltage-dependent capacitance.

For TOF experiments, a uniform field is required. For this, the depletion layer
of the p–i–n diode should be the whole i-layer. However, this excess capacitance
means that the electric field is not uniform. Instead, space charge in the i-layer,
probably close to the contacts, confines it to a fraction of the sample thickness.
Thus, the effective thickness is reduced, which results in a higher capacity. Higher
voltages reduce the relative effect of the space charge, but it doesn’t vanish.

5.3.1.2 Collection
An important and simple test for a TOF setup is the total collected charge Q0,
which is defined as the time integral of the photocurrent. Theoretically, the num-
ber of electrons drifting through the sample and being eventually collected in one
contact must equal the number of photons absorbed in the sample, which can be
estimated by measuring the energy of one laser shot. Of course, there are several
effects that cause deviations from this ideal picture, most notably the quantum
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efficiency. Nevertheless, it is very helpful to check whether the total collection has
the expected order of magnitude.

5.3.1.3 Built-In Field
The sample has a built-in voltage V bi due to its p–i–n structure. This voltage
should be determined because it enlarges the externally applied reverse-bias volt-
age. Thus, the actual drift mobility for a p–i–n diode is

𝜇d = d2

tT(V + Vbi)
. (5.4)

Therefore, the built-in voltage is a significant parameter for an accurate inter-
pretation of the results, especially at low voltages. In particular, it allows for a
transient measurement even without an external field, and this in turn can be used
to determine the built-in field itself [6].

Figure 5.8 visualizes how this can be done. The inverse transit time exhibits a
linear dependence on the applied voltage in the small-voltage regime. With a lin-
ear regression one can extrapolate the voltage for which no transit takes place
anymore which should correspond to the built-in voltage.

Figure 5.9 shows another method for determining the built-in field, the so-called
Hecht plot. It depicts the dependence of the collected charge on the applied volt-
age. For small voltages, there is more-or-less linear behavior, which can be used
to determine the built-in voltage as the extrapolated voltage for which no carriers
are collected.
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Figure 5.9 Dependence of total collection on applied voltage (Hecht plot). For small volt-
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5.3.2
Current Decay

The best way to depict the photogenerated current decay is a log–log plot: The
current is on the logarithmic y-axis, and the time is on the logarithmic x-axis.
Most experimental and theoretical work has revealed power-law behavior of the
photocurrent in disordered semiconductors, including the multiple-trapping
model that will be explained later, so these axes help to visualize the dependency
properly.

Figure 5.10 is such a plot for a 4.3 μm sample of μc-Si:H. The current decay is
clearly visible, as are the linear sections of the curves, namely, the pre- and the
posttransit, also known as the first and the second branch. The kink between both
branches denotes the transit time tT. For higher voltages, Equation 5.4 would
predict shorter transit times, because at a given mobility a higher electric field
corresponds to a higher drift velocity.

Figure 5.11 shows current transients for different input resistances of the oscil-
loscope. One can achieve different input resistances by applying a parallel resistor
to the input of the oscilloscope. Apparently, while higher resistances are good for
the posttransit regime where they lead to less noise due to higher voltages for the
same current, they suppress the first part of the curve. By combining transients
obtained with different input resistances, one can construct a transient with a high
dynamic range.

As we will see later, the pretransit consists almost exclusively of carriers that
drift through the sample according to vd =𝜇F . Consequently, one expects ohmic
behavior of the pretransit. Therefore, Figure 5.12 plots the current decay I(t) for
different applied voltages, normalized by that voltage to get Ĩ(t):

Ĩ(t) = I(t) d2

Q0(V + Vbi)
. (5.5)
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As one can see in Figure 5.12, there exists an envelope line which corresponds
to a power law. In the multiple-trapping model that will be discussed in section
5.4.3.1, this envelope is 𝜇d(t) (note that the y-axis has the unit of a mobility). By
using this plot, the exponent of the pretransit can be determined rather easily.
Additionally, by finding the intersection with the 0.8 ⋅𝜇(t) line, one has a quite
well-defined transit time.

5.3.3
Charge Transient

Figure 5.13 shows a photocharge measurement on a sample at different applied
voltages. As already explained, the upper limit of all curves, that is, the satura-
tion value for V →∞, is called Q0. Every single branch has its own saturation
value Q(∞). The transit time tT is reached when Q0/2 is collected. Sometimes for
small voltages, Q0/2 is never reached. In this case, tT cannot be determined by this
method. Generally, it is advisable to use high voltages for the charge collection.

The choice between the methods of using the kink in the transient or the point of
collecting Q0/2 depends on whether the kink in the transient is reliably observable.
If it is, the photocurrent measurement is more accurate, especially for voltage-
dependent examinations. If the kink cannot be seen well, it is necessary to use the
half-charge method.

Figure 5.14 demonstrates how a nonuniform field within the sample distorts
the photocharge measurement. The screening of the electric field by the leading
charge carriers causes a retarded transient, which can be seen in the dent of the
curves. Such results do not allow for the determination of a transit time.
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Figure 5.15 Displacability plot for the same sample as in Figure 5.13. By choosing the
proper value of the displacability, that is, the ratio L/F of sample thickness L and electric
field F, one can determine the transit time tT for that case. (After Ref. [4, p. 28].)

Figure 5.15 illustrates an alternative approach to determine the transit time. By
normalizing the photocharge according to

Q̃(t) = Q(t) d2

Q0(V + Vbi)
= L

F
(5.6)

and reducing the photocharge curves to the pretransit t << tT, one can eliminate
the voltage dependence. Thus, different voltages can be plotted together and form
a common continuous curve. The resulting quantity L/F is called displacability.
This way, the transit time tT can easily be extracted from the plot for various values
of L/F . Section 5.4.3.1 will explain how information about the band tails can be
obtained from these plots, too.
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5.3.4
Possible Problems

There are some caveats with TOF measurements. In the following sections, some
of them are discussed.

5.3.4.1 Dielectric Relaxation
The dielectric relaxation is a reaction of the sample material to the applied volt-
age. The free carriers drift in the external field, building up their own field which
weakens the external one. The more conductive the material is, the quicker this
screening field is created. The dielectric relaxation time,

td =
𝜀r𝜀0
𝜎d

, (5.7)

is in general the ratio between the permittivity and the conductivity 𝜎 of the mate-
rial. In the context of the TOF experiment, we use the dark conductivity 𝜎d to
determine the dielectric relaxation time and do not consider the conductivity due
to photogenerated excess carriers here (they may distort the applied field by their
own which is discussed in the following).

The dielectric relaxation is a significant problem for the TOF experiment
because due to the partial screening of the external field, the field is not well
defined anymore. This may render the results difficult or impossible to inter-
pret. Besides, the transient then takes extremely long and is blurred by carrier
diffusion [8].

The only way to cope with dielectric relaxation is to keep the measurement time
short enough so that the relaxation is insignificant during the time required for the
measurement. In addition, it is necessary to keep the time during measurements
when the applied voltage is switched out longer than the time when the voltage is
switched on.

With respect to the problem of dielectric relaxation, the low conductivity of
most thin-film materials is an advantage and one of the reasons why early TOF
experiments were mostly done with very low-conductivity material: It was much
simpler to ensure a homogeneous electric field throughout the sample.

5.3.4.2 Inhomogeneous Field
In addition to dielectric relaxation due to the dark conductivity of the sample, also
photogenerated carriers may lead to deviations from the constant electric field
used in the equations used to determine the mobility. If too many charge carriers
are generated (i.e., their area density is larger than that of the charge carriers in
the contacts), those that are close to the opposite contact screen out the external
field for those following them, which means that the drift saturates for high light
intensities.

Figure 5.16 shows the current transient in this case, compared with an ordinary
transient. The first surprising feature is the strong initial peak. It is possibly due to
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Figure 5.16 Effect of too many photoexcited carriers on the current transient. (After
Ref. [8].)

carrier diffusion, which is not affected by the reduced field, and which is especially
strong in the beginning of the experiment, when the concentration gradient is
large. After the initial peak, the current goes through a minimum which is a typical
feature of space charge-limited transport [8].

5.4
Analysis of TOF Results

5.4.1
Multiple Trapping

The “multiple-trapping” model is a popular approach to explain the anomalous
dispersive transport in disordered semiconductors. The transport properties are
determined by three basic assumptions:

1) Actual transport takes place only in the extended states at the mobility edge.
2) Charge carriers in extended states may be trapped in localized states below

the mobility edge.
3) By thermal excitation, trapped carriers may be reemitted into the extended

states (where retrapping is possible).

Then, the pronounced broadening of the packet of carriers in anomalous dis-
persive transport is mainly due to the exponential nature of the thermal excitation
process out of the traps.

5.4.1.1 Overview of the Processes
The TOF experiment starts with the photoexcitation of carriers. At first, these
excess carriers occupy states above the mobility edge in the conduction band.
However, it takes only picoseconds for the carriers to thermalize down to the
mobility edge (for amorphous silicon, see Ref. [9]).
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Now, drift (and diffusion) at the mobility edge begins. However, every carrier
has a certain probability to be trapped in a localized state. When this happens, the
charge carrier becomes totally immobile, and the only way to get out of the trap is
by thermal excitation into the extended states. There, the carrier drifts again, but
it may be trapped and reemitted multiple times before it reaches the collecting
contact.

Obviously, the time needed to be thermally excited out of a trap depends expo-
nentially on trap depth. This makes a distinction possible between those carriers
that have been trapped several times and those that have been trapped only once
because it had been a deep trap.

As we will see later, this distinction is a pretty sharp energy level called demar-
cation energy. It separates the deep traps from the shallow traps. Carriers in shal-
low traps have continually switched between the shallow traps and the mobile
extended states (unless, of course, they were unlucky enough to fall into a deep
trap). By contrast, carriers in deep traps just stayed there. During the experiment,
the demarcation energy moves downward, releasing carriers from the deep trap
levels.

Throughout the model of multiple trapping, the so-called dispersion parameter
𝛼 determines the behavior. For exponential band tails, it is

𝛼 =
kBT
Ech

, (5.8)

with Ech being the width of the band tail. As we will see later, 𝛼 = 1 is an important
special but not atypical case: For typical values of the bandwidth, it lies in the
middle of the experimentally accessible temperature range (∼100 ∘C).

5.4.1.2 Energetic Distribution of Carriers
The initial distribution of the photogenerated excess carriers is illustrated in
Figure 5.17. Zero energy is at the mobility edge, increasing toward midgap. The
solid line is the density of states. We assume here exponential band tails below
the mobility gap and the crystalline square root behavior above it.

The filled shape denotes the states occupied by excess carriers. In its basic form,
the multiple-trapping model assumes the same capture cross section for all traps.
This means that the fraction f of occupied states of a certain energy level is the
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same for all energies. Thus, the distribution of occupied states is parallel to the
density of states on the logarithmic scale.

Note, however, that f is not constant in time. Instead, it obeys to a power law
according to [10]

f (t) = N
Echg0

sin(𝛼π)
𝛼𝜋

(𝜔0t)𝛼 , (5.9)

where N is the excitation density and 𝜔0 is the attempt-to-escape frequency,
which in first order equals the phonon frequency. Let’s make a rough estima-
tion of the initial f for amorphous silicon: 𝜔0t = 1 (initial condition), 𝛼 = 0.5,
g0 = 1022 cm−3 eV−1, Ech = 50 meV, and N = (10 pC/e)/10−7 cm3 = 6.2× 1014 cm−3

leads to f = 8× 10−7. Furthermore, one can estimate that even after 1 ms, f is
still only at 0.03<< 1. The mobility edge separates the mobile from the immobile
carriers. At this early stage, a distinction between shallow and deep traps does
not make sense.

Note that the theory of multiple trapping is valid only for t ≥ 𝜔
−1
0 . Actually, not

before t >> 𝜔
−1
0 the predictions are really reliable. This is due to the fact that some

aspects of the theory average over many trapping events, and there must be a suf-
ficiently large number of them for meaningful statistics.

Let’s have a look at the distribution of carriers after some arbitrary time t as
shown in Figure 5.18.

The occupation probability f has increased because more and more carriers
were trapped in deep traps and stayed there. This is indicated by the arrow point-
ing upward.

As already explained, carriers are constantly trapped and reemitted. The emis-
sion probability strongly depends on the trap depth and the number of emission
events decreases exponentially with trap depth. At some point, the number of
emission events during the time of the experiment becomes smaller than one.
Since a fraction of an emission event is impossible, this means a very sharp drop.
The energy where this happens is the demarcation energy

E∗ = kBT ln𝜔0t. (5.10)

The demarcation energy moves to deeper levels with time, as indicated by the
arrow pointing to the right. Below that energy (E >E∗), there are the deep traps
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with no emissions so far. Because we assumed the same capture cross section for
all localized states, the density of carriers is still parallel to the density of states for
the deep traps.

Above E*, there are the shallow traps with frequent trapping and emitting. This
trapping and thermal emitting is much faster than all other actions in this model
(e.g., carriers leaving the sample, shift of the distribution toward deeper energy
levels). Therefore, the shallow traps are simply thermalized according to a Boltz-
mann distribution:

fshallow = f • exp
(

E − E∗

kBT

)
. (5.11)

This means that the distribution of carriers has a sharp maximum at E* as can be
seen in Figure 5.18. Tiedje and Rose [11] conclude that this effectively simplifies
the trap distribution to one single trap level. Thus, the mobility can be expressed
in terms of the concentration of excess carriers in extended states nfree and excess
carriers in traps ntrap:

𝜇TOF = 𝜇0
nfree

nfree + ntrap
≈ 𝜇0

nfree
ntrap

. (5.12)

As a further simplification, we assume that the density of traps at E = 0 equals the
effective density of states in the band. Then, the TOF mobility is

𝜇TOF = 𝜇0𝛼(1 − 𝛼)(𝜔0t)𝛼−1. (5.13)

Note that due to 𝛼 < 1, 𝜇TOF is decreasing in time. This is due to the shift of E* to
deeper traps. The resulting drift time for 𝛼 < 1 is

tT = 𝜔
−1
0

(
1

1 − 𝛼

L
𝜇0F

)1∕𝛼

. (5.14)

While these equations for 𝜇0 and tT can be used for fitting experimental data (see
also Section 5.4.3.1), the results do not differ significantly from those obtained by
examining the current decay curves as described in Section 5.3.3. In practice, the
latter method is much easier and comparably accurate.

5.4.1.3 Time Dependence of Electrical Current
The direct measurement quantity is the electrical photocurrent. Therefore, its
time dependence is of particular interest. From Equation 5.13 follows directly

I(t < tT) = 𝜇0
eFn(t = 0)

L
𝛼(1 − 𝛼)(𝜔0t)𝛼−1, (5.15)

where n(t = 0) is the total number of electrons injected at t = 0. However, we must
also explain the so-called “posttransit” (or “second branch”) of the transient curve,
that is, the photocurrent decay after the transit time tT. The qualitative change of
the transport between pre- and posttransit is very important for understanding
why one can define a transit time tT at all.

After the transit, the single trap level at E*(t) has moved down so much that the
density of states at this level is very small. It is small enough so that the trapping
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Figure 5.19 Spatial distribution of carriers at different times of the experiment.

probability is much smaller than the emitting probability. In other words, emitted
carriers almost always leave the sample before they are retrapped at E*(t).

This is in contrast to the pretransit when carriers could thermalize down to E*(t)
due to very many trapping-emitting events. But during posttransit, they wouldn’t
get that far. They rather leave the sample than being trapped in the region below
E*(tT)<E*(t).

This makes the photocurrent during posttransit quite easy to describe: It simply
consists of all thermally excited particles from the single trap level (which still is
the maximum of the carrier distribution). This is

I(t > tT) = 𝜇0
eFn(t = 0)

L
𝛼(1 − 𝛼)(𝜔0tT)2𝛼(𝜔0t)−𝛼−1. (5.16)

5.4.2
Spatial Charge Distribution

The spatial distribution of charge carriers in the presence of anomalous disper-
sion is not identical to a simple charge sheet drifting through the sample while
widening symmetrically due to diffusion. In fact, the problem can only be solved
numerically for the general case. In Ref. [12], the special case 𝛼 = 0.5 is presented
in detail because it can be calculated easily. Figure 5.19 shows the temporal devel-
opment of the distribution of free excess carriers, assuming 𝛼 = 0.5.

5.4.2.1 Temperature Dependence
Since temperature is the primary parameter for thermal activation, which in turn
is responsible for the emission of excess carriers into the mobile states, the depen-
dence of the TOF experiment on temperature is significant.

In the multiple-trapping model, different temperatures lead to different disper-
sion parameters 𝛼. As already said, for exponential band tails, both quantities are
proportional. Figure 5.20 shows the photocurrent on a log–log plot for a series
of temperatures. For T → 0, the dispersion becomes more and more pronounced,
whereas for T → Ech∕kB ⇔ 𝛼 → 1, the dispersion vanishes.
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at the mobility edge.

Although the equations presented so far assumed 0<𝛼 < 1, the theory of
multiple trapping can easily be extended to 𝛼 ≥ 1 or, in other words, to high
temperatures.

Figure 5.21 depicts the energetic distribution of the excess carriers for expo-
nential band tails if T > Ech∕kB. Apparently, most of the carriers are now at the
mobility edge. This is a qualitative difference to the low-temperature case. In par-
ticular, it means that there is no dispersive behavior anymore.

Consequently, the TOF mobility does not exhibit the time dependence of
Equation 5.13, but instead [11]

𝜇TOF = 𝜇0

(
1 −

Ech
kBT

)
, (5.17)

and the transit time tT does not depend on the electric field or sample thickness.

5.4.3
Density of States

Beyond the deep understanding of the processes in the material and the sensible
definition of a carrier mobility, the multiple-trapping model also greatly helps in
determining the density of states in the material. Note, however, that one must first



142 5 Time-of-Flight Analysis

300 K

100 K

10−10 10−8 10−6 10−4 10−2

10−9

10−8

10−7

Time t (s)
D

isplacability L/F
 (cm

2/V
)

Figure 5.22 Displacability plots for different temperatures of a μc-Si:H sample with
d = 4.3 μm and V = 1 V. The dashed lines are the fit curves. The fit yields 𝜇0, 𝛼, and 𝜔0 as fit
parameters. (After Ref. [4, p. 96].)

assure that multiple trapping is the dominating process. Especially the time and
temperature dependence of the photocurrent should follow the expected behavior.

5.4.3.1 Widths of Band Tails
Following the theory described by Schiff [10], the multiple-trapping model in case
of exponential band tails leads to

𝜇TOF = 𝜇0
sin(𝛼π)
𝛼π

(𝜔0t)𝛼−1. (5.18)

(Note that the prefactor in Schiff’s calculation slightly differs from that
in Equation 5.13 because Schiff uses slightly different approximations.) By
integration over time, this yields for the displacability [4, p. 95]

Q̃(t) = sin(𝛼π)
𝛼π(1 − 𝛼)

(
𝜇0
𝜔0

)
(𝜔0t)𝛼 . (5.19)

Figure 5.22 revisits the displacability plots of Section 5.3.3. This time, the tem-
perature is varied. Equation 5.19 can now be used to fit these curves. There is
enough raw data so that one can obtain the fit parameters 𝜇0, 𝛼, and 𝜔0. For the
density of states, 𝛼 is the interesting parameter because it contains the band tail
width Ech.

5.4.3.2 Probing of Deep States
The posttransit curve contains information to deduce the density of states deep
in the mobility gap. The more orders of magnitude in time the measurement cov-
ers, the deeper it will be able to probe the gap. Ideally, the time axis should span at
least six decades. Therefore, this method is not feasible for high-mobility samples
because their posttransit cannot be determined over a sufficient time scale. As
an illustration of this effect, it can be noted that the determination of the valence
band tail of amorphous silicon succeeded earlier than that of the conduction band
tail, due to the much lower hole mobility in this material [13].
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The main property of the posttransit that is exploited here is that it is dominated
by thermal excitation of carriers at the demarcation energy as described in Section
5.4.1.3. As this energy moves deeper into the gap with time, the electrical current
generated by the collected carriers samples the density of states.

After deconvoluting the current signal with an inverse Laplace transform [13],
the density of states is

g(E) =
2g(0)I(t)t

Q0t0𝜔0
, t≡ 1

𝜔0
exp

(
E

kBT

)
. (5.20)

Here, g(0) is the density of states at the mobility edge, Q0 the total collected charge
as in Section 5.3.3,𝜔0 the attempt-to-escape frequency, and t0 the free transit time,
that is, the transit time for carriers that haven’t been trapped. It can be estimated
by t0 = d2∕𝜇0(V + Vbi), with V being the applied voltage, V bi the built-in voltage,
and d the sample thickness.

An estimate for 𝜔0 for the material of interest can be taken from the fit of the
previous section, or it can be calculated by applying Equation 5.10 to the tem-
perature activation of tT as done in Section C of [13]. A well-chosen 𝜔0 lets the
density-of-state curves of different temperatures form a continuous line. Note that
the conversion of time into energy of the right-rand side of Equation 5.20 is already
known as the demarcation energy from Equation 5.10.

Since Equation 5.20 is equivalent to g(e) ∝ I(t)•t, a photocurrent decay of I(t) ∝
t−1 means a constant density of states (on the energy scale). If the photocurrent
decays more slowly than ∼t−1, this indicates a rise of the density of states, and a
more rapid decay would indicate a decay of the density of states.

Note that this matches well with Equation 5.16, which suggests t−𝛼−1 for
the expected time dependence of the current. From g(E) ∝ t−𝛼−1•t = t−𝛼 and
𝛼 = kBT∕Ech follows

g(E) ∝
[

exp
(

E
kBT

)]−kBT∕Ech

= exp
(
− E

Ech

)
, (5.21)

which is exactly the assumed slope of the band tail.
Due to approximations made in its derivation, Equation 5.20 smoothes all sharp

features in the density-of-state curve. More precisely, the curve appears as if a
mollifier with a Lorentzian kernel of width kBT was applied to it. While this dimin-
ishes its usefulness for the deep-state region only slightly, it may distort band tails,
except at low temperatures. More sophisticated analysis techniques exist which
do not have this limitation [14], but Equation 5.20 is sufficient for most practical
purposes.

The temperature-dependent mapping of the time axis to the energy axis by the
right-hand side of Equation 5.20 means that by varying the temperature, different
energy intervals of the density of states can be sampled. At low temperatures, it
may even be possible to probe the rim of the band tail.

Figure 5.23 shows the density of states of a μc-Si:H sample, determined with the
method as outlined in this section. The bump at 0.5 eV is defect states, and the
drop on the left is the rim of the conduction band tail. As you can see, the three
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TOF measurements at three different temperatures combine to a quite continuous
and plausible density-of-state curve.
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6
Transient Optoelectronic Characterization of Thin-Film
Solar Cells
Carsten Deibel and Thomas Kirchartz

6.1
Introduction

There are a variety of transient methods that involve a time-dependent optical
excitation of a semiconductor followed by the measurement of the voltage or
current transient. An important example for such transient methods is the time-
of-flight (TOF) technique that can be used to determine mobility and density of
states, and is mostly used for disordered low-mobility semiconductors. While the
TOF technique was discussed in detail in Chapter 5, the current chapter deals with
other variations of transient optoelectronic methods that are mostly performed on
solar-cell devices and do not always require special device structures like the TOF
technique. Section 6.2 will introduce the typical measurement setup needed to
perform these transient techniques. In the following (Section 6.3), we will first dis-
cuss the combination of charge extraction (CE) and transient photovoltage (TPV)
measurements, which is frequently used to study charge carrier recombination in
organic [1–10] and nanoparticle solar cells [11, 12]. In Section 6.3.4, we will con-
tinue with the determination of mobilities using CE at short circuit [3]. While the
CE methods in Sections 6.3.2 and 6.3.4 just short-circuit the device at the same
time as the bias light is switched off, charge extraction with linearly increased
voltage (CELIV) uses a voltage ramp to extract charge carriers and allows the
determination of charge carrier density, mobility, and lifetime (Section 6.4)
[13–17]. The final section, Section 6.5, is devoted to the time-delayed collection
field method (TDCF) which allows the separation of fast and slow recombination
mechanisms and the study of field-dependent recombination [9, 18–24].

6.2
Measurement Setup

The experimental methods discussed in this chapter do not need a whole series of
different setups. Instead one setup can be designed that allows the user to apply
all of these methods to photovoltaic devices. The essential ingredients are shown
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Figure 6.1 Schematic of a generic setup
used for the transient optoelectronic exper-
iments described in this chapter. The key
functionalities are the ability to bias the
device electrically (via the waveform genera-
tor) and optically (via the white LED) while at

the same time being able to illuminate the
sample with a pulsed laser. The transients
created using a combination of these three
perturbations are then recorded using an
oscilloscope.

in Figure 6.1. There are two means of optically exciting the sample, one pulsed
laser and a white light-emitting diode (LED). In addition, the voltage or current
bias applied to the device has to be altered in a controlled way. This is achieved
by a waveform generator. The final transient voltage or current is then recorded
via an oscilloscope before further data processing is done using a computer. Some
of the experiments described later only need a subset of the equipment (e.g., CE
does not need the pulsed laser); however, due to the fact that commonly several
methods are combined to better understand charge transport and recombination,
it is useful to have the full set of tools as shown in Figure 6.1. In addition to building
up the setup from the individual components, at least one commercial system is
available that allows to do most of the methods described in the following.1)

6.3
Charge Extraction and Transient Photovoltage

The combination of CE and TPV is frequently used in particular in organic solar
cells to determine the charge carrier lifetime as a function of charge carrier density.
The data can be tested for consistency by attempting to predict the open-circuit
voltage from the measured charge densities and lifetimes.

1) Fluxim Paios: see, www.fluxim.com

www.fluxim.com
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6.3.1
Transient Photovoltage

In order to measure recombination dynamics in organic, dye-sensitized, or
nanoparticle solar cells, often the TPV technique is used. The term TPV refers
to a small-signal measurement of the open-circuit voltage as a function of a time
after a laser pulse and as a function of the steady-state bias light. Figure 6.2a
shows the principle of the measurement. Initially, the sample is illuminated with
bias light and an additional laser pulse and is kept at open circuit. This means
that the density of states in a disordered semiconductor is filled approximately
up to the quasi-Fermi levels with charge carriers caused by the bias light and the
pulse. After the laser pulse (times t > 0), the sample is still kept at open circuit and
illuminated by the bias light. However, the charge carriers created by the laser
pulse recombine. At times sufficiently long after the pulse, the charge density,
quasi-Fermi level splitting, and the open-circuit voltage V oc should relax back to
the level before the pulse. If the additional open-circuit voltage due to the charges
created by the laser pulse is small compared to the total open-circuit voltage
(typically in the range of 20 mV), the decay of V oc after the pulse should be mono-
exponential. By fitting an exponential of the form ΔVoc(t) = ΔVoc(0) exp(−t∕𝜏s)
to the data, a small-signal lifetime 𝜏s can be determined. Here, t is the time after
the pulse and ΔV oc(0) is the amplitude of the additional open-circuit voltage
created by the pulse.

Time

Time Time

Timet = 0t = 0
(a) (b)

0 0

Voc

ΔVoc(t)

Constant LED
+ laser pulse LED pulse

V
ol

ta
ge

C
ur

re
nt

Voc

0

Figure 6.2 (a) Schematic principle of a
transient photovoltage experiment. The
device under test is held at open circuit
using bias light. An additional weak laser
pulse at t = 0 photogenerates charge carri-
ers. After the pulse, the excess open-circuit
voltage ΔVoc created by the pulse decays
because the excess charge recombines until
a steady-state charge carrier concentration

and open-circuit voltage are reached again.
The decay constant of this decay of ΔVoc
is called the small-signal lifetime 𝜏s. (b)
Schematic principle of the charge extraction
measurement. The device under test is held
at open circuit using LED illumination. The
LED is switched off at t = 0 and the voltage
is switched to zero so that the photogener-
ated excess charge is extracted.
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By varying the bias light intensity, the small-signal lifetime can be determined as
a function of open-circuit voltage or light intensity. For disordered semiconduc-
tors, typical recombination mechanisms are nonlinear with light intensity, and
thus the small-signal lifetime is a strong function of bias light. In consequence, a
single lifetime would not be sufficient for a fair comparison of a series of differ-
ent solar cells. In order to guarantee such a fair comparison, lifetimes are usually
presented as a function of charge carrier density, which can be determined, for
instance, using the CE technique discussed in the next section.

6.3.2
CE at Open Circuit

CE measurements can be used to determine the average excess charge density
at a given voltage and illumination condition. This information can then be used
to make conclusions regarding the density of states and the reaction order of the
main nongeminate recombination process.

Figure 6.3 shows the density of states of a disordered semiconductor schemati-
cally. Depending on the illumination condition, the density of states will be filled
up to different levels which are approximately given by the quasi-Fermi levels Efn
for electrons and Efp for holes. If the device is short-circuited at the same time as
the bias light is switched off (see Figure 6.2b), the charge carriers will start flow-
ing to the contacts. If charge collection is fast compared to recombination, most
of the charge carriers will be collected and a current transient will be measured.
The integral Q = ∫ tmax

0 I(t)dt of this current transient I(t) yields the excess charge
ΔQ=Q(V , 𝜙)−Q0 at a given voltage V and light intensity 𝜙 that is due to (suf-
ficiently) mobile charge carriers of one polarity (electrons or holes) collected at a
given electrode (cathode or anode). Here, Q0 is the charge at short circuit in the
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Figure 6.3 (a) Schematic depiction of the
density of states of a disordered semicon-
ductor filled to different levels due to, for
example, different levels of bias light. If the
charge stored in these states is collected by

short-circuiting the device, the density of
mobile excess electrons and holes can be
extracted and plotted as a function of, for
example, the voltage or the light intensity as
shown schematically in (b).
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dark, which includes all influences of, for example, doping. The charge Q0 is not
measured, but it needs to be taken into account, for example, if the measurement
is simulated. The word “sufficiently” means here that the charge carriers have to
be mobile enough to escape the device during the chosen upper limit tmax for the
time integration without recombining. If charge collection is not fast compared
to recombination, an iterative method has to be used to calculate the charge den-
sity that would have been collected if recombination was sufficiently small (see the
supporting information in Ref. [25]).

From the charge, an average excess charge carrier density can be determined via
Δnav = Δpav = ΔQ∕(qAd), where A is the area of the device, d is the thickness of
the active layer, and q is the elementary charge. If this operation is performed at
different light intensities and open-circuit conditions, an increasing charge den-
sity is measured that is often associated with a density of states. In an intrinsic
disordered semiconductor with an exponential density of tail states as shown in
Figures 6.2 and 6.3, the excess charge carrier density (for instance for the case of
electrons) is approximately given as

Δnav = Δnav,0 exp
(

qV
2Ech

)
, (6.1)

where Ech is the characteristic energy of the exponential (conduction band)
tail, that is, the density Ncbt of states of the exponential tail is given by
Ncbt ∼ exp(E∕Ech). This implies that in an ideal system approximated by
Equation 6.1, the characteristic energy of the tail can be determined from a CE
measurement. Obviously, this only works if certain assumptions are valid: (i) The
situation needs to be completely symmetric for electrons and holes. That is, the
density of states in conduction and valence band tail needs to be the same [26]. (ii)
There must not be any doping, and the quasi-Fermi levels should be symmetric
with respect to midgap. Otherwise the voltage cannot be split in two symmetric
parts that increase the concentration of electrons and holes in the conduction
and valence band tail by exactly a factor of exp(qV /2Ech). In case of higher doping
concentrations, space charge effects lead to large spatial charge carrier gradients
that lead to deviations from Equation 6.1, as discussed in Refs [26–28]. In reality,
these conditions are rarely met, and CE can therefore be considered to give only
a rough approximation of the density of states. Care should be taken in particular
in the case of solar cells with active layer thicknesses, d < 150 nm. For such thin
devices, the strong spatial gradient of the electron and hole concentration masks
the energetic gradient caused by the density of states just as in the case of doping.
Zero-dimensional models that ignore the spatial dependence of electron and hole
concentrations are then insufficient to analyze the data [26, 29].

The CE method has difficulties dealing with devices where low mobilities or
large thicknesses lead to insufficient charge collection at short circuit. In these
cases, it is in principle possible to not short-circuit the device after switching off
the bias light but to apply a reverse bias to sweep the charge carriers out of the
device more quickly. This method has been proposed by Lange et al. [30] and was
termed bias amplified charge extraction (BACE) by the authors.
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6.3.3
Prediction of Voc from CE and TPV

Using a combination of CE and TPV data, it is possible to predict the open-circuit
voltage of a solar cell if nongeminate recombination is dominant [2]. The idea is
that the current–voltage curve can be written as

J = Jrec − Jgen

= q∫
d

0
R(x)dx − q∫

d

0
G(x)dx, (6.2)

where R is the recombination rate, G is the optical generation rate, and Jrec and
Jgen are the recombination current and photocurrent densities. The recombination
current can be expressed as a function of electron density determined from CE
and a large-signal lifetime 𝜏 l. Typically, the recombination rate is approximately a
power-law function of the extracted electron density, that is, R = kΔn𝛿

av, where k
is a constant and 𝛿 is often called a reaction order [26, 31]. This means that we can
calculate the relation between small-signal and large-signal lifetimes via [32]

𝜏l =
Δnav

R
= 1

kΔnδ−1
av

,

𝜏s =
dΔnav

dR
= 1

k𝛿Δnδ−1
av

,

𝜏l ≈ 𝛿𝜏s. (6.3)

Note that large-signal and small-signal lifetimes are exactly connected by 𝜏l = 𝛿𝜏s
if the reaction order is a constant, as a function of charge carrier concentration.
However in practice, the recombination rate is only approximately a power-law
function of the charge carrier density; therefore the relation 𝜏l ≈ 𝛿𝜏s is usually only
approximate.

The recombination current in Equation 6.2 can then be expressed as

Jrec(Voc) = q∫
d

0
R(x)dx = qd

Δnav(Voc)
𝜏l(Voc)

. (6.4)

If the analysis of recombination was correct, at any given light intensity, Jrec(Voc)
calculated as defined by Equation 6.4 should equal the photocurrent density Jgen at
that same light intensity. The value of Jgen is usually taken from the saturation value
of the light JV curve at reverse bias. Because there are various potential sources
of error in the analysis and interpretation especially of the CE data, a consistency
check using Equation 6.4 is valuable.

In the field of organic solar cells, there has been a long-standing discussion
about the impact of field-dependent exciton splitting and therefore field-
dependent charge generation [33–35]. This field-dependent charge generation
is rather difficult to detect directly from current–voltage curves because it
would be superimposed to the voltage-dependent charge collection that any
low-mobility semiconductor likely shows. In the context of this scientific debate,
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the finding Jrec(Voc) = Jgen has also often been interpreted as counterevidence for
substantial field-dependent charge generation. Obviously, if Jgen is a function of
electric field and therefore voltage, the method described previously would not
capture this effect and Jrec(Voc) = Jgen therefore should not hold anymore [34]. For
typical organic solar cells, the V oc one would predict with the method described
previously is equal to the actual V oc by ±5 mV [7], which would correspond
to a factor of exp(5 mV/kT)= 1.2 uncertainty in the value of Jgen. Thus, 20% of
field-dependent change in charge generation would therefore be consistent with
the observations [36].

6.3.4
CE at Short Circuit

The CE method as previously explained can also be used at short circuit in order
to estimate the mobility of a material [3]. The sample is held at short circuit
before and after the bias light is switched off. While the bias light is still on, the
balance between charge generation, charge recombination, and CE controls the
concentration of charge carriers in the device. As shown in Figure 6.4, the higher
the light intensity, the more charge carriers will accumulate in the device at short
circuit. In an efficient solar cell at short circuit, charge recombination should
be negligible relative to charge collection. In this case, for a given rate of charge
generation, it is essentially the mobility that controls the steady-state electron
and hole density in the active layer at short circuit. In a drift-only approximation,
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Figure 6.4 Band diagram of a thin solar
cell at short circuit under illumination. The
higher the illumination intensity, the higher
the charge density should be at short circuit.
Just as a higher light intensity increases the
carrier concentration (moves the quasi-Fermi

levels apart), a higher mobility would reduce
the charge carrier concentration by sweeping
the charges out of the device. Thus, from the
knowledge of the carrier concentration in a
device for a given light intensity information
about the mobility can be extracted.



154 6 Transient Optoelectronic Characterization of Thin-Film Solar Cells

one could, for instance, equate the short-circuit current density Jsc with a drift
current density and write

Jsc ≈ q𝜇effΔnscFf (𝛿), (6.5)

where F is the electric field, Δnsc is the excess electron density at short circuit
under illumination relative to the dark, and f (𝛿) is a correction factor. Typically,
F is determined using a constant field approximation F =V bi/d, where V bi is
the built-in voltage and d the active layer thickness. Since the equation for a
drift current density Jdrift,n ≈ q𝜇nnF is always defined at a certain position x,
using an electron density n is a function of x, Equation 6.5 requires a correction
factor because it uses a spatially averaged charge density that is experimentally
accessible. This was taken into account already in the original publication by
Shuttle et al. [3], and a correction factor f (𝛿) was proposed that depends on the
charge density dependence of mobility and electron density. If 𝜇n = 𝜇0n𝛿 , the
mobility could be written as

𝜇eff ≈
Jscd

qVbiΔnscf (𝛿)
with f (𝛿) = (2 + 𝛿)(1 + 2𝛿)

(1 + 𝛿)2 . (6.6)

Note that the correction factor does not depend very strongly on 𝛿, and for typical
values of 𝛿 between 0 and 1, the correction factor is between 2 and 2.25.

While this method to determine the mobility is relatively simple, especially if
a CE setup is available already, the interpretation of the mobility is less straight-
forward. For instance, it is not obvious whether the mobility is due to electrons
or holes or due to the faster or slower charge carrier. In the absence of simu-
lation studies, focusing on this particular method, it may be useful to compare
different samples all measured with this technique, but comparison of mobilities
determined by CE with other methods such as space charge-limited current or
TOF mobilities may not be easily possible.

6.4
CE with Linearly Increased Voltage

CELIV is another transient CE technique which can also determine the charge
carrier density and charge carrier mobility simultaneously. It is similar to TDCF
(see Section 6.5) and unlike TOF – in that it is suitable for investigating thin-film
devices such as organic solar cells and in that electrons and holes cannot be dis-
tinguished. The technique was introduced by Petravichyus et al. [17] in 1975 for
investigating the charge transport of holes in high-resistivity p-type CdSe crystal
plates. Later, it was also applied to microcrystalline silicon [16] and organic solar
cells [15]. While CELIV extracts dark charge carriers, in photo-CELIV, charge car-
riers are excited by a laser pulse.

The experimental setup requires a laser with pulses in the ns range, an
oscilloscope, and an arbitrary waveform generator for voltage pulses. The pulse
scheme for photo-CELIV is shown in Figure 6.5. A prebias voltage Voff is applied
to the device under test, and then a laser pulse excites charge carriers. During
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Figure 6.5 Schematic principle of the voltage
and laser pulse scheme for the photo-CELIV
measurement and the resulting extraction cur-
rent. The offset voltage Voff is often selected so
that the photocurrent directly due to the laser
pulse at t = 0 is minimized. The triangular volt-
age pulse with slope Vp/tp after delay time td
leads to a capacitive response j0 inversely pro-
portional to the active layer thickness and an
extraction current proportional to the extracted
photogenerated charge carriers.

the delay time td recombination and extraction can occur, and afterwards
the remaining charge carriers are extracted by a triangular collection voltage
pulse V (t) = A′•(t-td) in reverse-bias direction, where A′ = Vp∕tp. The same
scheme applies to (dark) CELIV, just without laser and delay time. The triangular
extraction pulse leads to a rectangular current response of height j0 due to the
geometric capacitance of the sample. In addition, the integral over the extraction
current peak on top of j0 with height Δj corresponds to the collected charge
carrier density. The time tmax is a function of the charge carrier mobility. With
CELIV, one restriction of TOF, namely, that the material dielectric relaxation
time 𝜏

𝜎
≫ td, ttr to avoid redistribution of the electric field within the transit time,

is lifted [16]. In case the RC time is significant, the extraction current peak will
be distorted, and the beginning of the geometric capacitance response will not
be rectangular any more. Then, the maximum of the extraction peak is shifted
to slower times, leading to an underestimation of the charge carrier mobility.
Smaller sample areas and thicker samples – the latter potentially making the
measurement less relevant due to the different conditions – can reduce the
RC time.

The evaluation of the data in view of charge carrier concentration and mobil-
ity is the same for (dark) CELIV and photo-CELIV. The current j0 = Cgeo•A′ is
directly proportional to the geometric response of the device under test, Cgeo =
𝜀r𝜀0∕d, with active layer thickness d. The collected charge carrier density is n =
1∕d• ∫ (j(t)-j0)dt, the integral ranging from td to the transit time ttr when all of the
charges are extracted.

For photo-CELIV, charge carrier recombination can be studied by a variation of
the delay time. For each delay time, the excess carrier concentration can be deter-
mined from the extraction current peak as described previously, and the longer the
charge carriers are within the sample at Voff, the more of them recombine. Thus,
the extraction peak is reduced with time. The time resolution of photo-CELIV, that
is, the shortest accessible time at which a meaningful carrier concentration can be
determined, is essentially limited by tmax. Therefore, the decay of the carrier con-
centration n in dependence of delay time is often best shown by n(tmax + td). The
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same limitation applies to the charge carrier mobility. In order to determine the
recombination mechanism, the experimental charge carrier concentration decay
n(tmax + td) can be evaluated by fitting to the (excess) charge carrier continuity
equation:

dn
dt

= −R, (6.7)

where, for the experimental data, t = tmax + td. The recombination rate to be
tested could, for instance, be the Langevin recombination rate RL = kLn2, where
kL = q/𝜀𝜇eff with the effective charge carrier mobility 𝜇eff taken also from the
CELIV experiment, as described later. Similarly, a reduced Langevin recombina-
tion rate RL2 = 𝜁kLn2 with the reduction factor 𝜁 as parameter or the empirical
general decay R= k0nδ can be determined, with the empirical parameter 𝛿

(𝛿 ≥ 1.5) denoting the order of decay and k0 being independent of n. Two factors
should be considered: In analogy to the CE experiment, charge carriers may
recombine also during extraction, which might have to be corrected in a similar
fashion, as described previously. Also, dark charge carriers may influence the
recombination, leading to an erroneous determination of 𝛿 if not considered
properly. While the parameter 𝛿 is empirical (as is the prefactor k0), it is possible
[37] to interpret 𝛿 in view of an exponential density of tail states, in which case
𝛿 =Ech/kT + 1, with Ech the characteristic tail energy and kT the thermal energy.

Also the charge carrier mobility can be determined using CELIV. Juska et al. [16]
solved the continuity, drift, and Poisson equations for a simple case with only one
charge carrier type and no traps. For extreme cases of high (Δj > j0) and low con-
ductivity (Δj < j0), the resulting differential equation can be solved analytically.
Lorrmann et al. [38] provided a complete analytic treatment of this simple case
for all conductivity regimes. The numerical solution, essentially a parametric fit
to the analytic result, is simpler to handle and allows approximate determination
of the charge carrier mobility for intermediate conductivities (i.e., when Δj ≈ j0)
according to

𝜇 = 2 d2

3A′t2
max

(
1 − BΔj

j0

) . (6.8)

Here, B is a fitting factor given as 0.36 [16] or, with lower deviations from the ana-
lytic result, 0.21 [38] to account for the level of conductivity and the corresponding
electric field redistribution. We point out that Hanfland et al. [39] investigated the
ability of CELIV to determine the charge carrier mobility in disordered semicon-
ductors containing traps. They found that the traps distort the shape of the CELIV
transients and that the resulting mobility may not reflect the real effective mobility
accurately.

The determination of the decay of photogenerated charge carriers due to recom-
bination can be performed with photo-CELIV as previously mentioned. However,
the decay of the charge carrier concentration during the delay time td is gener-
ally due to a combination of charge recombination and extraction even before
the extraction voltage pulse. Only under open-circuit conditions during the delay
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Figure 6.6 Schematic principle of the voltage
and light pulse scheme for the OTRACE mea-
surement and the resulting extraction current.
The difference to photo-CELIV is that, here, a
LED is used for illumination, which is switched
off at t = 0. During the delay time td, the device
is held under open-circuit voltage conditions
so that no current leaves the device, as shown
in the lower part of the figure. The extraction,
starting at td, is the same as for CELIV.

time, no current would flow out of the device. If the CE during td is not considered,
then the recombination rate will be overestimated. Therefore, in photo-CELIV,
a constant offset voltage Voff has to be chosen to ensure that the current flow
from the sample during td is as small as possible [13]. While this approach helps,
an extension of photo-CELIV was developed by Baumann et al. [40] – open-
circuit corrected transient charge extraction (OTRACE) by linearly increasing
voltage – to reduce the current during the delay time to zero. Here, the open-
circuit voltage decay Voc(t) upon a laser pulse is measured using a high-impedance
input of the oscilloscope. The measured Voc(t) is then programmed into an arbi-
trary waveform generator to replace the constant Voff. The pulse scheme is shown
in Figure 6.6. Therefore, in OTRACE, the device under test is under open-circuit
conditions: No current flows during the delay time and the charge carrier recom-
bination rate is not overestimated. Indeed, in Ref. [40], the authors used fast white
LED instead of a laser and let the device under test reach steady-state condi-
tions under constant illumination before switching it off at t = 0. Finally, OTRACE
strongly reduces RC effects.

Two other extensions address a weakness of (dark) CELIV: In particular in
organic semiconductors, the intrinsic charge carrier concentration is often so
low that the extraction signal is below the noise level. Injection of charge car-
riers into the diode or metal–insulator–semiconductor capacitor can lift this
limitation. The corresponding CELIV techniques are called i-CELIV [41] and
MIS-CELIV [42].

6.5
Time-Delayed Collection Field Method

TDCF is a fast CE technique, in which charge carriers are photogenerated by
an optical pump using short laser pulses under certain applied voltage. These
charge carriers are probed by CE with strong reverse voltage applied after a delay
time. The information which can be gained from TDCF is mainly the yield of the
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extracted charge carriers in dependence on laser intensity, delay time, applied volt-
age, and so on. Direct information from the shape of the transients is often not
used, which implies that RC effects are often not critical, which is why delay times
down to a few nanoseconds are possible. TDCF was first reported by Mort et al.
[43] in 1980 to study nongeminate recombination in amorphous Si:H. In 2002
it was applied to study geminate recombination in neat polymers [18], and from
2006 on it was used to investigate geminate and nongeminate recombination in
organic solar cells [24].

The experimental setup requires a laser with pulse widths in the nanosecond
range or below, an oscilloscope, and a voltage pulse generator. The pulse scheme
is shown in Figure 6.7. A prebias voltage is applied to the device under test, and
then the short laser pulse photogenerates charge carriers in the active layer. After a
delay time td, during which the charge carriers can recombine, a collection voltage
in reverse bias is applied to extract all charge carriers previously neither extracted
nor lost to recombination. The collected charge corresponds to the integral over
the current. The charge extracted during the delay time is termed Qpre, the charge
from td until the end of collection pulse at td + te is Qcol, and the sum of both cor-
responds to the total extracted charge Qtot. The extraction time te has to be chosen
sufficiently long to ensure extraction of the complete photogenerated charge from
the sample if possible.

TDCF can help to investigate different phenomena, on which the measurement
conditions depend. If the field dependence of charge photogeneration and the
counterprocess geminate recombination are investigated, the slower nongemi-
nate charge carrier recombination has to be excluded as far as possible. Then, the
shortest delay time slightly longer than geminate recombination lifetime has to be
selected, 10 ns being commonly used. In addition, the laser intensity has to be low
as nongeminate recombination scales (at least) quadratically with light intensity,
but geminate recombination is independent of light intensity. To verify that gem-
inate recombination dominates, the collected charge Qcol has to be measured as
a function of light intensity. For low laser intensity, Qcol scales linearly with light
intensity, and the photogeneration can be investigated. For higher intensities, it
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Figure 6.7 Schematic principle of the voltage
and laser pulse scheme for the TDCF measure-
ment and the resulting extraction current. The
device is held at the prebias voltage Vpre when
the laser pulse is incident at t = 0, until the end
of the delay time td, resulting in an extracted
charge Qpre. The remaining charge Qcol is col-
lected with a strong reverse-bias Vcol with a
sufficiently long pulse length te to extract all
photogenerated charge.
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deviates from the linear relation, and nongeminate recombination becomes dom-
inant. Usually delay time is kept constant, and the prebias voltage is varied from
about open-circuit to reverse-bias voltages. The field-dependent photogeneration
can be investigated by considering Qtot as a function of the internal electric field
during the prebias. It is usually approximated by (Vbi-Vpre)∕d, with the built-in
potential Vbi and the active layer thickness d.

For nongeminate recombination, usually the delay time is varied from shortest
time to longest times in the microsecond regime at two or three fixed prebias volt-
ages. Usually Qpre, Qcol , and Qtot are plotted versus delay time, and Qcol is fitted,
for instance, by a second-order recombination rate R = knp, with recombination
prefactor k, and electron and hole concentrations n = p. The charge carrier conti-
nuity equation has to be solved to determine k, for instance, by using an iterative
scheme [21, 22] for discrete time steps Δt:

Qcol(td + Δt) − Qcol(td) = −(Qpre(td + Δt) − Qpre(td))

− k
qAd

(Qcol(td)2 + 2Qcol(td)•Qdark)Δt, (6.9)

with the active area A and dark charge Qdark, which could, for example, be present
due to injection of charge carriers under forward bias. According to Refs [21, 22],
Qdark should be considered, as otherwise the recombination prefactor will be over-
estimated. Qdark can, for instance, be determined by CE experiments in the dark,
as described in Section 6.3.

The charge carrier mobility can in principle also be measured with TDCF,
although it will yield only effective values as electron and hole mobilities cannot
be distinguished by this technique. The charge carrier extraction time is deter-
mined either by a linear fit of the photocurrent decays of the TDCF measurement
[19] or an exponential fit, and the corresponding effective mobility is determined
in analogy to the TOF method.
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7
Steady-State Photocarrier Grating Method
Rudolf Brüggemann

7.1
Introduction

The excess-carrier properties of a photoexcited semiconductor are important
indicators of its quality with respect to applications in optoelectronic devices
or for studying the recombination physics. In contrast to the majority-carrier
properties, which can be determined rather straightforwardly by stationary pho-
tocurrent measurements, the minority-carrier properties can only be revealed by
more sophisticated methods. In this respect the steady-state photocarrier grating
(SSPG) method has had an enormous impact since it was suggested by Ritter,
Zeldov, and Weiser, named RZW hereafter, in 1986 [1].

The SSPG method is based on the carrier diffusion under the presence of a
spatial sinusoidal modulation in the photogeneration rate G, which induces a so-
called photocarrier grating. From photocurrent measurements at different grating
periods Λ, the ambipolar diffusion length L can be determined by an analysis that
assumes ambipolar transport and charge neutrality.

The proposal by RZW, following papers on the analysis [2, 3], and the simple
setup triggered a rapid widespread application [4–8]. In parallel, critical and more
in-depth accounts on the underlying theory were given to put the technique on a
firm ground or to describe its limits when applied to semiconductors with traps.
Ritter et al. [9], Balberg [10, 11], Li [12], and Shah et al. [13] analyzed the transport
equations, also with respect to the “lifetime” or “relaxation time” regimes. In the
lifetime regime, the carrier lifetimes are longer than the dielectric relaxation time.

The previous publications were later criticized by Hattori et al. [14] who per-
formed a second-order perturbation approach and pointed out deficiencies of
other earlier analyses. Nevertheless, Hattori et al. showed that under the condi-
tions in the “lifetime regime,” the analysis and evaluation of the SSPG method
are correct. These authors also suggested a correction method to avoid incorrect
values of L.

A novel aspect was introduced by Abel et al. [15] who numerically solved the
transport and Poisson equations and compared the solutions with a generalized
theory which enables to study the SSPG results by the variation of Λ and/or

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.



164 7 Steady-State Photocarrier Grating Method

electric field E. These authors derive their expressions in terms of the mobility-
lifetime product (𝜇𝜏)min of the minority carriers, which can be determined from
the SSPG method and related to L.

More recently, Schmidt and Longeaud [16] developed a generalized derivation
of the solution of the SSPG equations at low E. They identified the shortcomings
in the previous derivations which differ from the numerical solution. Their
approach also allows the SSPG experiment to be used for the density-of-states
(DOS) determination.

An important aspect is the aforementioned association of L with the (𝜇𝜏)min
product of the minority carriers. Together with the majority-carrier mobility-
lifetime product (𝜇𝜏)maj at the same G from the photoconductivity 𝜎ph via
𝜎ph = eG(𝜇𝜏)maj, where e equals 1.6× 10−19 C, the excess-carrier properties can
be related to each other with the aim to consistently describe them in relation to
models for recombination, the role of the Fermi level Ef, and the relevant DOS in
the band gap [17].

The aforementioned brief and not complete description of SSPG-related aspects
indicates that both the theoretical understanding and the variety of applications
have evolved in the last 20 years. While some treatments point to modifications
that may be needed for the correct determination of L and the corresponding
(𝜇𝜏)min, the original formulation and analysis by RZW is still often used as devia-
tions are considered to be small.

7.2
Basic Analysis of SSPG and Photocurrent Response

7.2.1
Optical Model

Figure 7.1a sketches the arrangement of the SSPG experiment. Two coherent plane
waves, which originate from one laser beam that has been split into the beams L1
and L2 with wavelength 𝜆, impinge symmetrically onto a semiconductor where
they suffer refraction according to Snell’s law. The angle between the two beams
changes from 𝜃 in air to 𝜃

′ in the semiconductor with refractive index ns. The
wavelength changes from 𝜆 to 𝜆

′ where 𝜆′ = 𝜆nair/ns. These relations hold accord-
ingly when the surrounding medium is not air but glass. The plane wave of L1
can be described by the electric field E⃗1(r⃗) = E⃗10 exp(ik⃗1•r⃗ − i𝜔t) in air and by
⃗E′
1(r⃗) = ⃗E′

10 exp(i ⃗k′
1

•r⃗ − i𝜔t) in the semiconductor, where the variables have their
typical meanings. A similar expression holds for E⃗2(r⃗) of L2.

In Figure 7.1b, L1 is perpendicular to the semiconductor surface so that no
refraction occurs.

The local photon fluxΦ in the semiconductor is related to the square of the local
electric field by

Φ(r⃗) ∝ ||| ⃗E′
1
(
r⃗
)
+ ⃗E′

2(r⃗)
|||2

=
|||| ⃗E′

10 exp
(

i ⃗k′
1

•r⃗ − i𝜔t
)
+ ⃗E′

20 exp(i ⃗k′
2

•r⃗ − i𝜔t)
||||2

, (7.1)
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Figure 7.1 Schematics of the interference experiment with two plane waves L1 and L2 with
wavelength 𝜆. The coordinate system is sketched.

where |k⃗| is given by (2πn/𝜆) and we assume low absorption so that there is neg-
ligible decay of the photon flux. It is then found from Equation 7.1 that in the
z-direction the value ofΦ is constant. In the x-direction the influence of the refrac-
tive index change cancels. The sinusoidal modulation in the x-direction, sketched
in Figure 7.2, which forms a so-called grating, has a grating period Λ given by

Λ = 𝜆

2 sin(𝜃∕2)
. (7.2)

Assuming E⃗10 = E⃗′
10 and for a generation rate G≈ 𝛼Φ, independent in z, leads to

a variation of G in x according to

G(r⃗) = G(x) = (G1 + G2) + 2𝛾0(G1G2)0.5 cos
(2πx

Λ

)
, (7.3)

where G1 = 𝛼Φ1, G2 = 𝛼Φ2. The additional parameter 𝛾0 has been introduced
here by RZW as a grating quality factor in order to account for a nonideal grating
because of optical scattering, nonideal coherence, or mechanical vibrations.
The amplitude of the modulation 2𝛾0(G1G2)0.5 is typically larger than G2 so that
regions exist in which G(x) with the two beams is less than G1 only.

For the more explicit G profile within the semiconductor with the absorption
coefficient 𝛼, one obtains [18]

G(x, z) = G(x) = (G1 + G2) exp(−𝛼z)

[
1 +

2𝛾0
(
G1G2

)0.5

G1 + G2
cos

(2πx
Λ

)]
. (7.4)
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Semiconductor

L1 L2

z

x

θ

Λ

Figure 7.2 Schematic of the interference fringes
between coplanar electrodes. The parallel
planes of constant photon flux are perpendic-
ular to the air–semiconductor interface.
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An account of the influence of the polarization-dependent reflection on G was
given by Nicholson [19].

In the asymmetric case of Figure 7.1b, in which the stationary beam hits the
sample at right angle, the analysis yields that the fringes are no longer perpendic-
ular to the surface but that they are tilted. This may cause problems by blurring
of the relevant photocarrier grating relative to the electric field that probes its
distribution.

7.2.2
Semiconductor Equations

Poisson’s equation consists of the local total charge 𝜌 to which the free carriers in
the bands, trapped charge, and/or charged defects in addition to any charge from
impurities or dopants contribute. In terms of E, it takes the form

1
e

dE
dx

= 𝜌

𝜀𝜀0
, (7.5)

with the dielectric constants 𝜀 of the semiconductor and 𝜀0. For the special case of
a homogeneous semiconductor with coplanar electrodes as in Figure 7.2, Poisson’s
equation reduces to 𝜌= 0 and E is given by the ratio of the applied voltage and the
electrode distance.

In addition, with homogeneous free-carrier distributions, the current densities
are determined by the electric field so that the current equation reduces to

j = jn + jp = (en𝜇n + ep𝜇p)E = (𝜎n + 𝜎p)E, (7.6)

with the free electron (hole) density n (p) and with the conductivities of the elec-
trons (holes) 𝜎n (𝜎p). The index denotes the respective carrier type of the electrical
current density j and the extended-state mobility 𝜇.

The continuity equations with div jn = div jp = 0 become

G = R (7.7)

with the recombination rate R.
The special case under almost homogeneous G is used for the determination of

the mobility-lifetime (μτ)maj product of the majority carriers. The measured pho-
tocurrent is assumed to be determined by one carrier type, say electrons. It is then
given by the difference of the total to the dark current density. The photoconduc-
tivity is determined from Ohm’s law jph = 𝜎phE and it is determined by the excess
electron density nph.

The recombination lifetimes of the free electrons and holes 𝜏n and 𝜏p are defined
by [20]

R =
ntot − nth

𝜏n
=

nph

𝜏n
=

ptot − pth
𝜏p

=
pph

𝜏p
, (7.8)

where ntot (ptot) is the total electron (hole) density under illumination and nth and
pth are the thermal equilibrium values. With Equation 7.7 and the substitution of
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nph, it follows that

(𝜇𝜏)n = 𝜇n𝜏n =
(
𝜎ph

eG

)
, (7.9)

which gives experimental access to the majority-carrier (𝜏)maj product. Corre-
sponding equations hold if holes are the majority carriers.

7.2.3
Diffusion Length: Ritter–Zeldov–Weiser Analysis

RZW devised the “SSPG technique for diffusion length measurement in photo-
conductive insulators.” Their starting point of analysis are the transport equations
of Chapter 23 under the assumption of ambipolar transport, so that only one car-
rier type is analyzed, and charge neutrality. They reduce to

1
e

d
dx

(
−eD dn (x)

dx

)
= G(x) − R(x), (7.10)

where D is an effective diffusion coefficient and where n(x) is the sum of
the corresponding homogenous excess density n0 and the modulated density
n(x)= n0 +Δn(x). Splitting off the homogeneous terms results in a differential
equation for Δn(x) according to

D d2Δn(x)
dx2 = g(x) − Δn(x)

𝜏(n)
, (7.11)

with g(x) = 2𝛾0(G1G2)0.5 cos(2πx∕Λ) and the carrier lifetime 𝜏 . The ansatzΔn(x) =
Δn0 cos(2πx∕Λ) in phase with g(x) results in

Δn0 =
2𝛾0

√
G1G2

1 +
(2πL

Λ

)2 𝜏 , (7.12)

where the ambipolar diffusion length L is introduced by

L =
√

D𝜏 . (7.13)

It is necessary to correctly account for a possibly G-dependent 𝜏 in Equation 7.13.
Experimentally, the relation between photoconductivity or excess-carrier density
and the generation rate is usually given by

n ∝ G𝛾 , (7.14)

with the power-law exponent 𝛾 . One may expand Equation 7.14 to eliminate 𝜏 in
Equation 7.12 so that with 𝜏 ≈ 𝛾n0∕(G1 + G2) one determines

Δn0 =
2𝛾0

√
G1G2

1 +
(2πL

Λ

)2
𝛾n0

G1 + G2
. (7.15)
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The local conductivity which is proportional to n(x)= n0(1+Δn(x)/n0) may now
be written as

𝜎(x) = 𝜎(L1 + L2)
[
1 + A cos

(2πx
Λ

)]
, (7.16)

where n0 is related to 𝜎(L1 + L2). The photocarrier grating amplitude A is given by

A =
2𝛾𝛾0

√
G1G2

G1 + G2
𝛾g, (7.17)

in which the last term

𝛾g = 1

1 +
(2πL

Λ

)2 (7.18)

with L and Λ describes the influence of the grating.
So far, the diffusion length L is related to the local conductivity 𝜎(x). What is

needed for the electrical measurements is a relation between L and the measured
current. In a next phenomenological step, RZW thus assumed that the magnitude
of the average current density jcoh in the direction of the electric field under coher-
ent conditions in the presence of the grating can be modeled by a series resistor
model of local resistivities or inverse conductivities given by

jcoh(Λ, L1 + L2)
E

= 𝜎av(Λ) =
Λ

∫ Λ
0

dx
𝜎(x)

= 𝜎(L1 + L2)
√

1 − A2. (7.19)

A problem with this approach is that, as j must be constant, E(x) must oscillate if
𝜎(x) oscillates in contradiction to the assumption of no space charge and a con-
stant E.

RZW also suggested that a lock-in technique may be used to determine the
parameter 𝛽 that, as will be shown in the following, is related to the diffusion length
and is defined by RZW by

𝛽(Λ) =
Ucoh(Λ)
Uinc(Λ)

, (7.20)

at a given grating period. Here Ucoh(U inc) denotes the lock-in amplifier (LIA)
signal under coherent (incoherent) beam conditions. The LIA detects the differ-
ence in the currents with respect to the current density j1 under the bias level of
the beam L1. The polarization change of 90∘ of L1 together with the unchanged
chopped L2 results in a comparison of jcoh(Λ, L1 + L2), under coherent condition,
with jinc(Λ, L1 + L2), under incoherent condition. In terms of current densities, the
parameter 𝛽 is thus given by

𝛽(Λ) =
Ucoh
Uinc

=
jcoh(Λ, L1 + L2) − j1(Λ, L1)
jinc(Λ, L1 + L2) − j1(Λ, L1)

. (7.21)

The link between the experimentally determined 𝛽 and the diffusion length L is
adjusted by an approximation of the current densities with the assumed and also
typically observed power-law dependence of the photocurrent density jph ∝G𝛾
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and the condition that G2/G1 ≪ 1. The G terms can then be eliminated with, for
example, jinc(Λ, L1 + L2) − jinc(Λ, L1) ∝ (G1 + G2)𝛾 − (G1)𝛾 and jcoh(Λ, L1 + L2)
from Equation 7.19 so that 𝛽(Λ) reads

𝛽(Λ) =
[(1 + G2∕G1)𝛾

√
1 − A2 − 1]

[(1 + G2∕G1)𝛾 − 1]

≈
(1 + 𝛾G2∕G1)[1 − 2(𝛾𝛾0𝛾g)2G2∕G1] − 1

𝛾G2∕G1
≈ 1 − 2𝛾(𝛾0𝛾g)2, (7.22)

where the quadratic terms in G2/G1 have been neglected in the last step. Substi-
tuting 𝛾g from Equation 7.18 yields

𝛽(Λ) = 1 − 2Z[
1 +

(2πL
Λ

)2]2 (7.23)

with Z = 𝛾𝛾
2
0 .

7.2.3.1 Evaluation Schemes
Equation 7.23 is the central equation of the SSPG analysis: The data sets of the
measured 𝛽 values at different positions Λ can be analyzed with the fit function
𝛽(Λ) and the two fit parameters: the diffusion length L and a fit parameter Z. While
L has a physical meaning, the parameter Z is just a fit parameter. However, it can
be evaluated for a self-consistency check of the analysis and the measured 𝛽 data.
From the Z value and the separate experimental determination of 𝛾 and 𝛾d, the
grating quality factor 𝛾0 can be calculated. It should be “close to 1.”

Balberg et al. [7] suggested rearranging the data according to a linear form as

1
Λ2 =

[
Z1∕2

(2πL)2

] [
2

(1 − 𝛽)

]1∕2

− (2πL)−2, (7.24)

with the ordinate values 1∕Λ2 and the abscissa values [2∕(1 − 𝛽)]1∕2. The diffu-
sion length L can be read from the extrapolation to the abscissa or from the fit
parameters for the straight line.

In our laboratory it has been customary to plot the values related to the mea-
sured 𝛽 as (1 − 𝛽)−1∕2 on the ordinate scale by

(1 − 𝛽)−1∕2 =
[
(2Z)−1∕2

( 1
L

)2] (2π
Λ

)2
+ (2Z)−1∕2. (7.25)

This kind of linear plot was also used by Nicholson [19].
The advantage of any linear plot is that a disagreement from the theoretical

expectation may more easily be identified by deviations from the linear behavior.
Ambipolarity is not obeyed by charge separation under high electric fields [21],
which can also be identified from a concave instead of a linear shape of the graph
according to Equation 7.24. It is then still possible to evaluate the ambipolar dif-
fusion length from portions of the data set. Any super- or sublinear behavior
depends, of course, on the plot specification with respect to abscissa and ordinate
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values. Balberg and Weisz [22] analyzed the measurement data for the identifica-
tion of nonambipolarity under low-field conditions.

For identifying the effect of surface recombination, the rearrangement accord-
ing to [

2
(1 − 𝛽)

]−1∕2

=
[

L2

Z1∕2

] (2π
Λ

)2
+ (Z)−1∕2g2

s (Λ), (7.26)

was suggested [18], where gs(Λ) is a function which is 1 for negligible surface
recombination and which decreases with increasing Λ. In a linear plot, gs(Λ) thus
takes effect at large ordinate values so that L can still be determined from the 𝛽

data at shorter values of Λ. In the case of surface recombination, there is a sublin-
ear increase in the plot.

7.2.4
More Detailed Analyses

Analyses of the SSPG method are available which give a more detailed account by
including the effects of the dark conductivity, of traps, E at low and high values,
and the aspect of space charge. They also relate, in more detail, the measured L
with the minority-carrier (𝜇𝜏) product.

7.2.4.1 Influence of the Dark Conductivity

In a following paper [3], RZW also took into account the effect of the underly-
ing dark conductivity 𝜎d. The introduction of 𝜎d in Equation 7.17 yields a slightly
modified version of Equation 7.23.

With the dark-conductivity coefficient 𝛾d, given by

𝛾d =
𝜎ph

𝜎ph + 𝜎d
, (7.27)

Equation 7.23 reads

𝛽(Λ) = 1 −
2𝛾𝛾d𝛾

2
0

[1 + (2πL∕Λ)2]2 = 1 − 2Z
[1 + (2πL∕Λ)2]2 , (7.28)

where now Z = 𝛾𝛾d𝛾
2
0 . Formally, the fit functions (Equations 7.23 and 7.28) with

the two fit parameters L and Z are the same.

7.2.4.2 Influence of Traps

In the original RZW approach, assumptions have been made. Especially with
respect to semiconductors with band tails, it will be necessary to introduce the
contributions of the trapping states and of the trapped charge. This is often
accomplished by the introduction of effective or drift mobilities in which the
reduction in mobility through the trapping and emission processes is expressed.
We denote the reference to the total charge by a capital letter of the index so that
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the drift mobilities read

𝜇N = 𝜇n
n
N
,

𝜇P = 𝜇p
p
P

, (7.29)

with the total density N and P. A ratio 𝜃n,

N = n + nt,
n
N

= 𝜃n, (7.30)

can be defined with the trapped electron density nt and with a corresponding rela-
tion for the holes.

Poisson’s equation then takes the form
1
e

dE
dx

= P − N
𝜀𝜀0

, (7.31)

where the right-hand side is zero under charge neutrality with N =P.
The effective diffusion coefficient DN may be introduced via the condition

kT
e𝜇n

dn
dx

= DN
dN
dx

, (7.32)

which yields [3]

DN = kT
e𝜇n

(
𝜃n + N

d𝜃n
dN

)
, (7.33)

where k is the Boltzmann constant and T is the temperature.
The ambipolar diffusion equation with ΔN =ΔP and a common lifetime 𝜏R

reads

DNP
d2ΔN

dx2 − ΔN
𝜏R

+ ΔG(x) = 0, (7.34)

which is similar to Equation 7.11. The ambipolar diffusion coefficient DNP is a
rather complicated construct (see Equation B6 of Ritter et al. [3]). For Boltz-
mann statistics, DNP = 2(kT∕e)𝜇N𝜇P∕(𝜇N + 𝜇P). It is noted that the parameters
𝜏R = 𝜏n∕𝜃n = 𝜏p∕𝜃p and DNP contain the common response of the total electron
and hole contributions and thus pertain to the ensemble of free and trapped
carriers.

Upon inspection of the diffusion equation (Equation 7.34), the diffusion length
L is defined by

L =
√

DNP𝜏R. (7.35)

The same 𝛽(Λ, L) function as in Equation 7.28 results from the analysis.
An effective lifetime t

𝜃
is defined by Balberg [10] who obtains

L =
√

2D
𝜃
t
𝜃
, (7.36)

with the effective diffusion coefficient D
𝜃
. It can be shown that DNP𝜏R = 2D

𝜃
t
𝜃
.
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7.2.4.3 Minority-Carrier and Majority-Carrier Mobility-Lifetime Products
To relate the diffusion length L with the individual mobilities and the individ-
ual lifetimes and their products of Equations 7.8 and 7.9, we rewrite DNP and 𝜏R
according to

L =
√

DNP𝜏R =

√
2 kT

e
𝜇n𝜏n𝜇p𝜏p

𝜇n𝜏n+𝜇p𝜏p
. (7.37)

We can then associate either the electrons or the holes with the majority and
minority carriers. Writing (𝜇𝜏)min =𝜇min𝜏min and (𝜇𝜏)maj =𝜇maj𝜏maj with the
free-carrier mobilities 𝜇min and 𝜇maj and the free-carrier recombination lifetimes
𝜏maj and 𝜏min embraces the respective mobilities and lifetimes. The corresponding
equation for L is

L =

√
2 kT

e
(𝜇𝜏)min(𝜇𝜏)maj

(𝜇𝜏)min + (𝜇𝜏)maj
. (7.38)

For the case that (𝜇𝜏)min ≪ (𝜇𝜏)maj, Equation 7.38 takes the form

(𝜇𝜏)min ≈ e
2kT

L2, (7.39)

which allows the separate determination of (𝜇𝜏)min. As a rule of thumb, a room-
temperature value of L= 200 nm corresponds to (𝜇𝜏)min = 8× 10−9 cm2/V.

The factor of 2 stems from the common contribution of the full electron and hole
densities in an intrinsic-type semiconductor, with n≫ n0, p≫ p0, to the recombi-
nation rate. This relation is also deduced independently without SSPG background
for the surface photovoltage experiment or collection lengths in solar cells [23]. If
the aforementioned inequality is not met, the respective two unknowns (𝜇𝜏)min
and (𝜇𝜏)maj can only be determined with the additional photoconductivity mea-
surement and

𝜎ph = eG[(𝜇𝜏)min + (𝜇𝜏)maj]. (7.40)

Equations 7.38 and 7.40 with the two unknowns allow the (𝜇𝜏)min and (𝜇𝜏)maj
determination but no straightforward correlation whether the electrons or the
holes are the majority/minority carriers.

In an analysis based on solutions for the free-carrier densities, Shah et al. [24]
deduce the relation

L =

√
C kT

e
(𝜇𝜏)min(𝜇𝜏)maj

(𝜇𝜏)min + (𝜇𝜏)maj
, (7.41)

which is similar to Equation 7.38. Here, C is a sample-dependent factor between
1 and 2 which depends on the photogeneration-rate dependence of the excess-
carrier densities. For n-type a-Si:H samples, Shah et al. [25] estimate C ≈ 1 so
that a discrepancy of a factor of 2 exists in relation with Equation 7.39. For G-
independent lifetimes, C can be shown to be equal to 2.

The factor 2 of Equation 7.39 also appears in the treatment by Schmidt and
Longeaud [16] who suggest to fit Equation 7.28 and apply Equation 7.39 for an
apparent (𝜇𝜏)app

min which can then be corrected.
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Abel et al. [15] derive the relation

𝛽(Λ) = 1 − 2𝛾

1 +
⎛⎜⎜⎝2π
Λ

(
2 kT

e
(𝜇𝜏)p

𝜇n𝜏
rel
d

(𝜇𝜏)n

)1∕2⎞⎟⎟⎠
2

⎡⎢⎢⎣1 +

(
2π

(
kT
e

[
2(𝜇𝜏)p + 𝜇n𝜏

rel
d
])1∕2

∕Λ

)2

+

(
2π

(
kT
e

[
(𝜇𝜏)p𝜇n𝜏

rel
d
]1∕2

)1∕2

∕Λ

)4⎤⎥⎥⎦
2

, (7.42)

simplified for the case that electrons are the majority carriers and that the E-
related drift terms can be neglected. If the term n𝜏

rel
d with the effective dielectric

relaxation time 𝜏rel
d can be neglected, because 𝜏rel

d = (n∕N)𝜏d ≪ 𝜏d, Equation 7.42
reduces to the RZW relation (Equation 7.23) combined with Equation 7.39 and
(𝜇𝜏)min = (𝜇𝜏)p, including the factor of 2.

Hattori et al. [14] suggest using additional information from frequency-
dependent lifetime measurements for a correction of L from the RZW analysis.

7.3
Experimental Setup

Figure 7.3 sketches two of the possible arrangements for the measurements of the
𝛽 parameter as a function of the grating period Λ. The two beams hit the sample S
in the gap between the electrodes. In Figure 7.3a the sample is moved on a linear
stage to change the angle between the two beams split by the beam splitter BS. The
mirrors M1 and M2 are rotated according to the sample position. The half-wave
retardation plate H is positioned in the strong beam, alternatively placed between
BS and M1, in order to rotate the polarization. If H was in the weak beam, chopped
by the chopper C, a photogeneration-rate change by H-rotation, e. g., from change

S

(a) (b)

S
C C

M2
M2

M1
M1H H

BS BS

P1

P1 P2 LP2
L

θ θ

Figure 7.3 Schematics of experimental
setups. The double arrows indicate that the
sample is moved in (a) and an optical table
is moved in (b) in order to change the angle

between the two beams. (The setup of (b)
has been devised by C. Longeaud and R.
Brüggemann at LGEP, Paris, and at the Uni-
versity of Oldenburg.)
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in reflection, would directly enter into the measured signal. In the strong beam,
any intensity changes from the rotation of H would only change the light bias
slightly. The optional polarization filters define the polarization and can also be
used for a variation of 𝜙 by rotation of the polarizer P2, keeping P1 fixed.

The linear polarization is typically changed from 0∘ to +90∘ or −90∘. A change
from −45∘ to +45∘ can also be used in order to reduce the polarization-dependent
reflection variations of L1. A change of reflection upon rotating the polarization
of L1 is usually not taken further into consideration as it only slightly changes the
bias level.

Figure 7.3b is different through the movement of an optical table on which most
of the optical elements are arranged. The sample S is fixed, which gives a different
option for the cryostat, compared with Figure 7.3a. The advantage here is that the
length of the light path is almost the same for every Λ.

Arrangements with one perpendicular beam can also be found in the literature.
Niehus and Schwarz [26] achieve long Λ by introducing an additional beam split-
ter. One beam is transmitted and the second beam is reflected on the beam splitter
surface close to the other’s transmission position which defines small angles 𝜃.

A glass prism was employed by Nowak and Starczewska [27], while a compact
goniometer-like setup is used at Utrecht University where the sample is rotated
with no linear movement involved [28].

For T-dependent measurements, a suitable cryostat is incorporated into the
setups. One should check that the grating quality factor is not reduced by the influ-
ence of the cryostat window or additional vacuum pump-related vibrations. For
very thin samples, a cold finger with a hole may be helpful as a beam dump for the
transmitted light.

The photocurrent is typically measured by an LIA. The photocurrents under
coherent and incoherent illumination conditions for Equation 7.21 could also be
measured in the steady state, for example, by an electrometer, but usually the LIA
measurements will result in lower experimental errors.

Figure 7.4 sketches a strategy for the alignment of the two beams if their diame-
ters are smaller than the electrode length. After adjusting L1 and L2 independently
horizontally for maximum photocurrent signal, the vertical position must be opti-
mized for overlap. A slight mismatch in the vertical direction may be difficult
to assess by inspection with the eye. However, better alignment can be achieved
by adjustment of the vertical position of L2, as indicated by the double arrow in
Figure 7.4a, and by monitoring the photocurrent or the LIA signal under coherent
illumination. Best overlap is achieved when the LIA signal shows a minimum for
maximum interference, as sketched in Figure 7.4b if 𝛽 is positive.

For negative 𝛽, the phase shift of 180∘ must be taken into consideration.
Depending on the experimenter’s and the LIA options, the negative values of the
real part or the amplitude can be maximized in this case.

One can always make a consistency check for the fitting results for L and Z. As
pointed out in the literature [7, 18], the determined value of the fit parameter Z
should be reasonable when comparing its value with Z = 𝛾𝛾d𝛾

2
0 of Equation 7.29

with the experimentally determined 𝛾 and 𝛾d and a grating quality factor 𝛾0 close
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Figure 7.4 Schematic of the adjustment of
L1 and L2 between the electrodes, (a). L1 is
fixed. The vertical movement of the lightly
shaded L2 results in the typical signal at the

LIA, sketched in (b). The position of minimal
signal results in optimized overlap, shown
here for the Λ range with positive 𝛽 .

to 1. During the measurements, a check of an approximately constant jinc(Λ) or
LIA signal U inc(Λ) at the different grating periods is helpful. For the different mea-
surement positions, the measured 𝛽 data should decrease with increasingΛ. It may
also be helpful initially, after having setup the experiment, to compare the 𝛽 values
measured with two different setups in order to check the data [29, 30].

7.4
Data Analysis

The experimental results comprise a set of values of the parameter 𝛽 measured
at a number of grating periods Λ. The (Λ, 𝛽) data can be evaluated according to
one of the schemes from Equations 7.23–7.28. A comparison of the evaluation
methods is discussed in [31]. Figure 7.5 illustrates graphical representations for
long and short L. Through the large value for L= 200 nm and Z = 0.8, the 𝛽 values
in Figure 7.5a cover a wide range and do not even reach the limit 1–2Z =−0.6
for long Λ. The 𝛽 values with Z = 0.1 cover only a small range between 0.8 and
1 for L= 200 and 20 nm. This makes a precise L-determination difficult. There is
almost no variation in 𝛽 for L= 20 nm, even for Z = 0.8. Ritter et al. [3] consider
that L≈ 20 nm can just be determined as a lower limit. It must be possible to mea-
sure at least some variation in 𝛽 at the shortest experimental Λ to determine L.
It is noted that results for determining 𝛽 for Λ< 500 nm are difficult to achieve
experimentally.

Figure 7.5b with the linear plots shows that the two cases for Z = 0.1 can be more
easily distinguished compared to Figure 7.5a, but it has been pointed out [31] that
any small variation in the large 𝛽 values would lead to a large error because of the
(1− 𝛽) term in the denominator of the linear plots.

The two full lines for L= 20 nm and the two dashed lines for L= 200 nm extrap-
olate to the same ordinate value, respectively, which represents L. Figure 7.5b has
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error is imposed on 𝛽 for Λ> 500 nm (upward shift, L= 140 nm, Z = 0.8, open symbols). The
dashed curves show the fits in (a) and (b).

thus very steep straight lines for L= 20 nm because the ordinate intercept is a large
negative value.

Figure 7.6 illustrates the effect of measurement errors in the determination of 𝛽.
It is more likely that errors in the beam adjustments yield 𝛽 values that are rather
too large due to incomplete overlap or nonideal grating. The artificial data points
with the full circles in Figure 7.6 represent the ideal 𝛽(Λ) variations in Figure 7.6a
and b with L= 140 nm. The open symbols show the shift by increasing 𝛽 by 15%.

The dashed curve in Figure 7.6a shows the fit to the open symbols and is
only slightly different compared to the full line which is the fit of the full sym-
bols. Because a constraint in a (𝛽,Λ) fit is given by 𝛽(Λ= 0)= 1 according to
Equation 7.28, the fitting procedure according to Equation 7.28 is found to be less
affected by too large a value of 𝛽 at short Λ. The apparent L of 144 nm is close to
the original value of 140 nm as is Z with Z = 0.78 instead of 0.8.

The nominally straight line in Figure 7.6b shows some curvature in the range of
short Λ, that is, large ordinate values (open symbols). Restricting the linear fit in
the range of abscissa values <4 results in a diffusion length L= 169 nm, which is
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Figure 7.7 Experimental data in different representations in (a) and (b) for two undoped a-
Si:H samples. There are data points with both negative and positive values of 𝛽 .

quite a large discrepancy of 29 nm. Only if one restricts the fitting to a more linear
region with abscissa values <2, an apparent value of L< 150 nm is achieved.

Figure 7.7 shows typical experimental data of a device quality and a high-defect
a-Si:H sample in the 𝛽(Λ) plot (Figure 7.7a) and in a linear plot (Figure 7.7b). There
is very good agreement between the two evaluation schemes with L= 154 nm (and
a good value of 𝛾0 = 0.95 from Z and 𝛾) and L= 41.5 nm.

For the evaluation of the experimental data, the following analysis may be
instructive. With say m values of (𝛽,Λ), one can estimate the error in L by per-
forming several fits with variations of (m− 1) or (m− 2) data points to determine
the variation in L values. Single measurement data should be skipped if too large
a disagreement between the two evaluation schemes is observed. Especially for
large values of 𝛽, any of the linear plots with the term (1− 𝛽) in the denominator
suffers from error enhancement and should be handled with caution.

It is noted at the end of this section that the sample alignment in the SSPG exper-
iment is quite robust against small variations in the sample orientation. Experi-
mental tests in our laboratory have shown that such rotations of the sample, or
the sample holder by a few degrees, do not lead to a significant variation in the
measured 𝛽 values. Unintentional misalignment of the sample is thus not severe.
Any larger misalignment is easy to spot by the eye.

Substantial intentional rotation of the sample leads to a decrease of the effect of
the modulation of the photocarrier grating. Balberg et al. [7] rotated the sample
by 90∘ so that the photocurrent is parallel to the interference fringes. Meeting the
requirements of the photocurrent measurement under incoherent conditions in
this way, no half-wave plate is needed.

7.5
Results

This chapter presents and reviews results on a number of thin-film semi-
conductors. The limited and partially personal account that is given for each
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semiconductor is restricted to the photoconductive properties in relation to the
SSPG method, that is, the minority-carrier properties in the steady state. As these
are linked with the majority-carrier properties, the latter will also be discussed
in comparison when appropriate. Typically, Equation 7.39 is used to convert the
experimental SSPG-derived L into (𝜇𝜏)p.

7.5.1
Hydrogenated Amorphous Silicon

Hydrogenated amorphous silicon (a-Si:H) has been in the focus of SSPG applica-
tions since the early work by Ritter et al. [3, 32]. The main issues in a-Si:H-related
research with SSPG deal with the identification of deficiencies of the method, the
physics of recombination and its relation to the DOS, the effect of doping on the
excess-carrier properties, and the role of the Ef position in general.

7.5.1.1 Temperature and Generation Rate Dependence

The monotonous decrease of (𝜇𝜏)p with decreasing T [33] in Figure 7.8 is a signa-
ture in a-Si:H. To demonstrate at least one example of numerical-modeling results
of the photoresponse and the minority-carrier properties in particular, Figure 7.8b
shows the simulated (𝜇𝜏)p that can roughly reproduce the experimental findings
of Figure 7.8a [34].

At any T , (𝜇𝜏)p drops with increasing G. There has been some controversy in
the literature about the consequences of the G dependence with respect to DOS
models in the band gap of a-Si:H. Balberg and Lubianiker [35] suggested that one
correlated dangling bond (DB) level is not sufficient to explain the experimental
data while the Neuchatel group [36] pointed out that a proper balancing of charge
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in one correlated DB and in the band-tail states can also explain the experimental
findings.

7.5.1.2 Surface Recombination

The application of Equation 7.26 is illustrated in Figure 7.9 with data, measured
with a HeNe laser and an Ar laser [18]. From the 𝛽 versus Λ plot in Figure 7.9a,
the identification of deviations is not so easy, given that there is always an experi-
mental error. A reduced L will be determined if all the circle data points are taken
for the fit.

In Figure 7.9b, there is a curvature in the data for the Ar illumination especially
in contrast to the linear behavior of the squares. It is noted that the 𝛽 data at the
longer Λ coincide from the two measurements. This means, as noted by Haridim
et al., that L can be determined in the usual way for longer Λ. For the HeNe mea-
surements with the larger absorption depth, all data points are suitable.

Haridim et al. also determined the two surface recombination velocities
at the air/a-Si:H and the a-Si:H/substrate by illuminating from the air and
substrate sides and by fitting the experimental data with Equation 7.26 with
suitable gs(Λ).

7.5.1.3 Electric Field Influence

In the early publications on SSPG, there has been concern with respect to the
electric field limitations in two ways: E modulation due to space charge and phase
shift in the modulation of n(x) and p(x) because E pulls these apart. Accounts
on the “high”-E onset, the value at which such a deviation from the ideal behav-
ior according to Equation 7.28 occurs, have been summarized by Schmidt and
Longeaud [16]. They point out that depending on the theoretical approach, dif-
ferent E values for the low-field limit have been determined. Experimentally, one
may study the 𝛽 dependence on E and take a constant value of 𝛽 as an indicator of
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the low-field limit. At higher field values, a drift length has been determined from
the field dependence [3, 21].

The analysis by Abel et al. [15], which includes both the effect of space charge
and external electric field, has been applied to study the 𝛽 dependence on Λ and E.
Good agreement could be achieved between the experiment and the fit function
(Equation 7.42) for 𝛽(Λ, E) [37]. Accounts on the effective dielectric relaxation
time and space charge could thus be given.

7.5.1.4 Fermi Level Position

The aim of SSPG measurements with a-Si:H films was also to add complimentary
information from the minority-carrier side to the majority-carrier properties from
𝜎ph.

Shortly after the SSPG proposal, the properties of boron-doped films were stud-
ied by Yang et al. [6]. Low-concentration boron doping was shown to lead to an
increase in L. With higher doping level, L dropped drastically. These results were
interpreted as a change in the minority-carrier type. For the higher doping lev-
els and the shift of Ef toward the valence band edge, the electrons become the
minority carriers, and the increasing defect density upon doping then leads to
the reduction in L. An important observation was a benefit in L at small shifts of
Ef toward midgap which was thought to be beneficial for the net i-layer carrier
collection in a-Si:H-based pin solar cells.

In undoped a-Si:H with Ec −Ef in the range of 0.65–0.75 eV, where Ec −Ef is cal-
culated from Ec −Ef = kT ln(𝜎0/𝜎d), with the prefactor 𝜎0 = 150–200Ω−1 cm−1,
the (𝜇𝜏)maj values are typically a factor of 50–100 higher than the (𝜇𝜏)min [17].
There is thus quite a variation in Ef for undoped a-Si:H samples, and this variation
expresses itself in a variation in the mobility-lifetime products [38]. Typically,
(𝜇𝜏)maj increases with decreasing Ec −Ef [39] accompanied by a decrease in
(𝜇𝜏)min. This anticorrelated behavior is also seen when the electrons are the
minority carriers in p-type a-Si:H, where (𝜇𝜏)min decreases with increasing
Ec −Ef > 0.8 eV [36, 40–42].

In a field-effect configuration, the Fermi level in the conduction channel can be
changed by the gate voltage. This effect was exploited by Balberg and Lubianiker
[35] and also Schwarz et al. [43] to study the Ef-dependent variation of 𝜎ph and L
without being hampered by a doping-dependent increase in the DB density.

7.5.1.5 Defects and Light-Induced Degradation

The time-dependent decrease of the photocurrent upon illumination is a signature
of many a-Si:H films. Any increase in the defect density should also have an influ-
ence on the minority-carrier properties so that SSPG may reveal the underlying
recombination physics. It is known in the literature that Ef shifts toward midgap
upon light soaking [44]. In view of the aforementioned Fermi level-related dis-
cussion it is illustrative to point out the possibility that L may increase upon light
soaking, as illustrated in Figure 7.10 [45]. Here, light soaking with the concomitant
increase in Ec −Ef leads to an increase in L while new defects are being created.
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Defects become less negative and thus less attractive for hole capture so that the
minority-carrier properties improve.

It is usually reported that L does not change in the first hours of light soak-
ing – with different interpretations. Wang and Schwarz [46] reported that for
a-Si:H films with a low DB density, the main recombination channel is via band-
tail states. An increase in the DB density upon illumination thus does not lead to
a drop in L in the early stage of degradation.

The interpretation by the Neuchatel group [21] was different in that they
assumed that the main recombination channel is via DB. Because of conver-
sion of the newly created DB into neutral DB, they argued that these become
then ineffective as the main capture process of holes is capture by negatively
charged DB.

Sakata et al. [42] argued that errors have been made in the determination of L
by Wang and Schwarz [46] because the measured L by SSPG should be corrected.
They maintain that there is a drop in the true diffusion length also in the initial
stages of degradation.

With respect to the influence of the (𝜇𝜏) products on Ef and the reported change
of Ef upon light soaking, it appears necessary to always monitor the dark current
too. This has been done by Morgado [47] who determined (𝜇𝜏)p, (𝜇𝜏)n, and the Ef
variation upon light soaking and also annealing.

7.5.1.6 Thin-Film Characterization and Deposition Methods

SSPG has also been applied in order to characterize the samples that were
deposited by newly developed deposition methods, for example, hot-wire
chemical vapor deposition (HWCVD). For example, Mahan et al. [48], Unold
et al. [49], Lubianiker et al. [50], and Feenstra et al. [51] presented SSPG results
with L in the range of 150–170 nm for typical device quality a-Si:H. These
values were correlated with deposition parameters and, for example, with
the hydrogen content of the films. Under specific deposition conditions, the
so-called polymorphous silicon can be prepared. It has been shown to exhibit
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favorable minority-carrier properties [52], which enhances the red response in
solar cells.

7.5.2
Hydrogenated Amorphous Silicon Alloys

One of the first reports on the application of SSPG was given by Bauer et al. [4]
on hydrogenated amorphous silicon–germanium (a-Si1−xGex:H) alloys. Typically,
both 𝜎ph as a signature of the majority carriers and L as a signature of the minority
carriers decrease with increasing x, but they are affected in a different way by the
concomitant shift of Ef toward midgap.

Abel and Bauer [53] report on a decrease in (𝜇𝜏)p with increasing x in the range
of x up to about 0.43. The values of (𝜇𝜏)p stay >10−9 cm2/V, that is, L of about
100 nm. Fölsch et al. [54] report slightly larger values in this x-range. These authors
report a strong decrease in L for x larger than 0.5 at which the combination of
increasing 𝜎d and decreasing 𝜎ph also makes L very difficult to measure.

The data by Gueunier et al. [55] on polymorphous silicon–germanium alloys
(pm-Si1−xGex:H) range between 100 and 130 nm, that is, (𝜇𝜏)p between about 10−9

and 3× 10−9 cm2/V, for x≤ 0.35 at which the optical gap E04 (defined as the energy
where the absorption coefficient 𝛼 (E04)= 104 cm−1) was 1.5 eV. Light soaking was
shown to only affect the majority-carrier (𝜇𝜏)n product. An L-value of 100 nm was
reported by Bhaduri et al. [56] in the range x= 0.4–0.5.

Li et al. [57] determined L for hydrogenated amorphous silicon carbide films
(a-Si1−xCx:H) of different band gaps and different feedstock gases. These authors
find a correlation between the increase of L and better solar-cell properties. They
make it clear though that, as mentioned previously, the sole value of L may not be
the only indicator of the defect density of a sample. They deduce from the comple-
mentary 𝜎d- and 𝜎ph-results that Ef-related occupation of defects may have lead
to higher values of L of some of their a-Si1−xCx:H samples.

Mohring et al. [33] reported on the T-dependent and G-dependent (𝜇𝜏) prod-
ucts of majority and minority carriers in optimized a-Si1−xCx:H with an optical
band gap up to 1.95 eV. For the alloys, there is a monotonous decrease of (𝜇𝜏)p
with decreasing T , similar to the findings for a-Si:H. At any T , (𝜇𝜏)p decreases with
increasing alloy content which has been related by Mohring et al. to the previous
observation of increased DB density with increasing x. For a-Si1−xCx:H with a band
gap of 1.94 eV, the room-temperature values for (𝜇𝜏)p were (1.2)× 10−9 cm2/V and
about a factor of 10 higher for (𝜇𝜏)n.

7.5.3
Hydrogenated Microcrystalline Silicon

The application of SSPG to hydrogenated microcrystalline silicon (𝜇c-Si:H) is
rather straightforward on the one hand as, for example, sample geometries and
relevant absorption coefficients are not significantly different. On the other hand,
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there are some obstacles involved because of the typically higher 𝜎d and some
possible effect of surface roughness, which reduces 𝛾0.

Goerlitzer et al. [58] and Droz et al. [59] find smaller Z in 𝜇c-Si:H because of
the small ratio 𝜎ph/𝜎d. With respect to optical scattering, Z was shown to increase
after polishing the rough surface of 𝜇c-Si:H samples [32].

The T dependence of (𝜇𝜏)p of 𝜇c-Si:H was studied by Brüggemann and Kunz
[60] and also by Balberg [61]. For the analysis, they also performed numerical sim-
ulations in order to correlate the experimental and simulation results. Other work
is devoted to relating L with the deep defect density [29, 62–64] and the crystalline
volume fraction and the deposition technique [29, 65].

There are indications that transport is inhomogeneous in 𝜇c-Si:H with respect
to the transport path parallel or perpendicular to the film growth direction [66].

7.5.4
Hydrogenated Microcrystalline Germanium

Badran et al. [67] reported on L in microcrystalline germanium (μc-Ge:H).
Because L was quite short, the conclusion was that μc-Ge:H appears suitable for
diode applications as a sensor, as was demonstrated previously, under reverse
bias but not as a solar cell.

7.5.5
Other Thin-Film Semiconductors

Thin-film chalcopyrite semiconductors were characterized soon after the SSPG
method was proposed. Balberg et al. [5] determined the majority- and minority-
carrier properties of CuGaSe2 thin films. Here, electrons are the minority carriers
for which the authors determined L of 115 nm. The reliability of the data was
increased by a self-consistency check by comparing the fit parameters Z from
SSPG and 𝛾 from 𝜎ph. From the intensity dependence of (𝜇𝜏)p, it was concluded
that there is a sharp drop in the DOS close to the band edges – in contrast to
a-Si:H.

Menner et al. [68] report SSPG results on CuGaSe2 thin films and determined
the highest L for a Cu/Ga ratio at 0.95, that is, close to the stoichiometric point.
SSPG measurements in the Cu-rich region were impossible because of the high
𝜎d. Menner et al. also aimed at revealing inhomogeneity in the growth process
by application of a laser with a short absorption depth and by illumination from
either the air/film or the substrate/film side. They concluded that a better crystal
structure exists close to the substrate.

Belevich and Makovetskii [69] give an account of L measurements in poly-
crystalline p-type CuInSe2. From their analysis they determine G-dependent
minority-electron diffusion lengths between 360 and 420 nm, decreasing with
increasing G. They relate the values of L to the dimension of the crystallites in the
polycrystalline film.
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Generally, it is noted that one should not be too optimistic with respect to the
application of SSPG to the Cu(In,Ga)Se2 system as it may be hampered by the
large 𝜎d in Cu(In,Ga)Se2, for which Zweigart et al. [70] determined L for some
chemical compositions only. Because the dark current activation energy is also
low, a decrease of T will only help if 𝜎ph does not decrease too much as well.

7.6
DOS Determination

Schmidt and Longeaud [16] developed an analysis of SSPG with emphasis on
the DOS determination at the quasi-Fermi energy of the majority carrier. For the
energy scale, the quasi-Fermi energy can be shifted by a variation of T or G so
that a scan in energy can be performed. The experimentally determined DOS val-
ues are given by a combination of photocurrent and SSPG measurements. The
application of the method was demonstrated on a-Si:H [16] and 𝜇c-Si:H [71].

7.7
Data Collection by Automization and Combination with Other Experiments

In line with the aim to collect complementary measurements on the same sample
and ideally on the same spot and to measure reliably with high throughput for
routine characterization of larger numbers of samples, Longeaud [72] devel-
oped a compact (90× 60 cm2), fast, reliable, and easy-to-use SSPG system that
incorporates additional photoelectronic characterization techniques. For SSPG,
a motor drives a mobile mirror which directs the laser beam to a number of
adequately positioned fixed mirrors, each of which defines one grating period.
For the modulation and for measurement in lock-in technique, an electro-optical
modulator (EOM) is used [72, 73]. The combination of EOM and polarizer offers
the versatility to combine SSPG together with steady-state photoconductivity
(SSPC) and modulated photocurrent (MPC) experiments so that mobility-
lifetime products and DOS information, the latter from both SSPG and MPC, can
be obtained. As the sample position is fixed, a small cryostat may be introduced
so that temperature-dependent measurements can also be achieved.

7.8
Summary

We have given an account of the SSPG method with some emphasis on the setup,
on the necessary and complementary measurement steps, and on consistency
checks with the aim to obtain a more complete picture on the excess-carrier prop-
erties. The evaluation of the experimental data on the basis of the RZW approach
provides the basis of determining L when the experiment is performed under the
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necessary condition of small modulation depth at low E, short enough dielectric
relaxation time, and sufficiently high photocurrent values with distinctly different
values between (𝜇𝜏)min and (𝜇𝜏)maj. A simple relationship between L and (𝜇𝜏)min
can then be applied.

Reference has been made to alternative and additional analyses by Ritter et al.
[3], Balberg [10, 11], Li [12], Hattori et al. [14], Abel et al. [15], Schmidt and
Longeaud [16], and Shah et al. [24] which cover possible shortcomings, limita-
tions, and additional aspects. Some of the relevant literature on the applications
of SSPG on thin-film amorphous and microcrystalline semiconductors and on
chalcopyrite and other semiconductors was sketched. The examples illustrate the
potential of the method for the characterization of the photoelectronic properties
of thin-film semiconductors.
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8
Absorption and Photocurrent Spectroscopy with High
Dynamic Range
Thomas Christian, Mathias Müller, and Thomas Kirchartz

8.1
Introduction

Semiconductors used for thin-film photovoltaics often feature a smeared out
absorption edge with a range of subgap features that can be attributed to their
electronic density of states close to and below their optical band gap. Because
the subgap electronic density of states and the steepness of the absorption edge
can have a huge influence on the device performance of solar cells and other
electronic devices, there is a need to study spectroscopically the absorption edge
of these materials. This should be done ideally with a high dynamic range to have
access also to weaker transitions below the main absorption edge. This chapter
will introduce two of these techniques: the photothermal deflection spectroscopy
(PDS) and the Fourier transform photocurrent spectroscopy (FTPS). While PDS
is a purely optical technique that studies the absorption of a semiconductor film,
FTPS probes photocurrents and therefore requires electrical contacts to perform
the measurements.

One of the main reasons why the study of the absorption edge of layers for
thin-film photovoltaics is particularly important is that the density of states of the
typically used amorphous, nanocrystalline, or microcrystalline semiconductors
has more features below the band gap than highly crystalline semiconductors such
as wafer-based Si or GaAs would have. Figure 8.1 shows the schematic density
of states of disordered semiconductors. In contrast to crystalline semiconduc-
tors, there are electronic states between valence and conduction band edge. The
shallow states, which are close to the band edges, can be assigned to disorder,
for example, in bonding angles. This disorder leads to so-called band-tail states
that can be measured in spectroscopic absorption measurements as Urbach tails.
Deep states as shown in Figure 8.1 are due to defect states, a classical example
being a dangling Si bond in amorphous Si. Both types of subgap states will have
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Figure 8.1 General band structure of den-
sity of electronic states in (disordered)
semiconductors. Whereas highly ordered
semiconductors are determined by the

extended states only, disordered semicon-
ductors are additionally influenced by local-
ized states, the so-called tail and midgap
defect states.

negative effects on charge transport and recombination; therefore, there is a need
to characterize those states with transient or frequency-dependent methods such
as admittance spectroscopy or time of flight as discussed in Chapters 4–6. How-
ever, there can also be optical transitions between these states that contribute
to the absorptance or spectrally resolved photocurrent of an absorber layer or a
solar cell.

The absorption coefficient

𝛼(Eγ) =
C
Eγ ∫ no(E)nu(E + Eγ)dE (8.1)

is the convolution of all initially occupied (no) with all unoccupied (nu) states [1].
The photon energy is given by Eγ and the energy levels of the electronic states
are given by E. The factor C depends on the refractive index and the momentum
matrix elements. In the one-electron approximation, C is assumed to be constant
for all optical transitions [1–3]. Figure 8.2 shows an example of 𝛼. The extended
electronic states are above and below the conduction and valence band edge,
respectively (see the gray-plotted areas in Figure 8.1). Transitions between
these states are responsible for the maximum of light absorption labeled (bb)
in Figure 8.2. Transitions between the tail states and between tail states and
extended states are labeled (tt) and (tb/bt) in Figure 8.2, respectively. Electronic
states deep in the band gap mostly have an amphoteric nature. In amorphous
silicon, such states originate from dangling silicon–silicon bonds, which can be
saturated by hydrogenation of the amorphous silicon. Transitions between these
amphoteric deep defect states and the extended band and the localized band-tail
states can be observed from (db/bd) and (dt/td) in Figure 8.2, respectively.
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Figure 8.2 Calculated absorption coef-
ficient (𝛼) from convolution of different
electronic states. Transitions are (bb)
valence band → conduction band, (tb/bt)
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(db/bd) valence band → dangling bonds
and dangling bonds → conduction band, (tt)
valence band tail → conduction band tail,
and (dt/td) valence band tail → dangling
bonds and dangling bonds → conduction
band tail.

8.2
Photothermal Deflection Spectroscopy

The simplest method to determine the absorptance of a semiconductor film is to
measure its transmittance T and reflectance R, from which the absorptance

a(Eγ) = 1 − R(Eγ) − T(Eγ) (8.2)

can be calculated as a function of photon energy E
𝛾
.

The disadvantage of the method described earlier is that very low values of the
absorptance cannot reliably be measured as a difference between two large num-
bers. If the reflection and transmission are measured below the band gap of the
semiconductor, their sum will be close to one and already small errors in either
R or T would lead to measured values of the absorptance that may be higher or
lower than in reality by a large factor or even be negative. In order to be able to
measure absorptances with a high dynamic range, it is necessary to find a way of
directly measuring absorption without having to calculate it from the sum of other
terms.

PDS is one way of overcoming the limitations of normal transmission-reflection
measurements. PDS makes use of the fact that absorbed light causes a semicon-
ductor film to warm up because absorbed light creates phonons by nonradiative
recombination and thermalization of photogenerated carriers. In order to mea-
sure the temperature changes due to light absorption sensitively, one can make
use of the mirage effect that also causes optical illusions, for example, in deserts.



194 8 Absorption and Photocurrent Spectroscopy with High Dynamic Range

Laser beam
(probe)

Temperature and refractive index
in the liquid (e.g., CCI4 or FC75)

Cuvette

(a) (b)

Pump beam

Detector
β

Edge of the sample

Distance from edge
of sample

T

T
em

pe
ra

tu
re

 T
R

ef
ra

ct
iv

e 
in

de
x 

n

n

Figure 8.3 (a) Schematic of the PDS mea-
surement principle. The monochromatic
pump beam excites the sample, whose
temperature will then increase. Within
the cuvette, the temperature of the liquid
(CCl4 or FC75) will decrease with increasing

distance from the sample surface, while its
refractive index will do the opposite (b).
Thus, the probe beam will be deflected away
from the sample with an angle 𝛽 that can be
correlated to the amount of absorption by
the probe beam.

The refractive index of media depends on temperature with higher temperatures
typically leading to lower refractive indices. Thus, if a sample is illuminated with
monochromatic light and at the same time placed in a cuvette filled with a liquid
(typically CCl4 or FC75), the refractive index of the liquid will change as a function
of position as shown in Figure 8.3. In order to probe the refractive index gradient,
a laser beam parallel to the sample surface can be used. This gradient in refractive
index will lead to a deflection of the light beam away from the sample.

The angle 𝛽 of the deflected light beam as shown in Figure 8.3 is detected using
a quadrant detector. The change ΔV in voltage of the quadrant detector relative
to the dc level V is proportional to the angle 𝛽 [4], which is in turn proportional to
the absorptance of the device and the power density of the monochromatic pump
beam used to excite the sample [4, 5]. Thus, the measured signal ΔV/V from the
position detector is directly proportional to the absorptance, and in order to deter-
mine the absorptance, the proportionality constant needs to be determined. One
simple way of getting absolute values of the absorptance is now to measure the
PDS signal over the spectral range accessible with the light source and monochro-
mator and then to adjust the absolute value to a separately measured transmission
and reflection measurement. Transmission and reflection measurements can also
be included in the PDS setup as shown in Figure 8.4. Figure 8.5 shows an example
for PDS measurements performed on microcrystalline and amorphous silicon
layers on glass. The dynamic range of the measurement is about five orders of
magnitude.

PDS has been used in photovoltaics mostly for disordered absorber layers as
a means to study the absorption edge and subgap states. Jackson and Amer, for
instance, used PDS to correlate defects seen in the subgap absorption spectra of
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Figure 8.5 Example of PDS measurements of hydrogenated microcrystalline and amorphous
silicon layers showing about five orders of magnitude dynamic range.

hydrogenated amorphous silicon with the defect density measured using electron-
spin resonance measurements [6]. Also in the field of organic photovoltaics, PDS
has been used frequently in order to study subgap states [7–10]. In the particu-
lar case of organics, the subgap features detected in PDS are usually transitions at
the internal donor–acceptor interface which are often called charge-transfer state
absorption. In particular, PDS has been used in combination with FTPS and lumi-
nescence spectroscopy to disprove the hypothesis of hot charge-transfer excitons
being needed for charge separation in organic solar cells [9, 10].

8.3
Fourier Transform Photocurrent Spectroscopy

There are different ways of measuring spectrally resolved photocurrents of solar
cells with a high dynamic range. In principle, this is possible with a normal quan-
tum efficiency setup as described in Chapter 2 as long as a lock-in amplifier is
used and filters are employed to suppress stray light sufficiently well for a high
dynamic range. In a normal quantum efficiency setup with a grating monochro-
mator, the illumination of the sample is done with a monochromatic light beam
and the wavelength of this monochromatic light is scanned over the range of
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wavelengths of interest [11]. A way of improving the signal-to-noise ratio is to
measure the quantum efficiency of all wavelengths of interest at the same time
using a Fourier spectrometer. The resulting technique of measuring spectrally
resolved photocurrents and quantum efficiencies is called FTPS and is particu-
larly suited for high dynamic range measurements [12, 13]. FTPS has been used
in the past for a variety of purposes such as for the determination of the doping
concentration in thin layers [14, 15]; the (in situ) study of degradation [16–19],
thermal annealing [20], defects [13, 21–26], disorder [7, 19], and impurities [27];
the charge-transfer complex in bulk heterojunction photovoltaic cells [28–32];
the composition of nanocrystalline diamond films [33]; and the light scattering in
silicon thin films [34].

The quantum efficiency

Qe =
∫

d

0
fc(z)G(z)dz

𝜙

(8.3)

depends on the charge carrier generation rate G(z) and the collection probability
fc(z) of charge carriers as a function of the position z (parallel to the surface nor-
mal). The corresponding flux of photons (per area, time, and energy interval) is
given by 𝜙. Since it is difficult to measure 𝜙, the FTPS technique often measures
a relative Qe. Typically, the collection efficiency fc(z) is a function of position z.
Thus, the shape of the quantum efficiency and the absorptance of a solar cell are
typically different, except for photon energies where the generation rate G(z) starts
to become independent of z. This is the case for photon energies below the band
gap, where the absorption coefficient–thickness product of the device becomes
much smaller than one (𝛼d << 1). Thus, in particular for the quantum efficien-
cies below the gap that can be determined in FTPS measurements, the shape of
the quantum efficiency will closely resemble the shape of the absorptance of the
active layer.

8.3.1
FTIR Setup

The FTPS measurements usually use a common Fourier transform infrared (FTIR)
spectrometer, which can be seen in Figure 8.6. Generally, an FTIR spectrometer
needs three components, namely, a (i) light source, (ii) beam splitter, and (iii) light
detector. To measure a spectrum, these three components have to match each
other spectrally, that is, the beam splitter has to be transparent and the light detec-
tor has to be sensitive to the spectrum of the light source. A brief overview over
the FTIR spectroscopy is also given in Refs. [35–37].

Different kinds of light sources exist. A tungsten lamp (up to 3000 K) in a quartz
bulb is commonly used for the UV/VIS (visible) and near-infrared (NIR) range.
A globar (silicon carbide, 1500 K) is used for medium-infrared (MIR) and far-
infrared (FIR) illumination. Alternatively, a nickel-chromium or a Nernst lamp
can be used, respectively. But instead of an internal light source, the optical inputs
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Figure 8.6 Sketch of Fourier transform infrared (FTIR) spectrometer. Such an FTIR spectrom-
eter basically consists of a light source, a beam splitter for the Michelson interferometer,
and a detector.

of an FTIR spectrometer allow for the use of any external light source. In case of
FTPS, these optical inputs can be used for a more intense light source than the
internal one. For the FTPS measurements of solar-cell applications, a UV/VIS,
that is, a tungsten lamp, is the best choice.

The beam splitter is part of the central unit of an FTIR spectrometer, a Michel-
son interferometer. This interferometer consists of two mirrors and such a beam
splitter, which ideally divides the incident light into two equal beams. One part
transmits the beam splitter, while the other part is reflected, that is, a deflection of
90∘ as shown in Figure 8.6. The deflected beam hits a fixed mirror, while the trans-
mitted beam hits a moving mirror. If the traveling distance of the moving mirror
is x, the phase difference between both reflected light beams will be 2x. For the
UV/VIS and NIR region of the spectrum, beam splitters are made of coated SiO2
(quartz) or CaF2 (calcium fluoride). For the NIR and especially MIR region, beam
splitters made of KBr (potassium bromide) are widely used.

To detect and control the position of the moving mirror, an (off-axis) laser beam
is incident on the Michelson interferometer. A laser detector each at the entrance
and the exit of the interferometer detects the interference of the laser while the
mirror is moving. For a high precision of the positioning of the moving mirror,
the laser needs to have a long coherence length. For this reason, a HeNe laser
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(632.816 nm wavelength, 15802.4 cm−1 wavenumbers) is commonly used. For the
normal use of an FTIR spectrometer, the mirror moves continuously forward and
backward while the speed is kept constant. To ensure such a constant speed, the
interference pattern of the laser (e.g., HeNe) is tried to keep in phase with a very
precise oscillator. Technically, this is done by a so-called phase-locked loop.

The light beams exiting the Michelson interferometer, which interfere each
other, are normally directed to the sample compartment. After passing the
sample, the light beam hits an optical detector. The detected signal is electrically
gained and digitized to be used within a PC. Common digitalization depths are
16–24 bits. More enhanced FTIR spectrometers offer the opportunity to direct
the beam paths to external optical outputs. This can be beneficial for FTPS
for the purpose of measuring solar-cell modules, which do not fit the sample
compartment. Also for the additional use of bias light for FTPS measurements
or a probe scanning measurement, an external optical output can be beneficial.
Note that in case of FTPS measurements, the sample coincides with the detector
(see Section 8.3.3.1).

8.3.2
Data Processing

This section gives a brief overview of the processing of FTIR data. A further under-
standing of FTIR data processing is presented in a series by Herres and Gronholz
[35–37]. Additionally, the textbooks [38–41] are recommended.

As mentioned earlier, the phase difference between two beams, which are split
in the Michelson interferometer, is 2x. This means that both light beams interfere
constructively, if the optical retardation is a multiple of the wavelength 𝜆, that is, if

2x = n𝜆, (8.4)

where n= 0, 1, 2, . . . . The interference pattern shows minima, that is, both beam
paths interfere destructively, if

2x = n𝜆
2

, (8.5)

where n= 1, 3, 5, . . . . This yields the general dependence of the measured signal
(interferogram)

I(x) = S(𝜈) cos(2π𝜈x) (8.6)

of the intensity of a monochromatic line (S) as a function of the wavenumber
(𝜈 = 1/𝜆), which is the inverse wavelength 𝜆. This is outlined in Figure 8.7a, where
in the upper part single interference patterns of light with three different wave-
lengths are shown. Every interference pattern separately corresponds to I(x). By
fitting Equation 8.6, one obtains the wavenumber (𝜈) and the wavenumber’s cor-
responding intensity I(𝜈). Fitting all single interference patterns (for all wavenum-
bers) yields the spectrum, which is shown in Figure 8.7b. Since all interference
patterns of all single light beams (single wavelengths) superimpose each other in
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Figure 8.7 Sketch of Fourier transformation.
(a) Light with different wavelengths (red,
solid line; green, dashed line; blue, dash-
dotted line) superimpose in the Michelson
interferometer. This superposition yields

an interferogram (I, black solid line) as it is
measured with an FTIR spectrometer. (b) A
Fourier transformation of the interferogram
(I) then yields the spectrum (S).

the Michelson interferometer, the measured signal looks like the lower part in
Figure 8.7a. This means that within an FTIR spectrometer, all wavelengths are
measured in parallel. The fitting algorithm of the interferogram to yield the spec-
trum is the so-called Fourier transformation (FT). Generally, the FT determines
the continuous different spectral components. However, since the interferogram
is acquired at discrete points, the FT also has to be discrete. The spectrum

S(kΔ𝜈) =
N−1∑
n=0

I(nΔx)ei2π nk
N (8.7)

is calculated via the discrete Fourier transformation (DFT), where N is the total
number of acquired data points. Consequently, the continuous variables 𝜈 and x
have been changed to kΔν and nΔx, respectively. For each k, the sum over the
whole interferogram multiplied with the sum of cosine and sine functions has to
be calculated numerically. This multiplication leads to the highest values (Fourier
coefficients) if the interference between the interferogram and the oscillating
cosine and sine functions is highest. The spectral resolution (in wavenumbers)

Δ𝜈 = 1
NΔx

(8.8)

is directly related to the sample spacing in real space (Δx) and the total number
of acquired data points (N). In fact, this means that the further the mirror in the
Michelson interferometer moves, the higher the resolution, but in contrast, the
longer the data acquisition time.

A real interferogram and its DFT, that is, its spectrum, are shown in Figure 8.8. It
can be seen that the center burst in the interferogram (the point where the super-
position of all light beams in the Michelson interferometer is highest) can be a
very sharp peak with a high amplitude, i.e., the signal changes very fast. Addition-
ally, the amplitude of the wings is small compared to the center burst, although
these wings contain most of the useful information. This requires a high-frequency
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Figure 8.8 (a) Real interferogram and (b) spectrum after Fourier transformation.

bandwidth of the detector unit and a high bit depth for the analog-to-digital con-
verter (ADC; see earlier). To gain a high-frequency bandwidth, the detector, the
impedance converter, and even the ADC have to be well chosen.

Indeed, since the interferogram is reciprocally proportional to the spectrum,
the narrower is the interferogram, the broader the spectrum, and vice versa. The
amplitude of the interferogram center burst corresponds to the average spectral
intensity, which can be derived from the inverse DFT.

The DFT is usually done by the software, which comes with an FTIR spectrom-
eter. However, the software requires some parameters, which have to be set by the
user. These parameters are (i) resolution, (ii) zero filling, (iii) undersampling, (iv)
apodization, and (v) phase correction. The following sections give a brief overview
over the meaning of these parameters.

8.3.2.1 Resolution in FTIR
As mentioned earlier (see Equation 8.8), the resolution is determined by the
sampling distance (Δx) and the absolute number of sampling points (N), that is,
the path length of the moving mirror in the Michelson interferometer. Figure 8.9
illustrates the relation between the spectrum in (a) and the corresponding
interferogram in (b). The spectrum shows two sharp lines, which are separated
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Figure 8.9 (a) Artificial spectrum, which consists of two Lorentzian peaks, which are sep-
arated by 1/d wavenumbers. (b) The two peaks from (a) produce repetitive patterns at a
distance of d in the interferogram after Fourier transformation.
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by 1/d wavenumbers. Due to this separation in the spectrum, the interferogram
shows a periodic modulation pattern, which is repeated after a path length of
d. This means that the closer both lines are, the greater is the distance between
two repeated patterns in the interferogram. This fact is called the Rayleigh
criterion.

Since the pathway in the Michelson interferometer in an FTIR and the sam-
pling distance is limited by the wavelength of the internal laser, the resolution
of an FTIR is finite. Common spectrometers have a resolution of Δ𝜈 ≥ 0.2 cm−1.
Quantum efficiency measurements of semiconductors, even highly ordered ones,
do not need such high spectral resolution. A resolution of Δν≈ 10 cm−1 for FTPS
measurements is typically sufficient.

8.3.2.2 Zero Filling
Zero filling is a method to deal with the so-called picket-fence effect. Typical soft-
ware for FT spectroscopy requires specifying the zero-filling factor (ZFF); there-
fore, we will briefly describe the picket-fence effect and the zero-filling method to
compensate this effect, although the picket-fence effect is usually of minor impor-
tance for the specific application of FTPS.

The so-called picket-fence effect originates from the fact that the discrete FT
only approximates the continuous FT. The data acquisition is performed at dis-
crete sample points, which leads to an error if the interferogram contains frequen-
cies which do not coincide with the frequency sample points (kΔν). In the worst
case, someone could imagine that a frequency component lies exactly between
two sample points. The resulting spectrum would then resemble the view through
a picket fence. If the spectral components are broad enough (such as in FTPS)
and spread over several sampling positions, this effect has little influence on the
spectrum.

The zero-filling method to overcome the picket-fence effect adds zeros at the
beginning or end of the interferogram before the DFT is performed. This increases
the number of points in the interferogram, which therefore increases the num-
ber of points in the spectrum. The zero filling is equivalent to interpolating the
spectrum, which therefore reduces the error and increases the spectral resolution
[42, 43].

The influence of the zero filling is shown in Figure 8.10. The red solid line
with the red open circles shows the absorption bands from water vapor without
any zero filling, that is, ZFF= 1. In comparison to this, the black solid line
shows exactly the same measurement after a high zero filling of ZFF= 16. The
difference between both curves can be seen from the inset. While the spectrum
without zero filling seems to look choppy, the zero-filled spectrum shows a quite
smooth curve.

It should be noted that the measure of FTPS for solar-cell applications does not
need any high ZFF. It is often recommended to chose at least ZFF= 2 [35], since
this procedure increases the signal-to-noise ratio by a factor of

√
2 [43]. Indeed,

quantum efficiency spectra from semiconductors (as stated earlier) do not show
very sharp and/or abrupt line shapes, even at very low sample temperatures.
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Figure 8.10 Spectra of sharp absorption bands from water vapor. Spectrum calculated with
low zero filling ZFF= 1 (red dashed line with open circles), where the absorption bands look
badly clipped, and spectrum calculated with high zero filling ZFF= 16 (black solid line).

8.3.2.3 Undersampling
The spectral range of an FTIR spectrometer is determined by the wavelength
of its internal laser, which helps to control the position of the mirror in the
Michelson interferometer. Since the wavelength of the laser triggers the data
acquisition, frequencies which are higher than of the trigger itself are acquired too
slowly. However, a common FTIR spectrometer is triggered at the zero crossing
of the interference pattern of an internal HeNe laser, which emits light with
𝜈 = 15 800 cm−1. This would mean that FTPS measurements are limited to this
wavenumber at the upper end. It can be seen in the following that undersampling
will help to expand the upper limit of the spectral range.

From Equation 8.7 it can be seen that the FT of an interferogram with N points
only yields a redundant spectrum with N/2 points (see Figure 8.11a and b). The
FT is mirror symmetric, that is,

S((N − k)Δ𝜈) = S(kΔ𝜈), (8.9)

which can be easily seen with the identity

ei2πk = (ei2π)k = 1k = 1. (8.10)

If k is substituted by N− k, the spectrum S will not change. More generally spoken,
the mirror-symmetric N-point sequence in Figure 8.11b is endless and periodi-
cally replicated, since also

S((k + mN)Δ𝜈) = S(kΔ𝜈) (8.11)

is also valid, where m= 1, 2, 3, … (see Figure 8.11c). This replication of the spec-
trum is known as aliasing. To conclude, the upper limit of the spectrum is limited
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Figure 8.11 Effects of sampling. (a) Expected
spectrum. (b) However, the Fourier trans-
formation of the corresponding interfer-
ogram yields the expected spectrum and
its mirror image. This means that only half
of the interferogram points (N/2) contains
useful information. The second half of the
points is redundant and discarded. (c) Alias-
ing effect shows the endless replication of
the spectrum on the wavenumber axis. If the

spectrum has nonzero contribution in the
wavenumber range 𝜈 ≥ 𝜈max and 𝜈max ≥ 𝜈f,
errors occur. These conditions are fulfilled
if the sampling Δx < 1/(2𝜈max) is violated.
(d) Undersampling can be realized without
errors if the spectrum is actually limited to
𝜈min ≤ 𝜈 ≤ 𝜈max. (e) The Fourier transformation
with the use of undersampling also produces
aliases.

to N/2 points, and therefore together with Equation 8.8 the so-called Nyquist
wavenumber is

𝜈Ny =
N
2
Δ𝜈 = 1

2Δx
. (8.12)

Note that the factor of 2 is the reason why the spectral range is limited to the
wavenumber of the internal laser, even with zero-crossing triggering (wave detec-
tion at wavelength 𝜆/2) as mentioned earlier.

As a consequence of this aliasing, to measure clear and unchanged spectra with
an FTIR, one has to ensure that the overlap of two mirroring spectra is zero, that
is, the original spectrum has to be actually zero at 𝜈 ≥ 𝜈Ny. To shift 𝜈Ny to higher
wavenumbers, two solutions are possible. On the one hand, additional trigger-
ing points can be introduced. Modern FTIR spectrometer trigger the zero cross-
ing and also the maxima/minima of the interference pattern of the internal laser,
which yields four triggering points per wavelength and therefore shifts the upper
wavenumber to 𝜈Ny = 31 600 cm−1. On the other hand, undersampling is also pos-
sible to shift the upper limit of the spectrum. Undersampling means that the lower
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limit of the spectrum 𝜈min > 0. Since the sampling

Δx ≤ 1
2|𝜈max − 𝜈min| (8.13)

is determined by the upper (𝜈max) and the lower spectral limit, not necessarily
every sample point has to be triggered for data acquisition. By eliminating the
spectral contribution from low wavenumbers, light with wavenumbers higher
than the Nyquist wavenumber can be measured.

By sampling light with a wavenumber higher than the natural sampling (inter-
nal HeNe laser), the wavenumber of this light is underestimated. By knowing this
and the fact that the spectrum has no contribution from low wavenumbers, the
light with the underestimated wavenumbers can be interpreted as what it is, that
is, light with a wavenumber beyond the Nyquist wavenumber. Figure 8.11d and
e illustrates this. Since the Fourier transformation is periodic, the original spec-
trum (see Figure 8.11d) and its alias (Figure 8.11e), which starts at 𝜈min = 0, are
equivalent. Only the wavenumber scaling has to be done afterward.

The upper limit of the spectrum

𝜈max = n𝜈HeNe (8.14)

where n= … , 1/3, 1/2, 1, 2, … must be a natural fraction or integer multiple of the
wavenumber of the internal laser (𝜈HeNe = 15 800). The lower limit of the spectrum

𝜈min = n − 1
n

𝜈max (8.15)

where n= 1, 2, 3, . . . .

8.3.2.4 Apodization and Instrumental Line Shape
An additional effect arises from the difference between a continuous and a finite
Fourier transformation (FT), as it is done within FTIR spectroscopy (compare
Equation 8.7). While the continuous analytical FT of an analytical interferogram
Ia(x) uses an infinite integral

Sa(𝜈) = ∫
+∞

−∞
Ia(x)ei2π𝜈x dx, (8.16)

the interferogram of a measured FTIR signal is limited by the pathway NΔx of the
moving mirror in the Michelson interferometer. This fact is known as leakage. To
compensate the effect of the limited pathway of the mirror, the interferogram I(x)
is multiplied with an apodization function A(x) such that the spectrum SL(𝜈) after
apodization is given by

SL(𝜈) = ∫
+∞

−∞
A(x)I(x) ei2π𝜈xdx. (8.17)

If A(x) is equal to a boxcar function, the FT of A(x) yields the natural line shape of
the FTIR spectrometer with finite resolution. Note that an infinite A(x)= 1 would
also mean infinite resolution. The natural line shape is shown in Figure 8.12a. It
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Figure 8.12 Several apodization functions (left) and its corresponding instrumental line
shapes, that is, Fourier transformations (right). Generally, the broader the line shape, the less
is the ripple (side lobes).

can be seen that this line shape is rather sharp compared to the other so-called
apodization functions in Figure 8.12. However, the disadvantage of such a rather
sharp line shape is numerous additional peaks beside the main peak, which are
known as side lobes. These side lobes cause a displacement of the spectral inten-
sity. The solution of this problem is the removal of the feet, which is the meaning of
apodization. Instead of applying an FT with the natural line shape of an FTIR spec-
trometer, the user can choose to convolute the measured interferogram with such
an apodization function. Some of the common functions and their line shapes are
plotted in Figure 8.12. Choosing an apodization function always means a compro-
mise between spectral resolution, that is, the width of the line shape, and artificial
signals in the spectrum due to the side lobes. The choice of an apodization func-
tion therefore depends on the needs. If the highest resolution is needed, then
the boxcar truncation is mandatory. The Happ-Genzel and the Blackman-Harris
apodization functions yield a loss in resolution of 50% compared to the boxcar
truncation. However, since these functions produce wiggles in the spectrum if the
interferogram includes low-frequency components, that is, it may show an offset
at the end, one should use an apodization function which is close to zero at the
boundary. The triangular, trapezoidal, Blackman-Harris, or Gauss windows fulfill
these requirements [36]. As the Blackman-Harris function shows almost the same
narrow line shape as the triangular or Happ-Genzel function but at the same time
the highest side lobe suppression and is further nearly zero at the interval ends,
this function can be considered as the top performer of these three functions [36].
An extensive overview over the individual properties of numerous apodization
functions can be found in [44, 45].

To summarize, spectra from FTPS measurements are often rather broad, and a
Blackman–Harris window function is a proper choice for solar-cell applications.
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8.3.2.5 Phase Correction
The last mathematical operation, which is performed on the Fourier transfor-
mation (FT) of an interferogram, is the phase correction. A phase correction is
necessary, since the spectrum

S(𝜈) = Re(S(𝜈)) + iIm(S(𝜈)) = S0ei𝜑(𝜈) (8.18)

after FT of the interferogram is in general a complex number. The determination
of the amplitude S0(𝜈) can either be done by calculating the power spectrum

S0(𝜈) =
√
[Re(S(𝜈))]2 + [Im(S(𝜈))]2 (8.19)

or by multiplication of S(𝜈) by the inverse of 𝜑(𝜈) and taking the real part of the
result:

S0(𝜈) = Re[S(𝜈)e−i𝜑(𝜈)], (8.20)

where the phase

𝜑(𝜈) = arctan
[

Im (S (𝜈))
Re(S(𝜈))

]
. (8.21)

The correction of the phase via Equation 8.20 is known as multiplicative
phase correction [36] or the Mertz method [46]. Note that Equations 8.19 and
8.20 are equivalent if the data is free of noise. However, the Mertz method in
Equation 8.20 can reduce noise by a factor of

√
2 compared to the power spectrum

in Equation 8.19 [36], since Equation 8.19 always yields a positive signal, that is,
even noise, which fluctuates around zero, gets mirrored from the negative to the
positive side. This means that FTIR interferograms should be phase corrected by
this Mertz method to get the signal-to-noise ratio enhanced further. Additional
to this, the phase 𝜑(𝜈) contains useful information regarding the phase delays of
either the optics, the detector/amplifier unit, or the electronic filters [36]. This
means that a frequency-dependent delay of the charge carrier transport in solar
cells can be determined from the phase 𝜑(𝜈) in FTPS measurements.

8.3.3
Measurement Procedure

8.3.3.1 Sample Preparation
Three different configurations can be used for FTPS measurements (see
Figure 8.13). The choice for any of these configurations depends on the require-
ments. Where the sample configuration in Figure 8.13a yields advantages for fast
prototyping, since the preparation is easy, the configuration in Figure 8.13c uses
whole solar-cell devices and an FTPS measurement would help understanding
and analyzing the properties of the absorber layer and its charge carrier col-
lection in a working solar cell and could be compared with other photovoltaic
parameters.

The sample configuration in Figure 8.13a is a coplanar semiconducting layer on
a substrate, which can be either transparent or opaque. The electrical contacts are
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Figure 8.13 Different types of samples for
FTPS measurements. (a) Coplanar semicon-
ducting layer on a substrate where the elec-
trical contacts are evaporated on top of the
semiconducting layer. (b) Semiconducting

layer sandwiched between two electrical
contacts. (c) Working solar cell, which drives
a photocurrent without any external voltage
applied. Note that the light can be incident
to the sample from both sides in each case.

evaporated on top of the semiconducting layer. An interdigital contact grid with
narrow fingers and gaps between the fingers is highly recommended. This ensures
high photogeneration of charge carriers in the semiconductor and low absolute
bias voltages to drive the photoinduced current, if the layer stack should not be
illuminated from the substrate side. The bias voltage, which drives the photoin-
duced current, should be in the range of V b ≈ 0.1–1.0 kV/mm. A low absolute
bias voltage can be necessary to avoid any damage to the current/voltage ampli-
fier. Therefore, to apply high electric fields at the same time, it is recommended to
use interdigital electrical contacts with small gaps in between. However, Poruba
et al. [34] recommend a spacing of 1.5 mm at least for scattering samples. The dis-
advantage is that this kind of samples does not correspond to material, which is
grown on the same substrates as it is later used for solar-cell fabrication [47].

Figure 8.13b shows a semiconducting layer between two electrical contacts. One
of these electrical contact layers is allowed to be opaque. At least one of both lay-
ers has to be transparent. This contact situation is more close to real conditions,
for example, in solar-cell technology the semiconducting layers are often electri-
cally connected by transparent conductive oxide layers (e.g., ZnO, SnO2). The bias
voltage is applied via these contacts, which means that the current in this case
flows perpendicular to the layers. If the semiconducting layer is thin (up to a few
micrometer), already small absolute bias voltages are sufficient to have electrical
fields as high as V b ≈ 0.1–1.0 kV/mm and efficiently extract charge carriers even
in low mobility materials.

A whole working solar cell in Figure 8.13c can be typically measured without
any applied bias voltage [48]. Nevertheless, we recommend a small reverse
bias voltage of about V b ≈−10 mV to compensate the input impedance of a
current/voltage amplifier. Any input impedance means an electrical load to the
device, which hinders the photogenerated charge carriers to be extracted from
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the device. The application of any forward bias voltage simulates real solar-cell
working conditions [49].

8.3.3.2 Measurement Modes
The measurement procedure for FTPS depends on the choice of the sample (see
Section 8.3.3.1). Three different measurement procedures are possible, that is, (i)
steady-state measurement with spectrometer in step-scan mode, (ii) lock-in mea-
surement with spectrometer in step-scan mode, and (iii) modulated measurement
with spectrometer in scanning mode. The main difference is the modulation fre-
quency of the optical signal.

The samples in Figure 8.13a and b are actually photoresistors. Light, which
illuminates such a photoresistor, increases the conductivity by the ionization
of defects in the semiconductor. The advantage of a photoresistor over a whole
device (see Figure 8.13c) is the absence of any dark current. The disadvantage
is its slow photoresponse. Photoresistors can be driven up to a modulation
frequency f = 300 Hz. However, the scanning mode of an FTIR spectrometer uses
modulation frequencies f ≥ 2.5 kHz for light at 𝜆= 632 nm wavelength, which
means that only light at 𝜆≥ 5.3 μm can be modulated with f ≤ 300 Hz.

For this reason, in case (i), the moving mirror in the Michelson interferome-
ter can be driven stepwise. In the so-called step-scan mode, the device has to be
voltage biased and dc coupled to the current/voltage amplifier as well as to the
analog/digital converter at the input of the spectrometer. The slow photoresponse
leads to time-consuming measurements, which for the lack of averaging do only
gain spectra with a dynamic range of two orders of magnitude.

A higher dynamic range can be achieved with the use of lock-in technique in
case (ii). This technique can improve the signal-to-noise ratio about two orders of
magnitude. For this mode the spectrometer is also used in the step-scan mode, the
light is modulated by a chopper wheel (ideally close to or in the focal point of the
light beam), and the sample is voltage biased and ac coupled to the current/voltage
amplifier. The exit of this current/voltage amplifier has to be connected to a lock-
in amplifier, which is triggered by the modulation frequency of the chopper. The
dc signal from the lock-in amplifier can be digitized either by the lock-in unit itself
or by the analog/digital converter of the spectrometer.

If the use of full working solar-cell devices is possible, in case (iii), FTPS mea-
surements can be performed using the scanning mode of the spectrometer. As
already mentioned, the modulation frequencies are high (∼kHz). For this reason
a current/voltage amplifier and analog/digital converter with a high bandwidth
should be chosen to avoid spectral distortion, since the modulation frequency

f = 2𝜈u (8.22)

is a function of the wavenumber (𝜈) of the monochromatic light, where u is the
steady velocity of the moving mirror in the Michelson interferometer, that is, light
at 𝜈 = 25 000 cm−1 is modulated two times faster than light at 𝜈 = 12 500 cm−1. The
frequency response of the device depends on the electrical conductivity

𝜎 = q[n(𝜑(𝜈))𝜇e(𝜑(𝜈)) + p(𝜑(𝜈))𝜇h(𝜑(𝜈))], (8.23)
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Figure 8.14 FTPS measurements (black
solid lines) of different solar cells. In (a) the
FTPS data (solid line) of a perovskite solar
cell is compared to a quantum efficiency
measured using a grating monochromator
(open circles). Figure (b) compares FTPS

measurements of hydrogenated amorphous
silicon (a-Si:H), hydrogenated microcrys-
talline Si (μc-Si:H), cadmium telluride, copper
indium gallium diselenide, and polymer-
fullerene blend (PCDTBT:PC71BM) solar cells.

which is a function of the electron (𝜇h) and hole (𝜇p) mobilities, respectively, and
therefore also a function of the spectrum𝜑(𝜈). Beside the charge carrier mobilities,
the electron (n) and hole (p) concentrations, respectively, influence the conductiv-
ity. Since n and p are also functions of𝜑(𝜈), the reliability of an FTPS measurement
strongly depends on the spectrum. For this reason, the scanner velocity (modula-
tion frequency) and the spectrum have to be altered to investigate any frequency
damping of the device under test, which would yield a spectral distortion of the
measured quantum efficiency of the device.

We measured FTPS of six state-of-the-art solar cells to demonstrate the
measurement procedure and explain how to deal with the spectrum- and
frequency-dependent conductivity. Figure 8.14a compares an FTPS measure-
ment of a perovskite (methylammonium lead iodide, CH3NH3PbI3) solar cell with
a quantum efficiency measured using a quantum efficiency setup with a grating
monochromator. While in the grating monochromator setup each wavelength
has to be chosen separately altogether with color filters to eliminate higher orders
of diffraction from the grating, in the FTPS setup all wavelengths are measured
at the same time. This is known as the so-called multiplex or Fellgett’s advantage.
And due to the need of slits at the entrance and the exit of a monochromator,
which defines the spectral resolution but also restricts the amount of light that
passes through it, the FTPS setup can have a better signal-to-noise ratio of about
two orders of magnitude. This fact is known as the throughput or Jacquinot
advantage. Practically, these advantages lead to faster measurements with an
FTPS setup compared to a grating monochromator setup.

Figure 8.14b shows further FTPS measurements of solar-cell devices with
absorber layers made from hydrogenated amorphous silicon (a-Si:H), hydro-
genated microcrystalline silicon (μc-Si:H), cadmium telluride (CdTe), copper
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Figure 8.15 (a) Damping of the sig-
nal/spectrum versus the FTPS modulation
frequency, which is chosen to be in the
range f = 2.5–20 kHz. The damping is eval-
uated in the higher energy region of full
absorptance (compare to Figure 8.14). (b)

Comparison between internal and external
light sources in use with a Bruker Vertex 80v
FTIR spectrometer. The external light source
shows higher output in the UV/VIS and NIR
range compared to the internal light source.

indium gallium diselenide (Cu(In,Ga)Se2), and a PCDTBT:PC71BM blend. The
measurements are conducted with a Bruker Vertex 80v FTIR spectrometer, a
Femto DLPCA-200 current/voltage amplifier close to the sample in the sample
compartment (variable gain 103 –1011 V/A, bandwidth 500–1 kHz), an external
light source, which is UV/VIS enhanced (see Figure 8.15b), and several optical
cutoff filters.

In this measurement configuration, a single raw measurement is sufficient to
obtain a dynamic range of four orders of magnitude. Together with the decrease
of the photon flux of the light source to higher photon energies (see Figure 8.15b),
where the absorptance of the samples is high, the dynamic range can be increased
up to six orders of magnitude for a spectrally corrected FTPS measurement.
However, the earlier mentioned spectral dependence of the conductivity (see
Equation 8.23) requires the use of optical filters to enhance the reliability of the
measurement. For example, an amorphous silicon device (compare Figure 8.14b)
can show the influence of bias light in the low absorption region. A quantum
efficiency measurement with a monochromator can show about two times less
absorptance in the low energy region in comparison to the spectrally broad
FTPS method. Similar to a dual beam constant photocurrent measurement, the
spectrally broad illumination and therefore the high charge carrier concentration
increases the FTPS signal at low subbandgap absorption. Since the subbandgap
absorption of all other samples shows a much steeper decrease compared to the
a-Si:H sample (see Figure 8.14b), the influence of any bias light is negligible.
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Note that the signal-to-noise ratio is proportional to the square root of the
spectral range [50], that is, it is better to use smooth filters, which do not totally
eliminate high signal regions, instead of cutoff filters for enhancing the dynamic
range [47]. This fact also arises from the earlier mentioned multiplex or Fellgett’s
advantage.

To further check the modulation frequency response of the samples, we var-
ied the scanner velocity of the Michelson interferometer (see Figure 8.15a). The
modulation frequency at the wavelength of the internal HeNe-reference laser is
f = 2.5–20 kHz. The spectra are evaluated in the region of full absorption, that is,
the photon energy range Eγ = 2.0–2.4 eV, where the modulation frequency is sim-
ilar to the scanner modulation frequency. Whereas all absorber materials show
almost no damping in the whole frequency range, the curves from μc-Si:H and
Cu(In,Ga)Se2 show a slight damping of almost −1.5 dB at f > 10 kHz compared to
the signal at slowest modulation frequency. Further comparative studies of FTPS
measurements for solar-cell applications can be found in Refs. [48, 49, 51–54].
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and Vaněček, M. (2006) Fast quantum
efficiency measurement of solar cells
by Fourier transform photocurrent
spectroscopy. J. Non-Cryst. Solids, 352,
1221–1224.

13. Poruba, A., Špringer, J., Mullerová, L.,
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23. Vaněček, M. and Poruba, A. (2002)
Fourier-transform photocurrent spec-
troscopy of microcrystalline silicon
for solar cells. Appl. Phys. Lett., 80,
719–721.

24. Bozyigit, D., Volk, S., Yarema, O., and
Wood, V. (2013) Quantification of deep
traps in nanocrystal solids, their elec-
tronic properties, and their influence
on device behavior. Nano Lett., 13,
5284–5288.



References 213

25. Poruba, A., Springer, J., Mullerova, L.,
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Spectroscopic Ellipsometry
Jian Li, Robert W. Collins, Michelle N. Sestak, Prakash Koirala, Nikolas J. Podraza, Sylvain
Marsillac, and Angus A. Rockett

9.1
Introduction

Over the past few decades, spectroscopic ellipsometry has emerged as a nonde-
structive, noninvasive optical technique for the characterization of thin-film solar-
cell materials and devices [1–6]. Ellipsometry derives its name from the measure-
ment of the output polarization ellipse which is generated after a beam of light
with a known input polarization ellipse interacts specularly with a sample [7–9].
The polarization-modifying interaction can occur either when the light beam is
transmitted through the sample, as in transmission ellipsometry, or more com-
monly when it is reflected obliquely from the sample surface, as in reflection ellip-
sometry. In the absence of depolarization effects (to be discussed in Section 9.3),
the pure polarization state of the emerging beam is elliptical in general, and the
analysis of this ellipse can provide useful optical and structural information about
the sample including optical properties and multiple layer thicknesses.

The instrument that performs such polarization measurements is known as an
ellipsometer, and one of the most popular instrument configurations of an ellip-
someter is denoted PCSA [7–9]. In this configuration, an unpolarized, collimated
light beam from a source is first polarized elliptically upon transmission through
a polarizer (P) and compensator (C) and is then specularly reflected from the
sample (S). The reflected beam passes through an analyzer (A), which is simply
a second polarizer, before impinging on the detector. The source, polarizer, and
compensator (also referred to as a retarder) work together to generate a known
state of polarization before the light beam reaches the sample, whereas the
analyzer and detector work together to detect the change in polarization state
after the light beam reflects from the sample. Because the change in polarization
state depends on wavelength, a spectroscopic ellipsometry experiment applies
either a monochromator in conjunction with the source or a spectrometer in
conjunction with the detector. Overall, a single ellipsometry measurement on
an isotropic sample provides two important interaction parameters, 𝜓 and
Δ, at a given wavelength, which can be derived from the polarization state
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characteristics of the beam before and after reflection from the sample. These
so-called ellipsometry angles are defined by

tan𝜓 exp(iΔ) =
rp

rs
,

where rp and rs are the complex amplitude reflection coefficients of the sample
for p and s linear polarization states, for which the electric field vibrates parallel
(p) and perpendicular (s) to the plane of incidence, respectively. The plane of inci-
dence includes both the incident and reflected beam propagation vectors as well
as the normal to the reflecting surface.

A single ellipsometry measurement performed at one wavelength can provide
at most two sample parameters from the values of 𝜓 and Δ determined in the
experiment [7–9]. The simplest situation involves a reflecting sample that is non-
magnetic, isotropic, homogeneous, and uniform and at the same time presents a
single interface to the ambient, meaning that it is atomically smooth and film-free.
In this case, the optical property parameters of the sample including n, the real
index of refraction, and k, the extinction coefficient (n, k ≥ 0), can be determined
from 𝜓 and Δ. The optical property parameters (n, k) are functions of wavelength,
that is, they exhibit dispersion, and are characteristic of the material from which
the sample is composed. (The optical property parameters are often called “optical
functions.”) In fact, n and k serve as the real and imaginary parts of the complex
index of refraction N = n− ik. The negative sign in this definition arises from the
electric field phase convention adopted here. The determination of optical func-
tions from spectra in the ellipsometry angles for a sample presenting a single ideal
interface to the ambient medium will be described in Section 9.2.2.

In the early years of ellipsometry research, before the widespread use of
computers, (𝜓 ,Δ) data could be obtained only at one or a few selected wavelength
values [10]. The most widespread application of such a measurement was to
determine (n, k) and thickness of a thin film on a known substrate, which posed
a data analysis challenge due to the limited number of data values. Starting in
the 1970s, automatic ellipsometers were developed capable of collecting (𝜓 ,Δ)
point-by-point nearly continuously versus wavelength spanning from the ultra-
violet (200–300 nm) to the near-infrared (800–900 nm) [11]. Acquisition times
for spectroscopic ellipsometry (SE) ranged from several minutes to several hours
depending on the number of wavelength points desired. Using this method, it is
possible to extract N for one or more components of a sample structure as smooth
functions of wavelength. Such optical functions can be further analyzed to provide
the electronic structure such as the critical point parameters of a semiconductor
material (fundamental and higher band-gap energies, critical point amplitudes
and their widths) [9, 11–14]. A database of materials’ optical functions in turn can
provide useful information about complicated samples such as their void fraction,
crystalline fraction, alloy composition, grain size, strain, and temperature, see
for example Refs. [15–19]. The optical functions of many materials have been
studied in depth and can be found, for example, in Refs. [20, 21].

The relatively long acquisition times of traditional SE precluded in situ and real-
time measurements during thin-film deposition and processing; however, later
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developments using high-speed array detectors enabled SE with acquisition times
from tens of milliseconds to tens of seconds [9, 22]. The instrument for such mea-
surements became known as the multichannel ellipsometer, and the technique was
described as real-time spectroscopic ellipsometry (RTSE) which can be very useful
in tracking the growth mechanisms of a thin-film material. The advantages of in
situ RTSE include measurement of unoxidized surfaces in vacuum environments,
the determination of surface roughness from the real-time data set and its correc-
tion for highly accurate spectra in N , and the resulting ability to develop a database
of optical functions for a given material as a function of deposition parameters and
measurement temperature. This optical function database is then useful for ana-
lyzing ex situ SE data. RTSE examples will be provided in this chapter since RTSE
is the most informative type of ellipsometry currently available for photovoltaics
research.

9.2
Theory

In order to understand the ellipsometry measurement, it is necessary to start with
the basics of polarized light. Next the simplest problem is presented and solved,
namely, that of a specularly reflecting single interface. This illustrates how ellip-
sometry can be used to determine the optical functions of a photovoltaic material.

9.2.1
Polarized Light

The electric field vector of a monochromatic plane wave of arbitrary polarization
state traveling along the z direction can be written as [7]

E⃗(z, t) = [E0x cos(𝜔t − kz + 𝛿x)]x̂ + [E0y cos(𝜔t − kz + 𝛿y)]ŷ, (9.1)

where E0x and E0y are the amplitudes of the electric field along the x and y
axes (E0x ≥ 0; E0y ≥ 0), respectively; 𝜔 is the angular frequency of the wave;
k is the magnitude of the propagation vector (not to be confused with k, the
extinction coefficient); and 𝛿x and 𝛿y are the phase angles of oscillations along the
x and y axes, respectively. In the most general case, the endpoint of the electric
field vector traces out an ellipse as a function of time with period 𝜏 = 2π/𝜔 at a
fixed position in space; however under special circumstances, the endpoint traces
out a circle or a line resulting in circular or linear polarizations, respectively.
In particular, when E0y/E0x = 1 and 𝛿y − 𝛿x =±(π/2+ 2nπ) (n= 0, 1, 2, … ) right
(+) and left (−) circular polarization results; when 𝛿y − 𝛿x = 2nπ, ±(π+ 2nπ)
(n= 0, 1, 2, … ) linear polarization results. The handedness of circular and, more
generally, elliptical polarization describes the sense of rotation of the electric
field endpoint at a fixed position. For right- and left-handed polarization states,
the electric field vector travels clockwise and counterclockwise, respectively.
The handedness assignments for 𝛿y − 𝛿x are valid when using the argument
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(𝜔t− kz+ 𝛿) in Equation 9.1. If an argument of (kz−𝜔t + 𝛿) is used, the assign-
ment is opposite (see, e.g., Refs [11, 23]). For the latter convention, the sign
associated with the imaginary part of N becomes positive.

Thus, the elliptical polarization state can be defined most generally by four
parameters: E0x, E0y, 𝛿x, and 𝛿y [7]. An alternative set of four parameters can be
used, namely, the azimuthal angle Q, the ellipticity angle 𝜒 (whose sign defines
the handedness), the amplitude A, and the absolute phase 𝛿. The azimuthal
angle Q (−90∘ <Q≤ 90∘) of the ellipse is the angle between the major axis and
a fixed reference direction (such as the p direction). The ellipticity angle 𝜒

(−45∘ ≤𝜒 ≤ 45∘) is defined as 𝜒 = tan−1 e, where e= b/a (−1≤ e≤ 1) and b and a
are the lengths of the semiminor and semimajor axes of the ellipse, respectively.
Usually only the shape of the polarization ellipse is of interest in an ellipsometry
measurement (an exception being when ellipsometry is performed together with
a polarized transmittance and/or reflectance measurement). As a result, the
amplitude and absolute phase associated with the polarization ellipse are not of
interest, and the key polarization state angles (Q,𝜒) can be derived from the field
ratio E0y/E0x and the phase difference 𝛿y − 𝛿x.

9.2.2
Reflection from a Single Interface

Reflection from a single interface between the ambient and a non-magnetic,
isotropic, homogeneous, and uniform medium (“the sample”) provides the sim-
plest example of how ellipsometry can be applied to determine N s, the complex
index of refraction of the given sample [7]. In this example, the front reflecting
surface of the sample must be planar, atomically smooth, and film-free, and no
light must be collected via reflection or scattering from the back surface of the
sample or the sample holder. The latter condition is met if the reflecting material
is opaque or if the sample is sufficiently thick that any back-surface reflection
can be blocked with an aperture. Alternative methods to eliminate back-surface
reflection for semitransparent samples include back-surface roughening to the
point where the scattered irradiance is negligible or using wedge-shaped samples
with planar but nonparallel surfaces.

For an isolated reflection from a single interface, the complex amplitude reflec-
tion coefficients for p and s polarized light are given by the Fresnel equations:

rp =
Ns cos 𝜃i − na cos 𝜃t
Ns cos 𝜃i + na cos 𝜃t

rs =
na cos 𝜃i − Ns cos 𝜃t
na cos 𝜃i + Ns cos 𝜃t

. (9.2)

In these equations, na is the real index of refraction of the ambient, N s = ns − iks
where ns is the real index of refraction of the sample and ks is its extinction coef-
ficient, 𝜃i is the angle of incidence, and 𝜃t is the complex angle of transmission.
Although these equations appear to have two complex unknowns, N s and 𝜃t,
Snell’s law can be applied to eliminate 𝜃t. Then, the ellipsometry angles 𝜓 and Δ
can be expressed in terms of N s, na, and 𝜃i through

tan𝜓 eiΔ =
rp

rs
= 𝜌. (9.3)
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Upon inversion of the resulting equation, N s can be determined from the
measured ellipsometry angles 𝜓 and Δ using the known quantities na and 𝜃i.
The resulting equation becomes simpler in form when the optical functions are
expressed instead as

𝜀s = N2
s 𝜀a = n2

a , (9.4)

where 𝜀s is the complex relative dielectric permittivity, the so-called complex
dielectric function of the reflecting sample, and 𝜀a is the real dielectric function
of the ambient. The final result, which relates the measured ellipsometry angles
to the dielectric function of the sample, is given as

𝜀s = 𝜀asin2
𝜃i

[
1 + tan2

𝜃i

(
1 − 𝜌

1 + 𝜌

)2
]

. (9.5)

For a single interface, the requirements on 𝜀s = 𝜀s1 − i𝜀s2, that is, that the imaginary
part 𝜀s2 be positive, imply that 0∘ ≤𝜓 ≤ 45∘ and 0∘ ≤Δ≤ 180∘.

9.3
Ellipsometry Instrumentation

Figure 9.1 shows the generic ellipsometer configuration that illustrates the princi-
ples of stepwise wavelength scanning SE used in ex situ, single-point, and off-line
analysis whereby measurement speed is not critical [7–9]. The same basic config-
uration also applies to multichannel SE used in high-speed applications including
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Figure 9.1 Generic spectroscopic ellipsome-
try (SE) configuration. The p and s directions
are parallel and perpendicular to the plane
of incidence, and P and A are the angles
of the transmission axes t of the polarizer

and analyzer, respectively, relative to the p
direction (intersection of the plane of inci-
dence with the surface of the device). C is
the angle of the fast axis F of the compen-
sator relative to the p direction.
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in situ real-time, mapping, and online analysis [9, 24]. The principles and functions
of the optical elements of Figure 9.1 are provided in Ref. [7]. Whereas the polarizer
and analyzer extinguish the electric field component normal to the transmission
axis, indicated by t in Figure 9.1, the compensator exerts a phase lag or retardance
of 𝛿C on the electric field component normal to the fast axis indicated by F . As a
result, for incident linear polarization with components both parallel and perpen-
dicular to the fast axis, the polarization is modified to elliptical, in general, upon
transmission through the compensator. Compensators are chromatic to varying
extents depending on their design, meaning that 𝛿C depends on the wavelength.
In wavelength scanning SE, the monochromator in Figure 9.1 is stepped from one
wavelength point to the next, with an acquisition time of minutes to hours for
complete spectra in (𝜓 ,Δ). In this case, a single-element detector is used. In mul-
tichannel ellipsometry, the monochromator is eliminated from the source side of
the instrument, and a detection system is used consisting of a spectrograph and
linear detector array. Each pixel of the array collects photons over a narrow wave-
length band, and array scanning for SE can occur at high speed (∼5 ms) with (𝜓 ,Δ)
complete spectra acquisition times ranging from tens of milliseconds to tens of
seconds.

The selected light sources and detectors for both types of instrument depend on
the desired spectral range [9, 24–26]. For applications in photovoltaics, a range
of ∼200–2000 nm (about 0.6–6 eV) is ideal, covering the band-gap onsets and
critical points of the key semiconductors. This typically requires a tandem light
source, for example, a quartz–tungsten halogen lamp (400–2000 nm) with a see-
through D2 lamp (200–400 nm). In addition, at least two detectors are required: (i)
Si-based detectors for wavelengths below 1000 nm and (ii) III–V-based detectors
above 1000 nm. For wavelength scanning instruments, single-element photomul-
tiplier tubes and Pb salt photodetectors can be used, for example, operating below
and above 900 nm, respectively.

For both types of SE instruments, beam sizes are typically 1–5 mm, so that the
measurement averages over a macroscopic area on the sample. If the sample is
not uniform over this area, depolarization of the reflected beam will occur when
the in-plane scale of the thickness or optical property variations is larger than the
lateral coherence length of the beam (typically ∼10 μm). For variations smaller
than the lateral coherence length (i.e., ∼0.05–5 μm), the specularly reflected
beam will remain polarized; however in this case, nonspecular scattering is more
likely to occur. In all cases of nonuniformity, SE can provide useful information on
material properties and the uniformity of those properties through appropriate
modeling [27]. For nonuniformities on a scale much less than the wavelength
(<0.05 μm) (i.e., heterogeneities), effective medium theories are used in the
modeling of SE data [28].

The most widely used experimental configurations in photovoltaics research
are those in which one of the three polarization-modifying optical elements of
Figure 9.1 rotates at a fixed angular frequency 𝜔 versus time t [29, 30]. The ele-
ments that can be rotated are (i) the polarizer with its transmission axis orientation
given by P(t)=𝜔Pt −PS, (ii) the compensator with its fast axis orientation given
by C(t)=𝜔Ct −CS, and (iii) the analyzer with its transmission axis orientation
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given by A(t)=𝜔At −AS. In the expressions for P(t), C(t), and A(t), the angular
frequencies𝜔P,𝜔C, and𝜔A describe the mechanical rotation of the polarizer, com-
pensator, and analyzer, respectively, about their optical axes along which the beam
propagates. The zero positions of these angles occur when the transmission or fast
axis lies in the plane of incidence established by reflection from a sample. PS, CS,
and AS are offsets that account for arbitrary angular positions of the optical ele-
ments relative to the plane of incidence at t = 0, which is defined by the onset
of data collection. In the following discussion, these offsets are neglected since
they can be determined readily in calibration procedures and eliminated electron-
ically or mechanically. For the wide spectral range of 200–2000 nm, the polarizer,
compensator, and analyzer are fabricated from single-crystals of MgF2 or SiO2
(quartz). For the compensator, in fact, monoplates, biplates, or dual biplates that
exploit such birefringent single crystals have been used. The monoplate is fab-
ricated from an anisotropic single crystalline plate that exhibits a lower index
of refraction for linearly polarization with its electric field vibrating along the
fast axis relative to that along the slow axis. For MgF2 and SiO2 compensators,
biplates with orthogonal fast axes are used to ensure a “zero-order” retardance
(in the range of 0<𝛿C < 2π) for a manufacturable plate thickness. Operating in
zero order ensures the weakest dispersion in the retardance 𝛿C(𝜆)= 2πΔn(𝜆)Δd/𝜆,
where Δn(𝜆) is the wavelength-dependent birefringence and Δd is the thickness
difference between the two plates. Dual biplates act as the combination of a polar-
ization rotator and a compensator and are used to suppress further the wavelength
dispersion of the retardance. As a result, a wide spectral range is possible in zero
order without the appearance of a half-wave wavelength, where 𝛿C =π and inci-
dent linear polarization remains linear upon transmission through the compen-
sator. Dual biplates yield more complicated data reduction equations, however,
than those provided in the next sections [7, 26, 31].

9.3.1
Rotating-Analyzer SE for Ex Situ Applications

The most popular configuration for wavelength scanning ellipsometry incorpo-
rates the rotating analyzer principle of polarization state detection [29, 32, 33].
When the analyzer is rotating at an angular frequency 𝜔A such that A=𝜔At, the
light irradiance measured at the detector varies with time according to the follow-
ing waveform:

Iexp(t) = I0{1 + 𝛼 cos(2𝜔At) + 𝛽 sin(2𝜔At)}. (9.6)

The Fourier coefficients of the irradiance waveform include I0, the dc coefficient,
and 𝛼 and 𝛽, the 2𝜔A cosine and sine coefficients normalized to the dc coefficient.
In the straight-through configuration (source and detector colinear) without a
compensator or sample, the light reaching the analyzer is linearly polarized and
the irradiance at the detector follows Malus’s law assuming that the polarizer and
analyzer are ideal. If the fixed polarizer transmission axis is aligned with the ana-
lyzer transmission axis at t = 0, then Iexp(t)= Iout cos2

𝜔At, which implies that 𝛼 = 1
and 𝛽 = 0 in Equation 9.6, with I0 = Iout/2, where Iout is the output irradiance from
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the fixed polarizer. With a sample in place and the analyzer–detector arm of the
ellipsometer moved to collect the specularly reflected beam at oblique incidence,
the light reaching the analyzer is elliptically polarized, in general.

For photomultiplier tube or solid-state detectors, the photocurrent is sampled
at regular intervals (typically every ∼5∘ of analyzer angle) triggered by an encoder
mounted on the motor which drives the analyzer [33]. Assuming the detector is
linear, the photocurrent is proportional to the incident irradiance of Equation 9.6,
and Fourier analysis of the sampled current over one half mechanical rotation
of the analyzer (one optical cycle) can provide the Fourier coefficients 𝛼 and
𝛽. From the Fourier coefficients and the settings of the polarizer and optional
compensator, the ellipsometry angles (𝜓 ,Δ) can be determined. The compensator
characteristics include not only the angle C of the fast axis F with respect to the
p direction but also 𝛿C, which is the phase lag of the field component normal to
F relative to that along F as described earlier in Section 9.3 [7]. If the fast axis of
the compensator lies in the plane of incidence along p (so that C = 0∘), then the
following equations for (𝜓 ,Δ) hold:

tan𝜓 =
|||||
√

1 + 𝛼

1 − 𝛼

||||| |tan P|, (9.7)

cos(Δ + 𝛿C) = 𝛽

|||||
√

1
1 − 𝛼2

||||| . (9.8)

The highest measurement precision occurs for the polarizer angle P =𝜓 and for
the compensator retardance 𝛿C =±90∘ −Δ. Operation under these conditions
is particularly advantageous when the light source is unstable. This motivates
the use of a polarizer and compensator that can be adjusted automatically to
achieve these conditions, wavelength point-by-point. For the compensator, a
Berek monoplate design [31] can be used in which a MgF2 plate is tilted slightly
(∼5–10∘) about an axis either parallel or perpendicular to the fast axis, and this
tilt angle is varied in order to vary 𝛿C. These two possible tilt axes form a right-
handed coordinate system with the propagation vector of the light beam through
the monoplate. A figure of the Berek compensator design is given in Ref. [31].

9.3.2
Rotating-Compensator SE for Real-Time Applications

In high-speed multichannel ellipsometry, it may not be possible to adjust the opti-
cal elements for optimization of instrument performance or to perform multiple
measurements to resolve ambiguities [30]. As a result, the rotating analyzer ellip-
someter has three limitations in applications whereby high speed is required. First,
a rotating analyzer cannot detect depolarization by the sample or by optical ele-
ment imperfections. When such effects are unrecognized and not modeled, they
lead to experimental errors. Second, the sign ofΔ+ 𝛿C is ambiguous, which means
that there are two possible solutions for Δ. (When 𝛿C = 0∘, i.e., when no com-
pensator is used, this simply means that one cannot determine the sign of Δ, i.e.,
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the handedness of the general elliptical polarization state entering the rotating
analyzer.) Third, there exists a low sensitivity toΔ for nearly linearly polarized light
entering the rotating analyzer, which occurs when cos(Δ+ 𝛿C) is an extremum or
when (Δ+ 𝛿C)∼ 0∘, 180∘, 360∘, . . . .

These three limitations are overcome by rotating the compensator rather than
the analyzer [34, 35]. In this case, two SE configurations have been used, with
the rotating compensator either in front of the sample, denoted as “PCrSA,” or
behind the sample, denoted as “PSCrA” (P, polarizer; Cr, rotating compensator;
S, sample; and A, analyzer). In the PSCrA configuration, the light beam incident
on the sample is in a known time-independent (or unmodulated) polarization
state. The unknown time-independent polarization state of the reflected beam is
analyzed by the CrA combination, serving as a polarization state detector [30].
Therefore, this configuration is conceptually simpler for understanding the prin-
ciple of ellipsometry as a measurement of a polarization state change upon oblique
reflection.

For the PCrSA configuration, on the other hand, the polarization of the incident
beam is continuously modulated by the rotating compensator through known
states as described in the following paragraphs. In this case, the analysis with a
fixed analyzer involves determining the capacity of the sample to change a contin-
uous succession of polarization states upon reflection. Owing to the time reversal
symmetry between the PSCrA and PCrSA configurations, however, their math-
ematical descriptions are closely related and can be obtained by the following
interchanges: P↔A and 𝛿C ↔−𝛿C. Operationally, however, instrument errors due
to sample misalignment tend to be greater in the PSCrA configuration. When
a sample is misaligned in this configuration, the beam that passes through the
compensator is also misaligned, and this generates greater errors relative to beam
misalignment through a single polarizer (i.e., the analyzer). Sample misalignments
are more common in real-time and mapping applications in which case align-
ment is more challenging or large-area samples may be nonplanar due to stress.
In the PCrSA configuration, the beam through the polarizer and compensator
can be aligned once, and this alignment is not affected by the sample surface
position. The PCrSA configuration is more widely used owing to its incorpora-
tion in a popular commercial instrument and will be described in detail in this
subsection.

For an ellipsometer with a compensator rotating at 𝜔C, irrespective of the posi-
tion of the compensator (either before or after the sample), both 2𝜔C and 4𝜔C
frequencies appear in the irradiance waveform, according to

Iexp(t) = I0{1 + 𝛼2 cos(2𝜔Ct) + 𝛽2 sin(2𝜔Ct) + 𝛼4 cos(4𝜔Ct) + 𝛽4 sin(4𝜔Ct)}. (9.9)

Here 2𝜔C can be understood as the fundamental optical frequency, and 𝛼n and 𝛽n
(n= 2, 4) are the dc normalized n𝜔C cosine and sine Fourier coefficients, respec-
tively. A Fourier analysis of the irradiance waveform provides these coefficients
which then can be related to ellipsometry angles 𝜓 and Δ as described by the
equations in the next paragraph.
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Considering the PCrSA configuration, the ellipsometry angles (𝜓 ,Δ) can be
overdetermined from the Fourier coefficients of Equation 9.9. The first step in
this data reduction process is to apply the Fourier coefficients to extract the three
parameters:

r1 =
r0(𝛼4 cos 2P + 𝛽4 sin 2P)

sin2(𝛿C∕2)
, (9.10)

r2 =
r0(−𝛼4 sin 2P + 𝛽4 cos 2P)

sin2(𝛿C∕2)
, (9.11)

r3 =
r0(−𝛼2 sin 2P + 𝛽2 cos 2P)

sin 𝛿C
(9.12)

where

r0 =

(
1 −

𝛼4 cos 4P + 𝛽4 sin 4P
tan2 (

𝛿C∕2
) )−1

. (9.13)

From these three parameters, the following equations can then be applied:

− N = − cos 2𝜓 =
r1 − cos 2A

1 − r1 cos 2A
, (9.14)

C = sin 2𝜓 cosΔ =
r2 sin 2A

1 − r1 cos 2A
, (9.15)

S = sin 2𝜓 sinΔ =
r3 sin 2A

1 − r1 cos 2A
. (9.16)

Equation 9.14 enables one to determine 𝜓 without ambiguity over its full range of
0∘ ≤𝜓 ≤ 90∘. Once 𝜓 is known, then one can determine the value of Δ over the
full range of −180∘ <Δ< 180∘ from Equations 9.15 and 9.16. Because sin 2𝜓 ≥ 0
over the full range of 𝜓 , the signs of sinΔ and cosΔ enable direct identification
of the quadrant of Δ. The determination of the four Fourier coefficients enables
evaluation of the depolarization by the sample. The deviation from unity in the
degree of polarization p, given by

p = (r2
1 + r2

2 + r2
3)

1∕2 (9.17)

is the appropriate measure of the depolarization in this ellipsometer configuration.
By evaluating this parameter spectroscopically, one can identify the sources of
depolarization, for example, variations in sample properties over the beam area,
or collection of scattered light or back-surface reflections, that may generate data
analysis problems if not taken into account.

Although the capacity of the sample to change the polarization state of the
light upon specular reflection is described completely by the ellipsometry
angles (𝜓 ,Δ) as defined in Equation 9.3, this is an insufficient description of the
sample if it generates a depolarized component upon reflection. In the case of
sample depolarization, the formalism of Stokes vectors and Mueller matrices
is best adopted [7]. This is a complication beyond the intended scope of this
chapter.
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9.4
Data Analysis

Rarely does a sample assume the simple form of a single interface; the most com-
mon sample structure consists of m layers on a substrate and m+ 1 interfaces.
In order to extract one or more complex dielectric functions and the layer thick-
nesses from such multilayer samples from a pair of ellipsometry spectra (𝜓 ,Δ), a
model-based approach must be used [7–9, 24]. Two of the most commonly used
approaches include exact numerical inversion and least-squares regression, which
have different applications depending on the type of sample being analyzed. Both
approaches are based on iterative application of the same three steps: (i) devel-
opment of a model with starting parameters, (ii) determination of the best-fit
parameters within the assumed model, and (iii) evaluation of the reasonableness of
the results either through calculation of an error function or through an inspection
of the smoothness and Kramers–Kronig consistency of the resulting dielectric
function. A third approach, known as virtual interface analysis, is extremely use-
ful for analysis of real-time data collected on complex graded layer structures in
which case the focus of the analysis is on the near-surface region and not on the
underlying multilayer structure.

9.4.1
Exact Numerical Inversion

Exact numerical inversion is useful for analysis of thin-film samples in which
one of the complex dielectric functions of the sample is unknown, and only
approximations to one or more of the thicknesses are available. The simplest
inversion method utilizes a Newton–Raphson algorithm; however, more
advanced algorithms exist [36, 37]. The first step in this method is to assign
approximate values to the one or more thicknesses in the problem, as well as
first-guess values of the real and imaginary parts of the one unknown complex
dielectric function at one wavelength point (usually the largest value of 𝜆 in the
case of a semiconductor). Then, (𝜓 ,Δ) values at this wavelength are calculated
and are compared to the experimental (𝜓 ,Δ) data. Next, the inversion algorithm
is used to bring the first-guess values of the complex dielectric function closer
to the values required for an exact match to the experimental data. These steps
are iterated until the calculated and experimental data values agree to within
limits smaller than the precision, typically <1× 10−4 [33]. The entire process is
then repeated for the next spectral point, using the results from the previous
spectral point as a first guess for the complex dielectric function. It is important
to note that the first-guess value must be reasonably close to the actual solution;
otherwise the inversion algorithm may diverge. Alternatively, multiple solutions
may exist and an incorrect one may be erroneously identified. It should be noted
that the final solution is associated with the particular approximate thickness
values. There must be an additional iteration loop to identify improved thickness
values based on the elimination of artifacts in the deduced complex dielectric
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function. In addition, the result can be checked for Kramers–Kronig consistency
(see, e.g., Ref. [9]).

9.4.2
Least-Squares Regression

Least-squares regression is the most commonly used method for extracting the
complex dielectric function and thicknesses of a thin-film material from spectro-
scopic ellipsometry data (𝜓 ,Δ) [38, 39]. The first step in this method is to develop
models for the multilayer structure and any unknown complex dielectric func-
tions of the layer components. In this case, in contrast to analysis by inversion,
the dielectric functions are expressed as continuous analytical functions of wave-
length. Thus, all parameters in the problem are wavelength independent; these
parameters include those that describe the analytical functions as well as the thick-
nesses. Then, (𝜓 ,Δ) spectra are calculated based on the first-guess values and are
compared to the experimental (𝜓 ,Δ) spectra. Next, the least-squares regression
algorithm is used to bring the first-guess values closer to those that minimize the
mean square error (MSE) between the calculated and experimental spectra. When
the first-guess values reach the solution, the MSE will be minimized and the least-
squares regression algorithm will be complete. It is important to note that the MSE
will never vanish since there are more experimental data values than free param-
eters in the model, and these experimental data values incorporate both random
and systematic errors [39].

9.4.3
Virtual Interface Analysis

Virtual interface analysis is useful for characterizing the near-surface region of a
deposited film while minimizing the complexity of the model by approximating
the underlying multilayer structure with a single interface to a pseudo-substrate.
The method is particularly useful for characterizing compositionally graded thin
films in real time during their deposition. When applied to RTSE data, this method
assumes an initial pseudo-substrate with pseudo-dielectric function<𝜀>, which is
obtained by applying Equation 9.5 to (𝜓 ,Δ) values collected when t = 0 (no deposi-
tion). For all t > 0, an optical model is constructed which includes an outer layer of
deposited material with complex dielectric function 𝜀o and thickness do on top of
the pseudo-substrate just described. Using this model and the (𝜓 ,Δ) values mea-
sured at multiple times, it is possible to determine the best dielectric function 𝜀o
and the deposition rate required to fit the multiple (𝜓 ,Δ) values. In this case, 𝜀o is
interpreted as the dielectric function of the near-surface region of the deposited
film. Repeating this procedure as a function of time will result in a depth profile
in the optical functions, which can be further analyzed to extract a depth pro-
file of the structural phase (as in thin-film Si:H that evolves from an amorphous to
nanocrystalline phase) or the chemical composition (as in compositionally graded
thin-film CdTe1−xSx or CIGS solar-cell materials) [40, 41].
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9.5
Spectroscopic Ellipsometry for Thin-Film Photovoltaics

In this section, results of SE studies of the three major thin-film technologies will
be described in order of the level to which the capability has been advanced for
each technology. For thin-film hydrogenated silicon (Si:H), significant progress
has been made in understanding the growth processes using RTSE and in
developing guiding principles for the optimization of both amorphous silicon
(a-Si:H) and nanocrystalline silicon (nc-Si:H) solar cells [40]. For thin-film CdTe
and Cu(In1−xGax)Se2 (CIGS), significant advances in the application of SE, cor-
roborated with other characterization techniques, such as electron microscopy
and energy-dispersive X-ray spectroscopy, have been made only recently using
the complex dielectric function databases developed previously. As a result,
RTSE can now be performed with confidence to study the growth dynamics
for the key component layers, such as CdTe, CdS, and CIGS, in challenging
multilayer device configurations. In addition, with an appropriate apparatus
for translating the device or the multichannel SE instrument, ex situ SE studies
of complete modules enable contactless characterization that yields maps of
properties such as layer thicknesses, carrier concentration, carrier mean free
path, film stress, and alloy composition. These properties can be used further to
predict the local external quantum efficiency (QE) and total short-circuit current
density of the photovoltaic devices and to identify the origins of electrical and
optical losses. Due to the specialized nature of the mapping measurements,
examples of this capability will not be presented here but are provided in the
references.

9.5.1
Thin Si:H

Thin-film Si:H is the most extensively studied of the thin-film solar-cell materials
since it encompasses the prototypical amorphous and nanocrystalline semicon-
ductors [42]. The highest-performance small-area solar cells from multijunctions
of these materials yield roughly a factor of two lower efficiency than the highest-
performance c-Si solar cells. In spite of this, thin-film Si:H cells can present certain
advantages such as relaxed crystal momentum conservation and hence strong
absorption for a much reduced thickness as well as the potential for low produc-
tion costs [42]. The Si:H materials are deposited by plasma-enhanced chemical
vapor deposition (PECVD), a low-temperature process (<300 ∘C), using a mix-
ture of hydrogen and silane or disilane gases. As a result, these solar cells are
excellent candidates for fabrication on flexible low-cost polymer substrates in roll-
to-roll processes. By altering the deposition parameters, most notably the R value,
which in the following examples is the ratio of hydrogen to silane or disilane gas
flows, a Si:H thin film can be made fully amorphous, graded mixed phase, or fully
nanocrystalline. These different structures of Si:H thin films have been studied in
detail using RTSE as reviewed in this section [40, 43].
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Figure 9.2 compares the deduced complex dielectric functions of pure amor-
phous and pure nanocrystalline phases of Si:H (a-Si:H and nc-Si:H, respectively)
as measured by RTSE using a custom-made rotating-compensator multichannel
spectroscopic ellipsometer. A calibrated c-Si substrate temperature of 200 ∘C
was used during PECVD with a hydrogen dilution level of silane given by
R= [H2]/[SiH4]= 20. In fact, the initial RTSE data before film growth can be
used to calibrate the actual substrate temperature when the complex dielectric
function of the substrate, a c-Si wafer in Figure 9.2, or that of its overlayers is
accurately known as a function of measurement temperature. Because the final
Si:H film of Figure 9.2 is graded from amorphous at the substrate interface to
nanocrystalline at the top of the film, the analysis to deduce these dielectric
functions was performed by applying a virtual interface model.

Although the overall shapes of the two dielectric functions in Figure 9.2 are sim-
ilar, that of nc-Si:H shows two well-defined features near 3.4 and 4.2 eV, which
are the vestiges of the critical points of single-crystal Si [14]. In contrast, the a-
Si:H dielectric function is characterized by a single, much broader feature due
to the loss of long-range order. This loss leads to a relaxation of crystal momen-
tum (or electron k-vector) conservation, and as a result, a larger imaginary part
of the dielectric function than nc-Si:H is observed just above the a-Si:H band gap
(1.7 eV). Thus, much stronger absorption is obtained over the photon energy range
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Figure 9.2 The real (a) and imaginary (b)
parts of the complex dielectric functions of
intrinsic amorphous and nanocrystalline Si:H
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of the visible spectrum from 1.8 to 3.1 eV. It is these differences that enable one
to distinguish readily between the two phases using SE methods and to char-
acterize the evolution of mixed-phase materials using RTSE [43]. Because the
highest-quality a-Si:H and nc-Si:H materials are fabricated near the a-Si:H to nc-
Si:H boundary in deposition parameter space, this capability is critically important
for optimizing thin-film Si:H photovoltaic material deposition as will be demon-
strated later in this subsection.

Figure 9.3a shows the surface roughness layer thickness as a function of the bulk
layer thickness as deduced by RTSE for two different Si:H intrinsic layer deposi-
tions with hydrogen dilution levels of disilane given by R= [H2]/[Si2H6]= 60 and
R= 150 [44]. For the two depositions, all other PECVD parameters were fixed
including a nominal substrate temperature of 200 ∘C [40]. (In the PECVD sys-
tem used for the studies of Figures 9.3–9.5, the RTSE-calibrated temperature of
110 ∘C was found to be much lower than the nominal value of 200 ∘C.) The under-
lying substrate films for the depositions of Figure 9.3a were standard a-Si:H n-
layers, which result in the layered configuration used for an amorphous n–i–p
solar cell. Figure 9.3b shows the volume fraction of the nanocrystalline Si:H phase
(f nc) as a function of bulk layer thickness for the R= 150 i-layer which exhibited
a graded mixed-phase structure. The structural parameters plotted in Figure 9.3b
were determined by analysis of RTSE data using a virtual interface model which
was applied in order to extract the complex dielectric function of the top ∼1 nm
of the growing film. In this way, a depth profile in f nc is obtained by applying the
Bruggeman effective medium approximation to the deduced dielectric functions
assuming a mixture of fully amorphous and nanocrystalline phases. Because the
film structure is locked-in as the film grows, Figure 9.3b represents a depth profile
of the nanocrystalline content of the final film.

Figure 9.3a and b demonstrate specifically that for the R= 150 deposition,
the Si:H i-layer film nucleates on the n-layer as amorphous Si:H, undergoes an
amorphous-to-nanocrystalline transition after a thickness of ∼10 nm as indicated
by abrupt roughening, and then becomes fully nanocrystalline after a thickness
of ∼100 nm, at the onset of smoothening [44]. This behavior suggests that once
Si:H nanocrystals nucleate from the amorphous phase, the deposition rate of the
nc-Si:H is higher than that of a-Si:H, leading to inverted cone-like structures of
nc-Si:H that protrude above the surface and coalesce after a sufficient thickness is
deposited. A schematic of the proposed structure is shown in Figure 9.3c, which
has been verified by electron microscopy. For the R= 60 deposition, a strong
roughening effect is not observed and the film is found to remain amorphous
throughout the deposition.

Similar depth profiles to that of Figure 9.3b obtained as a function of R, the
H2-dilution ratio of disilane, from R= 80 to 150 have been used to construct
the growth-evolution diagram for the PECVD films in Figure 9.4a [40]. In this
case, the Si:H i-layer films grown on a-Si:H n-layers remain amorphous through-
out at least the first ∼200 nm of bulk layer growth when R≤ 80. For higher R
(R≥ 100), the Si:H i-layer films initially nucleate as a-Si:H but then undergo an
amorphous-to-nanocrystalline transition at a thickness that shifts from greater
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than 200 nm to lower thicknesses with increasing R. Performance parameters of
single-junction solar cells fabricated using a thickness of ∼200 nm for the Si:H
i-layer, and different R values are shown in Figure 9.4b [40]. The optimum V oc
and efficiency for this series of cells occurs when R= 80, which is the maximum
R value possible such that the i-layer remains fully amorphous throughout
its thickness. For a larger value of R= 100, the fraction of nanocrystallites as
detected by RTSE in the near surface of the 200 nm i-layer is small (∼0.09), but
these nanocrystallites appear to degrade V oc due to their presence at the i–p
interface. This concept of maximum hydrogen dilution developed by RTSE is
applied widely to optimize the performance of a-Si:H materials in devices [43]. In
fact, RTSE has suggested extensions of this concept through Si:H layers deposited
using multistep and continuously variable dilution ratios R for improvements
over layers deposited using simple single-step processes.

Another growth-evolution diagram is shown in Figure 9.5a as obtained by vir-
tual interface analysis of RTSE data collected on several Si:H i-layer depositions
performed as a function of R. In this case, the i-layers were deposited on intended
nanocrystalline Si:H (nc-Si:H) n-layers at a calibrated temperature of 110 ∘C [40].
This is the layer structure used for standard nanocrystalline n–i–p solar cells, and
the resulting diagram differs significantly from that of the Si:H i-layers deposited
on a-Si:H n-layers shown in Figure 9.4a. Mixed-phase Si:H growth in the ini-
tial stage results from a template effect due to the underlying nc-Si:H n-layer,
which is itself mixed phase, consisting of ∼0.5/0.5 vol. fraction ratio of a-Si:H/nc-
Si:H. At lower dilution levels (R< 105), the mixed-phase i-layers evolve to a-Si:H
due to a higher rate for amorphous Si:H growth. In this range of R, the mixed-
phase nanocrystalline to amorphous [(a+nc)→ a] transition shifts to larger thick-
ness with increasing R. At higher dilution levels (R> 105), the initial mixed-phase
material evolves rapidly to fully nc-Si:H due to the higher rate for nanocrystalline
Si:H growth. In this range, the (a+nc)→nc transition shifts to lower thickness
with increasing R. Figure 9.5a reveals a bifurcation value of R= 105, which divides
the ultimate phase of the film between fully amorphous and fully nanocrystalline-
even though the film nucleates as mixed-phase Si:H essentially independent of R.
Such growth-evolution diagrams deduced in RTSE studies provide guidance for
the optimization of nc-Si:H solar cells as described in the next paragraph.

In the case of 0.4–0.6 μm thick nc-Si:H i-layers used in solar cells with
performance shown in Figure 9.5b, the optimum one-step deposition process
occurs on the basis of the phase diagram at the smallest R value possible such
that the i-layer evolves to predominantly nc-Si:H during its growth [40]. This
minimum value occurs at R= 110. At R= 100 the (a+nc)→ a transition occurs at
a thickness of 150 nm, and it is clear from the V oc value of 0.95 V in Figure 9.5b
that the top of the film is a-Si:H. At R= 120 the (a+nc)→ nc transition occurs
at a thickness of 200 nm, and in this case, it is clear from the V oc value of 0.46 V
that the top of the film is nc-Si:H. The highest-performance nc-Si:H i-layer (i.e.,
the highest V oc-FF product) in Figure 9.5b is obtained at R= 110, just before a
more rapid drop in fill factor associated with the narrow bifurcation region. The
continued lower fill factor for the low R Si:H films in Figure 9.5b relative to those
of Figure 9.4b is attributed to the nc-Si:H phase transition in the i-layer, which for
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the R= 60 deposition occurs at a thickness of about 40 nm as measured from the
underlying n-layer. Overall, these results demonstrate clear correlations between
structural evolution as determined from RTSE and device performance. Such
correlations enable single-step, multistep, and graded layer optimization using
the H2-dilution ratio to control the phase of the film and its depth profile.

9.5.2
CdTe

The most successful thin-film photovoltaics technology from a commercial per-
spective is polycrystalline CdTe in the glass superstrate configuration [45]. CdTe
serves as the p-type semiconductor absorber layer incorporated into the hetero-
junction solar cell with CdS commonly used as the n-type window layer. This
subsection will focus on the application of SE (including RTSE) to CdTe thin-film
photovoltaic devices.

9.5.2.1 RTSE Monitoring of CdS in CdTe Solar-Cell Devices
A critical need exists for measuring, monitoring, and controlling the properties
of CdTe solar-cell component layers and multilayer structures in real time during
their deposition in the sample configuration used for solar-cell production. Of
particular interest is the CdS thickness since this layer is not electronically active
and generates absorption losses in its role as the n-type window layer of the
CdTe solar cell. In the RTSE analysis of the CdS window layer deposition process
reviewed here, the layer was deposited by magnetron sputtering at a substrate
temperature of 250 ∘C, a radio frequency (rf ) power of 200 W, and an Ar pressure
of 20 mTorr. The superstrate was NSG-Pilkington TEC-15 glass coated with a high
resistivity transparent (HRT) SnO2 layer. TEC-15 glass is soda-lime glass (SLG)
overdeposited with a trilayer, yielding the structure SLG/SnO2/SiO2/SnO2:F. The
deposition time for the CdS layer was 14.5 min for an intended film thickness of
120 nm [46].

RTSE of CdS sputter deposition on the TEC-15/HRT structure was performed
using a commercially available rotating-compensator multichannel spectroscopic
ellipsometer [47, 48] having a spectral range of 0.75–6.5 eV (J.A. Woollam Co.,
M2000-DI). During CdS deposition, RTSE measurements were taken every
2.4 s, corresponding to an increment in CdS effective thickness (volume/area)
of ∼0.3 nm. The RTSE data were fit using a nonlinear least-squares regression
algorithm to minimize the square root of the MSE between the experimental and
best-fit ellipsometry data as defined in Equations 9.14–9.16. The RTSE data were
analyzed using as input previously determined spectra in the complex dielectric
function 𝜀 measured at 250 ∘C for each component of the multilayer stack. These
components include SLG, SnO2(I), SiO2, SnO2:F, SnO2(II), and CdS, whereby
two different versions of 𝜀 for SnO2 are used. The second form (II) is the top-most
HRT layer on which the CdS is deposited. The procedures for determining the 𝜀

spectra for these layers are described in Ref. [49].
Figure 9.6 depicts RTSE analysis results extracted in the nonlinear least-squares

regression analysis. Because the SnO2 HRT layer on which the CdS is deposited
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exhibits a considerable thickness of surface roughness, in fact 45 nm, a relatively
complicated structural model is required and thus analysis challenges are gener-
ated. The required structural model simulates the evolution of the SnO2 surface
roughness layer into a SnO2/CdS interface roughness layer and the simultane-
ous development of CdS surface roughness, both effects due to conformal cov-
erage of the SnO2 upon initial growth of the CdS. The RTSE results show very
high sensitivity to the structural evolution of the CdS, as indicated by both the
filling of the interface with CdS and the CdS layer surface roughness develop-
ment. Figure 9.6 includes (a) the CdS bulk layer thickness, (b) the volume fraction
of CdS within the fixed thickness (45 nm) roughness modulations of the SnO2
surface as these modulations are transformed from surface to interface rough-
ness, (c) the CdS volume fraction in the CdS surface roughness layer, and (d) the
thickness of CdS surface roughness layer. Also shown in Figure 9.6e is the time
evolution of the square root of the MSE, whose time average is minimized in



9.5 Spectroscopic Ellipsometry for Thin-Film Photovoltaics 235

order to identify the appropriate structural and optical models for describing the
experimental data.

The structural evolution of the CdS as depicted in Figure 9.6 can be understood
as follows. At t = 0, the SnO2 HRT layer on the superstrate presents a rough
surface characterized by a roughness layer thickness of 45.0± 1.2 nm. The
structural evolution of CdS on this surface can be described in terms of interface
filling (0< t < 4.4 min) and bulk layer growth (4.4< t < 14.5 min) regimes. When
the shutter is opened to initiate CdS deposition, two effects occur simultaneously
in the interface filling regime. First, the voids associated with the valleys of
the surface roughness layer of the top-most SnO2 HRT begin to fill with CdS,
whose volume percent in the roughness layer is given by f i(CdS). Second, the
CdS begins to conformally cover the peaks of the SnO2 roughness, forming its
own roughness layer of thickness ds(CdS) and CdS volume percent f s(CdS). In
fact, a CdS component as low as 10 vol.% can be detected in the early stages of
CdS roughness development (ds < 2 nm) while interface filling is proceeding.
The onset of bulk layer growth is observed upon completion of interface filling
at t = 4.4 min, which occurs when f i(void)→ 0. For t > 4.4 min in the bulk layer
growth regime, the CdS volume percent in the interface roughness layer is fixed
at its final value of f i(CdS)= 30.0± 0.4 vol.%, with the remainder being SnO2.
During bulk layer growth, 4.4< t < 14.5 min, the bulk layer thickness db(CdS)
increases from the monolayer level to ∼83.0± 0.8 nm, approaching linearity as
the CdS surface characteristics stabilize. At the end of deposition, the CdS surface
roughness layer thickness and the CdS volume percent in the layer are given by
ds(CdS)∼ 35.6± 0.4 nm and f s(CdS)∼ 65.3± 0.4%, respectively.

The effective thickness of CdS at the end of deposition is given by
deff = f i(CdS)di + db + f s(CdS)ds = 119.6± 1.1 nm, where di = 45 nm is the
SnO2/CdS interface layer thickness. The effective thickness matches the intended
value of 120 nm. This thickness controls the quantum efficiency in the blue
region of the solar spectrum (300–500 nm) and, in part, the current–voltage
characteristics of the heterojunction diode. The final surface roughness on the
CdS, of thickness ds(CdS)= 35.6± 0.4 nm, is controlled predominantly by the
roughness on the underlying SnO2 HRT layer; however, a weak smoothening
effect is observed that depends on the CdS deposition conditions. In fact, this
study has also been extended to explore the effect of deposition conditions on the
structural evolution of the CdS, with consistent trends being observed. The CdS
roughness evolution is important since its final thickness is expected to influence
the nature of the heterojunction, as this junction is formed by the overdeposition
of the CdTe on the rough CdS surface. Similar results to those in Figure 9.6 have
been obtained for CdTe layer deposition on HRT/CdS to form the heterojunction.

9.5.2.2 Ex Situ SE and QE Simulation for CdTe Solar-Cell Devices
The multilayered structure of the CdTe solar cell presented in this review
includes the TEC-15/HRT superstrate stack coated with magnetron sputtered
CdS (∼100 nm) and CdTe (∼2.0 μm) [50]. In order to fabricate the device, the
as-deposited stack is subjected first to a CdCl2 treatment for 30 min at 387 ∘C,
then to evaporations of ∼3 nm of Cu and ∼30 nm of Au, and finally to a 45 min



236 9 Spectroscopic Ellipsometry

anneal at 150 ∘C for Cu diffusion. Solar-cell measurement under air mass (AM)
1.5 illumination yielded a short-circuit current density of 21.5 mA/cm2, an open-
circuit voltage of 0.815 V, a fill factor of 0.702, and a power conversion efficiency of
12.3%. Ex situ SE measurements of the completed device were performed through
the SLG superstrate at a 50∘ angle of incidence over the range in photon energy E
of 0.75–3.5 eV. The upper limit of E results from glass absorption. Spatial filtering
enables separation and collection of the glass/film-stack second reflection,
rejecting the ambient/glass first reflection as well as the higher reflections; in
fact, the rejected reflections are almost fully blocked. The SE measurements were
performed such that the incident beam reflects from the CdTe/Au back contact
interface, and so this back contact region is included in the optical model.

In the analysis of the ex situ SE data for the CdTe solar cell, parameter-
ized complex dielectric functions 𝜀(E) from an extensive database have been
applied. As a result, variations in ε(E) have been generated through variations in
wavelength-independent parameters related to material properties of interest. In
general, analysis is initiated with the specification of the component material 𝜀
spectra and the wavelength-independent free parameters, if any, to be used in the
analytical expressions for each. Starting with the semiconductors, CdTe and CdS,
the spectra in 𝜀(E) are expressed as a sum of three oscillator terms:

𝜀(E) = 𝜀1,∞ + 𝜀TL(E) +
∑

n
𝜀CP,n(E). (9.18)

The energy-independent first term 𝜀1,∞ is the constant offset to the real part of
the complex dielectric function. The second term is a background Tauc–Lorentz
(TL) oscillator 𝜀TL(E) whose imaginary part is forced to zero below the lowest
critical point (CP) resonance energy E0 of the semiconductor by fixing its band
gap at E0 [51]. Each CP oscillator in the last term of the sum is given by

𝜀CP,n(E) = An{exp(i𝜙n)}

{ (
Γn∕2

)
[En − E − i(Γn∕2)]

}
𝜇n

, (9.19)

where An, En, Γn, 𝜇n, and 𝜙n are the amplitude, resonance energy, broadening
parameter, exponent, and phase of the nth CP, respectively [51]. For CdTe, three
critical points, E0 (n= 0 in Equation 9.18), E1, and E1 +Δ1, contribute to the 𝜀

spectra over the 0.75–3.5 eV range. For single-crystal CdTe, the best-fit resonance
energies of these three CPs are 1.49, 3.31, and 3.89 eV [52]. An Urbach tail of the
form 𝜀2(E)= 𝜀2(E0)exp[(E −E0)/Eu], where Eu is the Urbach energy, is used to
replace 𝜀2(E) of Equation 9.18 for E <E0. In the SE analysis using Equations 9.18
and 9.19 for CdTe, A0, E0, and Γ0 serve as variables, whereas all other dielectric
function parameters are linked to these variables. In fact, an approach has been
developed that links 𝜀1,∞ as well as the background TL oscillator, CP oscillator,
and Urbach tail variables in Equations 9.18 and 9.19 for CdTe either to E0, which
depends on film stress [52], or to Γ0, which depends on the mean free path of the
excited electrons [53].

The (𝜓 ,Δ) spectra of the final solar-cell structure are less sensitive to 𝜀(E) for
CdS. As a result, it is necessary to reduce the number of parameters that describe
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𝜀(E) for the CdS, even from the three parameters (A0, E0,Γ0) used for 𝜀(E) of
CdTe. In order to address this problem, CdCl2-treated structures were fabricated
and studied in advance. These structures consist of glass/CdS/CdTe with the
same CdS thickness of ∼100 nm as is used in the solar cells. By depositing directly
on glass, however, and eliminating the layer stack associated with TEC-15/HRT,
which exhibits antireflection characteristics, enhanced sensitivity to the CdS 𝜀(E)
spectra could be obtained. Thus, Equations 9.18 and 9.19 could be used with a
single term in the CP sum associated with the E0 transition. A comparison of
the deduced E0 CP parameters with those of CdS1−xTex studied previously [54]
reveals that the strongest variations in 𝜀(E) for CdS in the solar-cell structure
can be attributed to in-diffusion of Te from the overlying CdTe, an effect enhanced
by the CdCl2 treatment [55]. Thus, the composition x in the CdS1−xTex alloy can
be used as a single free parameter that can in turn define the E0 CP parameters
(A0, E0,Γ0) describing the variability in 𝜀(E) from untreated to variously treated
CdS in the solar cell. In Figure 9.7, the analytically determined 𝜀(E) spectra
are compared for the CdS in the CdCl2-treated glass/CdS/CdTe structure,
having a best-fit alloy composition x= 0.066± 0.007, and for CdS deposited
as an individual layer, having x= 0. In this case, the effects of alloying with Te
due to overdeposition of CdTe and CdCl2 treatment of the structure include a
reduction in the CdS band gap E0 and an increase in the broadening parameter
Γ0, as indicated in Figure 9.7 [54]. Also shown in Figure 9.7 is the parameterized
dielectric function for CdS1−xTex predicted from the value x= 0.05 and used in
the quantum efficiency simulations to be described later in this subsection.
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Turning next to the glass and top contact layers, the spectra in 𝜀(E) for the thick-
est layers in the TEC-15/HRT superstrate, which are the SnO2:F and HRT, were
each expressed as a sum of terms including the constant contribution to 𝜀1, an
intraband term described by the Drude free electron expression, and a sum of CP
oscillators for the interband transitions as given by the expression

𝜀(E) = 𝜀1,∞ + 𝜀D(E) +
∑

n
𝜀CP,n(E). (9.20)

The second term is given by the Drude expression, as follows:

𝜀D(E) =
−ℏ2

𝜀0𝜌(𝜏 •E2 + iℏE)
, (9.21)

where ℏ is Planck’s constant h divided by 2𝜋, 𝜀0 is the permittivity of free space,
𝜏 is the scattering time, and 𝜌 is the resistivity. The resistivity in turn can be
expressed by 𝜌=m*/Ne2

𝜏 = 1/e𝜇N , where m* is the effective mass of the charge
carrier, which is the electron in this case, and e, 𝜇, and N are the electron charge,
mobility, and concentration, respectively [56]. In SE analysis using Equations 9.20
and 9.21, 𝜀1,∞, 𝜌, and 𝜏 for the SnO2:F and 𝜀1,∞ alone for the HRT serve as
the variable parameters. Determination of 𝜀(E) for the glass and the thin layer
components of SnO2 and SiO2 for the TEC-15/HRT superstrate, including the
best-fit analytical models that describe the 𝜀(E) spectra, have been presented
elsewhere [49].

Finally, the spectra in 𝜀 for the back contact Au component of the solar-cell
structure were obtained from a 100 nm thick, opaque layer deposited onto an
SLG substrate using the same evaporation conditions as are used for the solar-cell
back contact. The results for 𝜀(E) were deduced by multiple angle SE performed
ex situ immediately after deposition, applying a bulk/roughness optical model.
These results were then parameterized with the analytical form of Equations 9.20
and 9.21. Two CP terms (see Equation 9.19) were used and the best-fit resonance
energies were found to be 2.52 and 3.89 eV.

The analysis procedure for through-the-glass SE of the completed CdTe solar
cell also includes the stress-induced birefringence in the glass, modeled as a shift
in the ellipsometry angle Δ depending on photon energy E in accordance with the
expression Δ[Δ(E)]=E(a1c1 + a2c2E2), where E is the photon energy in eV, a1 and
a2 are unitless constants having magnitudes of 0.4032 and 0.0655, respectively,
and c1 and c2 are the variable parameters used in the fitting.

Using the complex dielectric function database development described in
previous paragraphs of this subsection, Figure 9.8 shows the experimental
(points) and best-fit calculated (lines) spectra in (𝜓 ,Δ). The resulting best-fit
structural/optical model obtained from SE analysis of the device stack is shown
in Figure 9.9. Figure 9.10 shows a cross-sectional electron micrograph (XTEM) of
the solar cell used to corroborate the SE deduced thicknesses. In the micrograph,
the layers of SnO2:F and SnO2 HRT are indistinguishable. The tabulated thick-
nesses of the layers were obtained as averages over a ∼4 μm image length, and the
effective thicknesses from SE are in reasonable accord with the XTEM results as
shown in Figure 9.9. The overall agreement supports SE as a viable noninvasive
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Layer stack SE Effective SE XTEM

1997 ± 15nm

CdTe/Au layer (0.26±0.02/0.74±0.02)              Opaque

CdS/CdTe interface (0.48±0.10/0.52±0.10)     31±3nm

HRT/CdS interface (0.45±0.08/0.55±0.08)      33±2nm

CdTe bulk layer                                            1815±5nm

CdS bulk layer                                                   67±4nm

HRT layer                                                          84±3nm

SnO2:F layer                                                    304±3nm

SiO2 layer                                                          27±1nm

SnO2 layer                                                         21±1nm

Soda-lime glass                                                  3.16mm
Stress birefringence c1                          4.5 ± 1.2deg/eV

Stress birefringence c2                      −2.4 ± 1.0deg/eV3

CdTe/Au interface (0.88±0.03/0.12±0.03)   184±10nm

100 ± 6nm

403 ± 6nm

1932nm

94nm

428nm
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Figure 9.9 Results for the multilayer struc-
ture and best-fit parameters for a CdS/CdTe
solar cell from the analysis of Figure 9.8,
including the best-fit thicknesses and inter-
face layer compositions along with their
confidence limits. The second column of SE
deduced thicknesses provides effective val-
ues obtained as the volume of the material

per unit area, or the product of the material
volume fraction and the thickness summed
over all layers that include the material. The
third column lists average thicknesses from
the XTEM of Figure 9.10 for comparison with
the SE results. (Adapted from Ref. [54] with
permission of John Wiley and Sons.)
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Figure 9.10 Cross-sectional transmission
electron micrograph of the CdS/CdTe solar
cell showing five distinct layers, starting
from the superstrate: (i) SnO2, (ii) SiO2, (iii)
SnO2:F/HRT top contact, (iv) CdS, and (v)

CdTe. The thicknesses of these layers, aver-
aged over a length of ∼4 μm, are given in
Figure 9.9. (Adapted from Ref. [54] with per-
mission of John Wiley and Sons.)

method for CdTe solar-cell analysis with the ability to extract several structural
and optical parameters at a single point or in a mapping mode as in recently
reported studies [57].

The results for the SnO2:F layer of the TEC-15 yield a sheet resistance of
11.5± 1.1Ω/sq, relatively close to the 15Ω/sq nominal value. Also from the
resistivity and scattering time, a carrier concentration of 5.4× 1020 cm−3 and
a mobility of 50 cm2/V s are deduced, assuming an electron effective mass for
SnO2:F of me*= 0.25me [56]. The best-fit values of E0 and Γ0 for the CdTe bulk
layer have been used to estimate the stress in the layer as 0.07± 0.06 GPa and
the excited electron mean free path as 320± 130 nm, at the lower and upper
limits of sensitivity, respectively [52, 53]. Applying the same analysis before
CdCl2 treatment and back contact formation yields a higher stress value of
0.52± 0.07 GPa and a shorter mean free path of 26± 8 nm [57].

Figure 9.11 shows the measured QE spectrum along with the integrated current
density for the cell of Figures 9.8–9.10, obtained under a reverse bias of −0.8 V,
which is designed to maximize separation and collection of photoexcited electrons
and holes. It should be noted that further increases in the reverse bias magnitude
did not lead to additional current collection. The cell structure in Figure 9.9, along
with the component layer 𝜀(E) spectra, enables simulation of both the QE spec-
trum and the integrated current density J also shown in Figure 9.11 [54, 58]. In
the simulation, it is assumed that 100% collection occurs from the three layers
containing at least 50 vol.% CdTe (see inset of Figure 9.11) and that no collec-
tion occurs from the CdS bulk layer and from the back CdTe/Au interface layer
with 0.74 volume fraction of Au. In addition, due to the higher sensitivity that QE
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provides to the composition x in CdS1−xTex, closer agreement between the simu-
lation and the measurement is obtained by a slight adjustment of x in generating
the CdS1−xTex 𝜀(E) spectra from x= 0.066 used in Figures 9.8 and 9.9 to x= 0.050.
This modification, along with the assumptions described, yields a simulation in
excellent agreement with the reverse bias QE. By modifying the database dielec-
tric function for CdS to the x= 0.050 result, such fits can be obtained without free
parameters.

9.5.3
Cu(In1−xGax)Se2

Although several different processes exist for CIGS absorber layer fabrication,
three-stage thermal coevaporation has generated the highest-efficiency CIGS
devices. In this process, a CIGS film is produced by depositing a precursor film of
(In1−xGax)2Se3 (IGS) at a moderate substrate temperature (∼400 ∘C) in the first
stage and exposing it to Cu and Se fluxes during the second stage. The IGS film is
completely converted to CIGS throughout its ∼2–3 μm thickness in the second
stage, which is performed at an elevated temperature (∼500–600 ∘C) relative to
the first stage. Furthermore, by extending the second stage into a growth regime
of Cu-rich film composition, a desirable Cu2−xSe phase is formed on the CIGS
surface at the end of stage II. This Cu2−xSe phase, believed to exist as a semiliquid
[59], is converted back to CIGS in the third stage through exposure to In, Ga,
and Se fluxes while maintaining the film at the elevated temperature of stage II.
The advantage of this three-stage process derives from its ability to yield large
crystalline grains and a desirable band-gap profile, the latter due to the higher
diffusion coefficient of In relative to Ga in the second and third stages.
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9.5.3.1 RTSE for Three-Stage Coevaporation of CIGS
In the RTSE study to be reviewed here, three-stage coevaporation was performed
on SLG substrates coated with optically opaque molybdenum [60]. At the start of
stage I, In, Ga, and Se were coevaporated at a substrate temperature of 400 ∘C and
at individual rates of 0.20, 0.06, and 2.00 nm/s, respectively. After an IGS precur-
sor film of prescribed thickness was deposited (intended to be 65% of the desired
final absorber layer thickness of 2.5 μm), the In and Ga source temperatures were
reduced to terminate In and Ga coevaporation. The substrate temperature was
then increased to 570 ∘C and stage II was initiated. During this stage, the source
temperature of Cu was increased to obtain the desired rate, 0.17 nm/s, while con-
tinuing the coevaporation of Se throughout. As defined by the Cu-poor to Cu-rich
transition, the Cu source temperature was reduced to terminate Cu evaporation.
Defining the start of stage III, the In and Ga source temperatures were increased
again to reach their stage I rates while maintaining the stage I and II Se flux and
the stage II substrate temperature. At the end of stage III, identified relative to the
Cu-rich to Cu-poor transition, the In and Ga sources were cooled to terminate
coevaporation and the substrate temperature was steadily decreased. An energy-
dispersive X-ray spectroscopy (EDS) measurement of the CIGS layer of this study,
performed ex situ after the deposition, yielded y= [Cu]/{[In]+ [Ga]}= 0.82 and
x= [Ga]/{[In]+ [Ga]}= 0.25.

Throughout the three-stage CIGS deposition process, a commercially available
rotating-compensator multichannel ellipsometer (J.A. Woollam Co., M2000-DI)
was used to collect ellipsometric spectra in situ and in real time at an angle of
incidence of 70.3∘ with acquisition and repetition times of 3 and 5 s, respectively.
In the optical models for analyzing the RTSE data, the complex dielectric functions
of Mo, CIGS, and Cu2−xSe were obtained from databases developed by in situ and
real-time SE at the relevant temperatures and compositions. For CIGS, the single-
stage coevaporation process was used to deduce the database complex dielectric
functions, and for Cu2−xSe, the stage II deposition process in the absence of an
IGS film was used for this purpose.

The optical model for stage I analysis incorporates a Mo/IGS interface rough-
ness layer, an IGS bulk layer, and an IGS surface roughness layer. Figure 9.12 shows
the structural evolution in the initial 90 s during the growth of IGS on the Mo-
coated SLG substrate [60]. These results are characteristic of the stage I process
for any thickness of three-stage CIGS. The surface roughness on the uncoated
Mo layer is characterized by a layer 24.2 nm thick with 60 vol.% voids. All sur-
face and interface roughness layers are modeled using the Bruggeman effective
medium approximation assuming a mixture of underlying and overlying mate-
rials. In the initial stage of IGS growth, the voids existing in the valleys of the
Mo surface roughness are filled by IGS, leading to the rapid increase in the IGS
vol.% in the roughness layer from zero as shown in Figure 9.12a. Simultaneously,
the surface roughness thickness ds associated with the IGS film increases as the
peaks of the Mo surface roughness are conformally covered by IGS as shown in
Figure 9.12b. When the interface is almost completely filled, a bulk layer of thick-
ness db can be incorporated into the model. During initial bulk layer growth, the
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Figure 9.12 Initial structural evolution show-
ing the first ∼40 nm of (In1−xGax)2Se3 bulk
layer growth on Mo-coated soda-lime glass:
(a) IGS volume percentage filling the voids
in the Mo surface roughness layer, (b) IGS
surface roughness layer thickness, (c) void

volume percentage in the IGS surface rough-
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In this process, the substrate shutter was
opened at t = 0 to start the first-stage depo-
sition process. (Adapted from Ref. [60] with
permission of IEEE.)

surface roughness on the IGS decreases in thickness indicating suppression of
substrate-induced surface roughness due to structural coalescence.

Figure 9.13 depicts the continuation of IGS bulk layer growth after the com-
pletion of the Mo/IGS interface filling process as was shown in Figure 9.12. The
termination of the IGS growth that ends stage I occurs at t = 30 min in Figure 9.13.
Figure 9.13a depicts the bulk layer thickness evolution for the IGS process. An
average deposition rate can be obtained in stage I by fitting the bulk layer thickness
to a linear relationship as a function of time throughout IGS bulk layer deposition.
This average rate can be used to evaluate the run-to-run reproducibility of the
total incorporation rate of In+Ga in stage I. In addition to the average rate, the
instantaneous rate can be tracked as well, giving insights into deposition source
stability. In order to separate and characterize the individual In and Ga incorpora-
tion rates, the film composition is needed. This can be obtained from the complex



244 9 Spectroscopic Ellipsometry

24000 (a)

(b)

(c)

Dep. rate:
562.2 ± 9.1 Å/min Dep. rate:

238.5 ± 38.2 Å/min

D
ep

. r
at

e:
51

5.
8

±
10

.8
 Å

/m
in

20000

16000

12000

8000

4000

0

500

400

300

200

100

0

80

f v
 in

 s
ur

fa
ce

ro
ug

hn
es

s 
(%

)
S

ur
fa

ce
ro

ug
hn

es
s 

(Å
)

B
ul

k
T

hi
ck

ne
ss

 (
Å

)

60

40

20

0
0 10 20 30 40

Time (min)

50 60 70 80

Figure 9.13 Evolution of (a) bulk layer thick-
ness, (b) surface roughness layer thick-
ness, and (c) void volume percentage in
the surface roughness layer – all obtained

throughout three-stage CIGS deposition
yielding a ∼2.5 μm thick CIGS layer. (Adapted
from Ref. [60] with permission of IEEE.)

dielectric function at the end of IGS deposition. Application of virtual interface
analysis throughout stage I may be possible for extracting changes in near-surface
composition during the growth process. Figure 9.13b shows the evolution of the
surface roughness layer throughout stage I, indicating continued smoothening in
the first 300 nm of bulk layer growth followed by roughening until the end of depo-
sition at a bulk layer thickness of 1.7 μm. Figure 9.13c shows gradual densification
of the surface roughness layer after surface smoothening is complete.

RTSE analysis results for the structural parameters in stage II are also shown in
Figure 9.13 for 30< t < 63 min. In this stage, a bulk conversion model is applied
as represented using a mixture of IGS and CIGS in the Bruggeman effective
medium approximation, whereby conversion of IGS to CIGS takes place uni-
formly throughout the IGS thickness [60]. Such a model would be consistent with
diffusion of Cu along grain boundaries throughout the layer thickness, followed
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by conversion of polycrystalline grains via slower in-plane diffusion. This is in
contrast to a model in which IGS is converted to CIGS in a layer-by-layer process
through spatially uniform diffusion from the IGS surface into the bulk. Much
improved fits to the RTSE data are obtained for the bulk conversion model as
compared to the layer-by-layer conversion model. The results for the IGS–CIGS
conversion are shown in Figure 9.14 with the instantaneous thickness rate given
in the inset. In addition to a bulk layer increase during stage II in Figure 9.13a,
Figure 9.13b and c show a significant increase in roughness during IGS conversion
and an increase in void fraction of the surface layer, followed by an apparent
coalescence process near the end of stage II. In an attempt to corroborate
the best-fit model that generated the stage II results of Figures 9.13 and 9.14,
three-stage coevaporation of CIGS deposition was terminated halfway through
stage II. Auger electron spectroscopy (AES) depth profiling was performed on
this unfinished sample. Figure 9.15 presents the results for the AES depth profile,
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Figure 9.14 Conversion of IGS to CIGS during stage II growth of 2.5 μm CIGS. The IGS-to-
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which demonstrate a uniform distribution of Cu throughout the thickness at a
composition of ∼12 at.%, results that support the best-fit RTSE model.

In order to fit the RTSE data near the end of stage II at the Cu-poor to Cu-rich
transition, a roughness region is required at the film surface that incorporates both
CIGS and Cu2−xSe. The behavior of the Cu2−xSe component in the surface layer
near the end of stage II and throughout stage III is depicted in Figure 9.16. The
effective thickness in Figure 9.16 is the volume per area, or the product of the
surface layer thickness and Cu2−xSe volume fraction in the layer. After all IGS is
converted to CIGS as shown in Figure 9.14 near the end of stage II, the Cu2−xSe
phase rapidly develops as shown in Figure 9.16, increasing to an effective thick-
ness of 9–10 nm. The surface layer smoothening and densification observed in
Figure 9.13b and c at the end of stage II are expected to arise at least in part due to
the Cu2−xSe formation as this material may preferentially fill the voids in the CIGS
roughness layer. Finally, it is important to note that the magnitude of the observed
smoothening and surface densification processes, as well as the maximum in the
Cu2−xSe effective thickness, can be used to evaluate reproducibility of the stage II
process and to correlate with solar-cell performance.

Finally in stage III, the dominant effect is the conversion of Cu2−xSe to CIGS in
the near-surface region as quantified in Figure 9.16, and this effect is accompa-
nied by an increase in bulk layer thickness associated with the conversion as well
as an increase in surface roughness, as shown in Figure 9.13a and b, respectively.
The stage III data allow one to identify the Cu-rich to Cu-poor transition, and a
measure of the deposition rate at this time enables one to estimate the final Cu
composition. The results of Figure 9.13 in general are consistent with the rough-
ening effects as indications of grain growth processes in which crystallites grow
above the film surface plane and smoothening effects as indications of coalescence
processes. Based on this interpretation, one can conclude that grain growth and
structural coalescence occur in each of the three stages. Most notably, rapid grain
growth processes occur as IGS is converted to CIGS during stage II and as Cu2−xSe
is converted to CIGS in stage III.

9.5.3.2 Ex Situ SE and QE Simulation for CIGS Solar-Cell Devices
The CIGS solar cells studied by ex situ SE were fabricated using the three-stage
coevaporation process with an intended 2.2 μm thickness for the CIGS absorber
layer [60]. The completed device structure includes the following components:
SLG, dc-sputtered Mo back contact (∼0.8 μm thick), the CIGS absorber layer,
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chemical-bath-deposited (CBD) CdS (50–60 nm thick), RF-sputtered transpar-
ent conducting oxide bilayer of ZnO/ZnO:Al (300–400 nm thick), and electron
beam-evaporated Ni/Al/Ni grids. The total cell area was 0.477 cm2, as defined by
mechanical scribing. After antireflection coating, solar-cell measurement under
AM1.5 illumination yielded a short-circuit current density of 36.2 mA/cm2, an
open-circuit voltage of 0.638 V, a fill factor of 0.713, and a power conversion effi-
ciency of 16.5%.

The strategy for analysis of ex situ SE data collected on CIGS solar-cell devices
is similar to that applied for the CdTe devices as described in Section 9.5.2.2.
Database spectra in 𝜀 have been developed for CIGS solar-cell component
materials and, when possible, expressed as analytical functions of the mate-
rial parameters of interest [61]. For CIGS, an important material parameter
is the Ga content x, defined as the atomic ratio [Ga]/{[In]+ [Ga]}. This ratio
controls the band-gap and the above-gap absorption characteristics. The sec-
ond compositional parameter is the Cu content, defined as the atomic ratio
y= [Cu]/{[In]+ [Ga]}. This compositional parameter has less influence on the
CIGS dielectric function, and in most cases when RTSE is performed, a targeted
value of y∼ 0.9 for optimum solar-cell performance can be obtained.

To determine the CIGS complex dielectric function 𝜀 as an analytical function
of x, a series of CIGS thin films with x= 0.00, 0.12, 0.26, 0.30, 0.37, and 0.48
were deposited onto native oxide-covered crystal silicon wafers at a substrate
temperature of 570 ∘C. The value of x for each sample was determined from
energy-dispersive X-ray spectroscopy (EDS) performed postdeposition. For
highest possible accuracy in 𝜀 for CIGS thin films with different x values,
specialized procedures were adopted including (i) single-stage coevaporation,
which avoids depth-dependent nonuniformities, for example, in the composition
and thus complex dielectric function; (ii) deposition to a thickness of ∼60 nm on
smooth native oxide-covered crystal silicon wafers, which minimizes the surface
roughness on the film and thus the required corrections in data analysis; (iii)
selection of a subset of samples with a nearly constant y= 0.90± 0.03 from a larger
collection of samples, which reduces random variations; and (iv) characterization
in situ, which minimizes ambient contamination and oxidation of the film surface.
The resulting 𝜀 spectra for selected CIGS films are compared in Figure 9.17 where
consistent trends versus x are observed [61]. Assuming an analytical form of
Equations 9.18 and 9.19 with an Urbach tail for each of the 𝜀 spectra, oscillator
parameters were obtained in best fits, and these parameters were fit in turn
to polynomials in x. With the resulting database of polynomial coefficients,
the 𝜀 spectra for any composition of CIGS can be generated from the single
parameter, x.

Complex dielectric function spectra 𝜀 of other CIGS solar-cell components were
determined from SE analyses in a similar approach as for CIGS, with the excep-
tion that the thicknesses were standardized to those used in the CIGS device.
Individual layers were deposited onto c-Si wafers and measured by in situ SE.
The resulting SE data were analyzed using an optical model incorporating bulk
and surface roughness layers, and the complex dielectric function spectra were
obtained by mathematical inversion using best-fit values for these thicknesses.
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The inverted complex dielectric functions were then parameterized using analyt-
ical models similar to those developed for CdTe thin-film technology.

The complete CIGS solar-cell structure (without antireflection coating) was
measured using ex situ SE at an angle of incidence of 70∘ [62]. Figure 9.18 shows
the experimental data and best fit, using the database of 𝜀 spectra described
in the preceding two paragraphs. In determining the compositional profile in
CIGS that is generated as a result of the three-stage process, the CIGS layer was
modeled with two linearly graded segments defined by the compositions at the
junction (xHF), at the back contact (xHB), and at the minimum (xL). In addition,
the depth of the xL composition from the junction is a fourth parameter required
to determine the profile. The SE analysis of the complete solar cell yielded the
structural and compositional parameters given in Figure 9.19. The two-segment
Ga depth profile deduced from SE is shown in Figure 9.20, together with the
corresponding profile obtained from secondary ion mass spectrometry (SIMS).
Reasonable agreement between SE and SIMS measurement results is observed.

With the complex dielectric function database and the solar-cell structural and
compositional parameters determined from SE, it is possible to simulate the QE
spectrum as was done for the CdTe solar cell of Section 9.5.2.2 and to calculate
the short-circuit current density under AM1.5 irradiance [62]. In Figure 9.21, the
measured and optically simulated QE spectra are compared. It is assumed that
separation and complete collection occurs for the electrons and holes generated
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Figure 9.18 Measured ex situ SE data and best fit for an analysis of the CIGS solar-cell struc-
ture without an antireflection coating [62].
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Figure 9.19 Multilayer stack with best-fit structural and compositional parameters for the
complete CIGS solar cell as deduced from the ex situ SE analysis of Figure 9.18. The Ga pro-
file parameters are identified in Figure 9.20 [62].
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Figure 9.21 Measured and simulated quan-
tum efficiency for the CIGS solar cell of
Figures 9.19 and 9.20. The simulation is
obtained by applying ex situ SE analysis

results with no free parameters based on the
assumptions that complete collection occurs
from the CdS/CIGS interface layer and from
the CIGS bulk layer [62].

in the CdS/CIGS interface layer and the CIGS bulk layer. The excellent agreement
between the optically simulated QE spectrum (without any free parameters) and
measured QE spectrum supports these assumptions and furthermore demon-
strates the importance of the ex situ analysis in predicting the performance of
CIGS solar cells.
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9.6
Summary and Outlook

The optical technique of spectroscopic ellipsometry (SE) has become increasingly
popular as the interest in developing and optimizing thin-film photovoltaic mate-
rials and devices has grown. Real-time SE (RTSE) allows one to study the charac-
teristics of thin-film growth ranging from the initial nucleation and coalescence
stage to the final film structural depth profile, as has been demonstrated for thin-
film Si:H technology. Illustrative examples of the information that can be extracted
from RTSE have been provided in this review. These examples include growth-
evolution diagrams in Si:H thin-film technology; interface filling, bulk layer devel-
opment, and surface roughness evolution in CdTe and CIGS thin-film technolo-
gies; and phase evolution in advanced multistage deposition in the CIGS tech-
nology. The significant challenge of state-of-the-art studies involves the use of
device-relevant substrates such as thin-film metal back contacts and transpar-
ent conducting oxide top contacts that may exhibit significant surface roughness.
These illustrative examples provide insights into why solar cells deposited under
different conditions result in varying efficiencies, and in general, they help one to
better understand the nucleation and growth of thin films deposited by different
techniques such as PECVD, magnetron sputtering, and coevaporation.

The availability of databases of complex dielectric functions deduced from in
situ and real-time SE enables ex situ SE analysis of complete solar-cell device struc-
tures using nonlinear least-squares regression analysis. Analytical expressions for
the database dielectric functions in terms of material properties of interest such as
composition allow one to deduce these properties as an outcome of the regression
analysis. Such properties include not only composition but also free carrier con-
centration and lifetime, mean free path of excited carriers, and film stress, which
can be deduced in the analysis in addition to the thicknesses of the layers that
comprise the multilayer optical model. The resulting information on completed
device structures enables the simulation of the external QE, the prediction of the
current density for the device, and the identification of the origins of electronic or
optical losses. Thus, insights are provided into the performance of solar cells and
possible directions for improvements.

As shown in this chapter, various SE approaches are well established for the
characterization of thin-film photovoltaic materials and devices in a research
environment; however, excellent prospects also exist for expansion of the
methodologies to the pilot-scale and full-scale production environments. For
example, SE can be applied to the monitoring of solar-cell fabrication on flexible
substrates such as polymer or steel foil in roll-to-roll processes [63]. In this case,
one can track the initial start-up of the deposition process and the stability at
a particular thickness point in the process. Also, using the dielectric function
database obtained from in situ and real-time SE measurements, one can char-
acterize completed solar devices ex situ for device-relevant information. This
approach also motivates mapping spectroscopic ellipsometry, in which case
thickness and compositional maps can provide insights into the uniformity of
full-scale modules from production lines.
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Definition of Polarization and Ellipsometry Variables

𝜓 and Δ ellipsometry angles of a specularly reflecting sample
rp and rs complex amplitude reflection coefficients of a sample for

orthogonal p (parallel to plane of incidence) and s
(perpendicular to plane of incidence) linear polarization states

n and k real and imaginary parts of the complex index of refraction N
(N = n− ik)

E0x and E0y amplitudes of the electric field along orthogonal x and y axes
𝜔 angular frequency of an optical wave
k magnitude of the optical propagation vector (not to be confused

with k, the extinction coefficient)
𝛿x and 𝛿y phase angles of electric field oscillations along orthogonal x and

y axes
𝜏 oscillation period of an optical wave
Q azimuthal angle of a polarization ellipse
𝜒 ellipticity angle of a polarization ellipse (whose sign defines the

handedness)
A amplitude of an optical wave
𝛿 phase of an optical wave
𝜃i angle of incidence
𝜃t complex angle of transmission
ns real index of refraction of a sample
ks extinction coefficient of a sample
N s complex index of refraction of a sample
𝜀s complex dielectric function of a sample
na real index of refraction of an ambient medium
𝜀a dielectric function of an ambient medium
I0 dc Fourier coefficient of the reflected irradiance in an

ellipsometry measurement
𝛼 and 𝛽 cosine and sine Fourier coefficients normalized to the dc

coefficient of the reflected irradiance in an ellipsometry
measurement

PS, CS, and AS offsets that account for arbitrary angular positions of optical
elements (polarizer, compensator, analyzer) relative to the plane
of incidence at t = 0, the onset of data collection in an
ellipsometry measurement

p degree of polarization
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10
Characterizing the Light-Trapping Properties of Textured
Surfaces with Scanning Near-Field Optical Microscopy
Karsten Bittkau, Stephan Lehnen, and Ulrich W. Paetzold

10.1
Introduction

In thin-film solar cells, the typical thicknesses of the absorbing layers are too
small to absorb the majority of the impinging photons within one single path.
The thicknesses are limited because of the small diffusion lengths of charge
carriers in several absorber materials and the general demand of cost reductions.
To increase the effective light path in the absorber layer, textured surfaces are
commonly implemented. These textures provide light scattering which extends
the light path in the absorber layer [1]. For larger scattering angles, total internal
reflection occurs where the light cannot propagate throughout the absorber layer.
This effect is called light trapping.

A common light-trapping approach is the use of textured contact layers, for
example, aluminum- or boron-doped ZnO or fluorine-doped SnO2 which is either
textured by wet chemical etching or during the growth. The mechanisms result in
a statistical surface morphology with different lateral sizes, heights, and shapes.
By engineering the deposition and etching parameters, the distribution of sur-
face features can be varied and optimized for each type of front contact layer and
solar cell.

Since the technological effort and the parameter space are large and since each
morphology consists of a special distribution of different features, this kind of
optimization only leads to a local maximum of the total absorption. To achieve
the overall optimum needs two things: a technology to prepare well-defined sur-
face morphologies and a method to analyze the local light-scattering properties
of individual surface features. The present chapter concentrates on the analysis of
local light-trapping properties of textured surfaces with scanning near-field opti-
cal microscopy (SNOM).

In Section 10.2, the working principle of SNOM will be discussed. The
role of evanescent light modes, which only occur in the optical near field,
for the light-trapping properties of thin-film solar cells will be emphasized in
Section 10.3. Fast Fourier transformation (FFT) will be discussed in Section 10.4

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
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as an analytical tool to extract local light-trapping properties from SNOM
images. In Section 10.5, the investigation of an individual waveguide mode is
exemplarily demonstrated. Finally, the light propagation within a thin absorber
layer is investigated in Section 10.6.

10.2
How Does a Scanning Near-Field Optical Microscope Work?

SNOM (also found as NSOM) [2] is one kind of scanning probe microscopy (see
Chapter 13) and works similar to an atomic force microscopy (AFM) in the non-
contact mode.

There are in principle two different SNOM concepts: with and without aperture.
The SNOMs with aperture normally make use of a tapered fiber tip which has a
metallic coating in the tapered region to achieve a sufficient guidance of light. At
the very end of the probe, a small hole is prepared into the coating which serves
as an aperture. The fiber modes couple through this aperture to the light modes
outside the tip. The optical resolution of such a microscope is defined by the size of
the aperture which is much smaller than the wavelength of light. Therefore, spatial
resolutions beyond the diffraction limit are achieved.

The apertureless SNOMs work without any fiber tip [3, 4]. Instead, an AFM
probe is used, which is illuminated with focused laser light. As the tip serves as
an antenna with strong field enhancement in the near field of the tip, light is scat-
tered. The scattering behavior of the probe strongly depends on the interaction
of the tip with the surface. This interaction becomes significant only in the near
field. Apertureless SNOMs reach higher resolutions compared to SNOMs using
an aperture, and the AFM probe is much more robust than a fiber tip. Neverthe-
less, it only works in the near field of the surface. The light propagation at larger
distances cannot be studied with this kind of near-field microscope. The present
chapter will focus on SNOMs with aperture, since the study of the light propaga-
tion is essential for the light scattering in thin-film solar cells.

The SNOM probe is an Al-coated tapered fiber tip. The aperture size is about
50–80 nm and defines the optical resolution of the system. The probe is scanning
above the surface of the sample by a piezo controlling system. Distance controlling
is achieved by shear-force techniques [5] since the tip is glued to a quartz tuning
fork (see Figure 10.1) [6].

By this shear-force technique, the tuning fork is excited by a dither piezo, and
the tip is oscillating laterally. The damping of this oscillation is measured, and
the tip-to-sample distance is kept constant by a z-piezo. Therefore, topographic
information can be obtained by the control voltage of the z-piezo. Additionally,
the SNOM tip can collect the local light intensity at the position of the aperture.
An incident plane wave illuminates the sample from the backside, and the tip col-
lects the transmitted light at the surface [7]. This situation corresponds to the real
device where the solar cell is illuminated from the substrate side (superstrate con-
figuration) in p–i–n junctions.
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Figure 10.1 (a) Scheme of collection mode SNOM setup in transmission geometry.
(b) Shear-force technique for distance controlling.

In addition to this so-called collection mode, an illumination mode is possi-
ble, where light is coupled to the fiber and the sample is illuminated by the small
SNOM tip. The transmitted light is collected via a standard microscope objec-
tive. These experimental modes are not directly invertible. Also, the tip can both
illuminate the sample and collect the light in the so-called luminescence mode,
where the reemitted light is detected with subwavelength resolution. For solar-cell
applications, this mode is used to study the local band-gap variations and lateral
variations of the splitting of quasi-Fermi levels [8]. By using the sample itself as
the detector, local photocurrent and photovoltages can be analyzed with SNOM
in illumination mode [9–12]. A much more advanced mode takes advantage of
applying two tapered fiber tips to illuminate the sample locally with the illumina-
tion tip and collect the light locally at a different position with the detection tip
[13, 14]. Such a dual-probe SNOM can be used to investigate, for example, light
propagation in thin films [15] or at surfaces [16]. For the kind of study described
in the present chapter, the collection mode is most applicable. Therefore, most of
the presented examples are obtained by this technique.

In Figure 10.2, the result of a measurement on a randomly textured ZnO surface
is shown. In (a) the topography and in (b) the local light intensity at a wavelength
of 658 nm are given. Both quantities are measured simultaneously by means of
SNOM working in collection mode in transmission geometry. The surface consists
of laterally distributed craters with different shapes and sizes. A typical lateral size
of a crater is about 1 μm. By comparing the topography to the local light intensity,
it can be found that at the edges of the craters, the highest light intensity is found.
This behavior is typical for this kind of surface texture. The transmitted light is
localized at the ridges between two (or more) craters owing to the strong curvature
which leads to electric field enhancements.

Since the SNOM tip can be moved in three axes, the local light intensity distri-
bution in the whole spatial domain above the surface can be obtained. A typical
example is shown in Figure 10.3.
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Figure 10.2 (a) Topography of randomly textured ZnO surface. (b) Local light intensity at a
wavelength of 658 nm simultaneously measured with SNOM.

6

5

4

3

2

1

0
0 1 2

x (μm)

z 
(μ

m
)

3 4 5 6 7 8 9 10

Min

Max

Figure 10.3 Local light intensity above a selected scanning line measured with SNOM at a
wavelength of 658 nm.

For one selected scanning line, all measured intensities are plotted in a
cross-sectional image. The spatial distance along the z-direction between two
measurements was 350 nm. Missing data points are filled by interpolation [17]. It
is found that there are strong localization effects above the surface with a jet-like
shape. These jets are found at the highest curved edges in the topography.

10.3
The Role of Evanescent Modes for Light Trapping

In near-field optics, the so-called evanescent modes are very important. In the
case of light trapping in solar cells, light, which is scattered inside the absorber
layer into angles larger than the critical angle for total internal reflection, will be
totally reflected at the interfaces to low refractive index material. Although light
cannot propagate into the low refractive index material in this case, the electric
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field intensity is finite but decreases exponentially with the distance from the
interface in the order of the wavelength of light. The question is how the evanes-
cent modes contribute to the total absorption in a thin film. Since the absorption
in the layer is the most important quantity for optical study on thin-film solar
cells and since evanescent modes are not detectable in far-field-based optical
experiments (e.g., angularly resolved scattering, haze, reflection/transmission),
this is indeed an important question. The answer will have an influence on
the choice of experiment and also simulation tools to study the light-trapping
properties of surface textures.

Here, a theoretical model was chosen, where Maxwell’s equations are solved
rigorously for a one-dimensional periodic grating. This model was developed by
Chandezon et al. [18, 19] and is denoted as C method in the following. Within this
method, Maxwell’s equations are transformed into a curvilinear coordinate sys-
tem where the surface is flat. By applying periodic boundary conditions, the field
components are developed into Fourier series, resulting in an algebraic equation
system instead of the differential equations. The C method provides two essential
advantages: the comparably low demand of computer power and the possibility
to separate the evanescent modes. This allows us to study the impact of surface
modifications as well as to answer the question how evanescent modes contribute
to the total absorption.

In Figure 10.4, the calculated electric field distribution for a single scanning line
of an AFM measurement is shown [20]. The thin-film stack consists of a ZnO half
space with a surface profile defined by the given scanning line. On top of this sur-
face, a hydrogenated amorphous silicon (a-Si:H) layer with a thickness of 250 nm
and a refractive index of na-Si:H = 3.803+ 0.0022i is assumed [21]. At the top of this
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Figure 10.4 (a) Calculated electric field distribution for a single scanning line at a wave-
length of 780 nm. (b) Calculated intensity distribution of evanescent part of light for the
same scanning line [20]. For both figures, a logarithmic intensity scale was chosen.
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layer, the profile is supposed to be conformal and the upper half space is air. The
gray scale is logarithmic for enhanced visualization.

In Figure 10.4a, the distribution of the whole electric field is shown taking into
account both propagating and evanescent part of light. In Figure 10.4b, only the
intensity distribution of the evanescent part of light is shown. The light focusing
effect which forms a jet-like shape (see Figure 10.3) can be seen in Figure 10.4a at,
for example, an x coordinate of 1.5 μm and a z coordinate of 2 μm. In addition to
the information which is collected by SNOM, the local light intensity inside the
material can be obtained by these simulations. In the ZnO substrate, an intensity
modulation is found, which results from the interference effects of the incident
plane wave and the diffraction of the reflected waves. Inside the silicon layer, a
finer interference pattern is found due to the larger refractive index. From the
results of the evanescent part of light, it can be seen that inside the silicon layer,
the interference pattern looks very similar to that for the total amount of light.
This means that the behavior in the silicon is dominated by guided waves. The
exponential decrease of these modes in the surrounding media can be seen in
Figure 10.4b by the intensity spikes in air and ZnO.

In Figure 10.5, the calculated absorption enhancement for an a-Si:H thin film on
top of a textured ZnO substrate is shown. With the results of the C method, the
local absorption can be extracted. This absorption is integrated over the spatial
domain of the silicon to get the total absorption. This value is normalized against
the corresponding absorption for flat interfaces with an identical layer stack. This
gives the enhancement of the absorption due to the texture. The measured sur-
face profile is modified by stretching it along the z-axis. The new profile function
is then given by z(x)= sz0(x). Here, z0(x) defines the measured profile and s the
z scaling parameter. The absorption enhancement is calculated for both the total
amount of light (solid curve) and the evanescent part (dashed curve). Obviously,
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Figure 10.5 Calculated absorption enhancement for a selected scanning line with varying
z scaling parameter for the total amount of light (solid curve) and the evanescent part of
light (dashed line) [20]. The inset illustrates the kind of surface variation.
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the total absorption can be increased by a factor of 4 for this kind of profile. The
most important result is that the absorption of the evanescent modes nearly fol-
lows the absorption enhancement for the total amount of light. This means that
the improvement in the quantum efficiency of textured solar cells is strongly dom-
inated by light modes which are guided in the silicon layer. This result is found for
all kinds of surface profiles and various kinds of modification.

In conclusion, it is demonstrated that light trapping in thin-film solar cells is
strongly dominated by evanescent light modes, that is, light scattering at rough
interfaces must be strong enough to excite these guided modes and that the exper-
imental study must have an access to evanescent light. Since the intensity of these
modes decreases exponentially with the distance to the surface, an optical near-
field experiment is essential to study light trapping.

The following section will focus on the analytical methods for the extraction of
evanescent mode intensity from SNOM measurements on textured surfaces.

10.4
Analysis of Scanning Near-Field Optical Microscopy Images by Fast Fourier
Transformation

As shown in the previous section, the portion of light which is scattered into
evanescent modes is essential for the study of light-trapping efficiency. Since these
modes only have finite intensities in the optical near-field regime, where the dis-
tance to the surface is less than one wavelength, SNOM is a powerful tool to
investigate local light-trapping efficiencies. Nevertheless, the analysis and inter-
pretation of SNOM images is complex as the following questions arise: (i) How
does the near-field probe influence the measured signal? (ii) Are the coupling effi-
ciencies of different optical modes comparable? (iii) Since the measured optical
modes couple to the same fiber mode, different modes cannot be directly distin-
guished. Is it possible to distinguish them indirectly? There are certainly more
questions concerning the analysis and interpretation of SNOM images. But at this
point, it should be enough to concentrate on these three.

The question whether the near-field probe influences the measured signal is
reasonable since the tip is metallized and placed in the spatial domain which is
in the focus of investigation. By comparing the measured cross-sectional images
(see Figure 10.3) to numerical results from finite-difference time-domain simu-
lations, disregarding the existence of the tip, a very good agreement is found for
the investigated types of structure [22]. In the direct comparison of the local light
intensities at a distance of 20 nm to the surface, deviations are found. A detailed
investigation shows that this is mainly due to the finite size of the tip [23]. At the
slope of a corrugated surface, the distance controlling system keeps the closest tip-
to-sample distance constant which is achieved at the side of the tip. Therefore, the
distance between the aperture and the surface might vary significantly. This has
an impact on the detected light intensity due to the strong distance dependence
of the evanescent modes.
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The second question deals with the coupling efficiencies of different optical
modes to the near-field probe. The optical fiber, with the tip at its end, has a
finite angle of acceptance which means that the lateral wavevector of the optical
mode inside the fiber is restricted. Optical modes with lateral wavevectors larger
than the limit cannot couple directly into the fiber but via scattering at the con-
ical tip which transfers the wavevector into the acceptance cone. Therefore, the
coupling into the fiber is in principle possible for all optical modes. Nevertheless,
the larger the lateral wavevector is, the stronger the scattering at the tip must be
in order to detect it. Therefore, it is reasonable that optical modes with large pla-
nar wavevectors couple weaker to the fiber as modes which propagate nearly at
normal incidence. This limitation affects the evanescent modes in particular.

The third question is the most interesting one. In the spatial domain of inves-
tigation, there are different optical modes: specularly scattered light, light with
small scattering angles, strongly scattered light with nearly gracing angles, and
light which is scattered into evanescent modes. By detecting all these modes by
the SNOM probe, they will couple to the same fiber mode and are detected with-
out any information about the lateral wavevector before scattering at the tip. For
the study of the scattering behavior of textured surfaces, it is quite important to
obtain the information about the transferred wavevectors. Especially, the extrac-
tion of evanescent modes is essential.

In Figure 10.6, the formation of periodic intensity patterns in SNOM images
due to the interference of scattered light is illustrated. The wave fronts of the inci-
dent plane wave and the scattered light are shown. For the scattered light, only
one possible scattering angle 𝜃 is depicted. The different wave fronts of the wave
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Figure 10.6 Incident and scattered wave fronts. The relation between the period of the
interference pattern and the transferred planar wavevector is illustrated for a selected
scattering angle.
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Figure 10.7 (a) Topography of an a-Si:H top
cell with intermediate layer and μc-Si:H cap
layer deposited on randomly textured ZnO.
(b) Local light intensity at a wavelength of

705 nm measured with SNOM. In the lower
part, the evanescent (c) and propagating (d)
parts of the local light intensity are shown.

which is scattered to the left side interfere with the wave fronts of the light which is
scattered to the right side. This leads to regions of constructive interference which
are oriented perpendicular to the surface. The distance of the interference maxima
is given by the scattering angle and, therefore, the transferred planar wavevector.

Considering all possible scattering angles gives a superposition of periodic light
intensity patterns. The individual amplitude for each period can be extracted by
FFT. This information can be used to generate individual images for the evanes-
cent and propagating light. This is exemplarily shown in Figure 10.7.

In the upper part, the topography (a) and the local light intensity (b) at a wave-
length of 705 nm are shown for an a-Si:H top cell deposited on a randomly textured
ZnO layer. On top of the cell, an intermediate reflector consisting of SiOx:H as
well as a μc-Si:H cap layer is deposited. This layer stack describes the optical sit-
uation of a full tandem solar cell concerning the properties of the a-Si:H top cell
[24]. The measured local light intensity is transformed by FFT, and the evanescent
(c) and propagating (d) parts of transmitted light are extracted by high-pass and
low-pass filters, where the spatial cutoff frequency was defined by 2/𝜆. Between
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Figure 10.8 Evanescent part of light extracted from the SNOM measurement shown in
Figure 10.7. (a) The norm of the FFT filtered values is plotted. Figure (b) shows a smoothed
image to illustrate the envelope of the standing waves.

the measured image and the propagating part of light, strong similarities can be
found. This means that the total transmitted light intensity is dominated by the
propagating light modes. The evanescent part shows the light which is trapped
inside the solar cell. The image appears a superposition of spherical waves with
the craters as center positions.

In Figure 10.8 the evanescent part of light is shown as the norm of the back-
transformed FFT image (see Figure 10.7c for comparison). Both the pure data (a)
and smoothed data (b) are shown. In the intensity profile of the evanescent modes,
nodes are found which are caused by standing waves. By smoothing the image,
this oscillation is damped. Here, a better identification of regions with higher
light-trapping efficiencies is possible. A detailed study of these images and the
comparison to numerical results are necessary to extract the information relevant
for further improvement of the surface texture.

10.5
Investigation of Individual Waveguide Modes

The coupling of incident light to waveguide modes is a very promising concept to
improve the efficiency of thin-film solar cells that suffer from weak absorptance
near the band gap of the absorber material [20, 25]. Nanophotonic light-trapping
structures are implemented at different interfaces to diffract light into large angles
inside the absorber material [26–29]. In the resonance case, optical waveguide
modes propagate through the solar-cell absorber. Those modes show an increased
absorption probability. An optical mode that is guided in a high refractive index
material induces evanescent fields close to the interface. This allows an SNOM
detecting such a waveguide mode in the optical near field of the absorber layer.

A particular planar waveguide mode is characterized by the polarization (either
transversal electric (TE) or transversal magnetic (TM)), the propagation direction
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(given by the planar wavevector), and the frequency (corresponds to the wave-
length of incident light). The local light intensity distribution of such a waveguide
mode shows a periodic pattern along the direction of propagation. The period
corresponds to the planar wave vector.

With a special sample design, Paetzold et al. [30] investigated a particular
waveguide mode in an a-Si:H solar cell. A squared part of the solar cell was
nanopatterned with a two-dimensional cubic grating structure of 500 nm period.
Each unit cell consists of a hemispherically shaped nanostructure. The cubic
grating allows incident light to couple into waveguide modes in the absorber layer.
The waveguide modes are able to propagate inside the film and will, therefore,
also exist apart from the nanopatterned region. Generally, two different types
of planar waveguide modes are separated: (i) transversal electric (TE) modes
and (ii) transversal magnetic (TM) modes. In those modes, either the electric
field or the magnetic field oscillates perpendicular to the propagation direction
of the waveguide mode, respectively. At normal incident, the coupling to both
TE and TM modes is always possible inside the nanopatterned region for any
polarization of incident light due to the two-dimensional grating structure. Here,
the grating allows diffraction along both planar coordinate axes, resulting in
a twofold symmetry. Apart from the nanopatterned region, this symmetry is
broken because the propagation direction is now fixed. Therefore, the coupling
to a particular waveguide mode will show a strong polarization dependency. This
is demonstrated in Figure 10.9.

Figure 10.9a schematically illustrates the top view of the measurement geome-
try. The corner of the periodically nanopatterned region is shown together with
the two chosen scanning areas which are located mostly in the flat region of the
solar cell including the edge to the nanopatterned part. In Figure 10.9b, the mea-
sured electric field intensity distributions are shown for both scanning areas and
for both polarizations of incident light, parallel and orthogonal to the respective
edge of the nanopatterned region. Due to the selection of the scanning areas,
waveguide modes, which might be excited by the incident light due to the inter-
action with the grating structure, will propagate perpendicular to the edge of the
nanopatterned region. In this case, a periodic electric field intensity distribution
is expected in the same direction. This can be observed for polarization of inci-
dent light parallel to the edge of the nanopatterned region for both scanning areas.
To support this, FFT of the selected part of the measured electric field intensity
distributions are shown in Figure 10.9c. For polarization of incident light parallel
to the edge of the nanopatterned region, distinct maxima are found in the FFT
that reflect the periodic electric field intensity distribution. The position of the
distinct peaks corresponds to the grating constant of 500 nm. For polarization of
incident light orthogonal to the edge of the nanopatterned region, a diffuse ring-
like structure is found in the FFT without any distinct maximum. This is caused
by the interaction of incident light with small surface roughness which allows for
light scattering in any direction. Due to the resonance condition, light is preferably
scattered into the waveguide mode at this wavelength which is isotropic in lateral
direction. Therefore, the ring-like structure in the FFT is expected. The results
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Figure 10.9 (a) Schematic illustration of the
measured regions of the specimen. (b) Mea-
sured electric field intensity distributions at
the surface of the area of investigation for
incident monochromatic light of 750 nm and

for incident polarization orthogonal and par-
allel to the respective the borderline of the
nanostructured region. (c) Two-dimensional
FFT of the measured electric field intensity
distributions.

lead to the conclusion that the selected waveguide mode is a TE mode which is
excited by the first diffraction order of the grating.

In order to identify the resonant light coupling to an individual waveguide mode,
the wavelength of incident light is varied and the coupling efficiency for each
wavelength determined. The coupling efficiency is defined by the peak intensity
in the FFT of the electric field intensity distribution. The results are shown in
Figure 10.10a. Figure 10.10b depicts the measured external quantum efficiency
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Figure 10.10 (a) Light coupling intensity Ic of incident light to a waveguide mode derived
from a series of FFTs with a wide range of wavelengths. (b) External quantum efficiency of
the nanophotonic solar cell as a function of the wavelength.

(EQE) of the nanopatterned solar cell for comparison. It can be clearly seen that
the EQE shows local maxima at the wavelengths of 723 and 750 nm. In contrast,
the coupling efficiency to the selected waveguide mode, measured by SNOM,
shows a maximum only at a wavelength of 750 nm. From this, it can be concluded
that only the resonance in the EQE at a wavelength of 750 nm is related to a TE
mode which is excited by the first diffraction order of the grating.

10.6
Light Propagation in Thin-Film Solar Cells Investigated with Dual-Probe SNOM

For the coupling of incident light into the absorber material, the guidance of light
inside the layer as well as the coupling of guided modes to propagating light in the
surrounding half space is of great importance for solar cells. Textured interfaces
are often used to support efficient coupling of incident light to the absorber layer.
Anyway, those textures also influence the light guidance in particular in thin-film
solar cells where coherent waveguide modes are present due to the low thick-
ness of the absorber layer. Well-defined waveguide modes only exist in flat layers.
Therefore, any kind of texture will have an impact on the guidance of light. Fur-
thermore, the texture also supports the coupling of guided modes to the half space
which will directly cause an optical loss for the solar cell as this light can no longer
be absorbed.
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Figure 10.11 (a) Topography of a textured
μc-Si:H thin-film solar cell. The height scale
from min to max is 820 nm. The lateral size is
20× 20 μm2. (b) Intensity map simultaneously

measured at a wavelength of 750 nm in dual-
probe mode. (c) Line scans at the positions
shown by the dashed lines in (a) and (b).

An advanced dual-probe SNOM setup allows for the detailed characterization
of those mechanisms by combining different advantages: (i) The illumination
probe acts as a local point source which allows investigating local light coupling
efficiencies into the solar cell. (ii) The detection probe allows studying of the
optical losses due to light coupling to the half space. (iii) By variation of the
relative positions of both probes, light propagation inside the absorber layer can
be measured as the near-field effect of the SNOM probes allows the detection of
evanescent waves that accompany waveguide modes.

In the simplest dual-probe configuration, the sample is illuminated through a
tip at a fixed position. In the second, the collection probe is scanned across the
surface and collects the local light intensity. In this configuration, light coupling
into the layer is kept constant by the fixed illumination probe, whereas local light
coupling from the guided modes to the collection probe is varied as well as the
light path inside the layer by variation of the position of the collection probe. An
example is shown in Figure 10.11. The topography, measured by the collection
probe, is shown in Figure 10.11a, and the local light intensity measured by the
collection probe is plotted in Figure 10.11b for a wavelength of 750 nm. The two
dashed lines indicate the location of the line scans that are shown in Figure 10.11c.
The line scan shows the exponential decay in light intensity due to absorption as
well as a superimposed fine structure which correlates to the topographic infor-
mation. At both maxima and minima in the topography, a stronger coupling of
guided light to the collection probe is found which further reduces the remaining
light intensity.

In order to measure the light intensity decrease as a function of the distance,
the line scans from Figure 10.11c suffer from local light coupling efficiencies
at the positions of the illumination and collection probes. Therefore, a more
advanced configuration is illustrated in Figure 10.12. Here, the distance between
both probes is kept constant during the scan. Generally, this can be achieved in
two different ways: (i) Both probes are moved synchronously. (ii) The sample is
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moved. From a practical point of view, it is much easier to move the sample and
to keep the position of the probes constant. The scanning of the sample allows
averaging the locally varying coupling efficiencies. Thereby, the intensity decrease
due to light propagation through the absorber layer along the distance, as defined
by the probe-to-probe distance, is measured. By incrementally increasing the
probe-to-probe distance, the intensity decrease is extracted as a function of
the distance.

Figure 10.13 shows the result of such a measurement performed on a μc-Si
thin-film solar cell with a thickness of 1 μm. The effective absorption coefficient is
extracted from the decrease of the average intensity of the measured light intensity
distributions with the probe-to-probe distance. Due to the elongated light path
inside the layer, the probe-to-probe distance is shorter than the effective light path.
Therefore, intensity losses due to absorption are increased which is represented
by the larger effective absorption coefficients compared to the macroscopic bulk
values. Besides this, surface roughness leads to additional intensity losses inside
the absorber layer due to coupling of guided light modes to outer half space.
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Figure 10.13 Absorption coefficient of a μc-
Si:H layer with a thickness of 1 μm as a func-
tion of the wavelength. The circles represent
the macroscopic values determined by pho-
tothermal deflection measurements on the
same material. The squares were determined

by dual-probe SNOM measurements and rep-
resent the effective absorption coefficient.
The larger values for the SNOM measure-
ment are explained by the increased light
path inside the layer with respect to the lat-
eral distance along the interface.

10.7
Conclusion

SNOM is found out to be an excellent tool to study the local light scattering and,
therefore, the local light-trapping properties of thin-film solar cells on textured
surfaces. Light scattering at textured surfaces must be understood in a wave
picture. This is why the propagation of light inside the absorber layer is linked
to guided modes. These modes can be obtained with high spatial resolution by
SNOM experiment. The analytical techniques to characterize the potential of
different morphological structures for the light trapping are established. For
further improvement of surface texture, this information is essential and can only
be obtained in optical near-field experiments.
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11
Photoluminescence Analysis of Thin-Film Solar Cells
Thomas Unold and Levent Gütay

11.1
Introduction

Luminescence describes the emission of light from a solid arising from devia-
tions from thermal equilibrium, as distinct from blackbody radiation which is
observed in thermal equilibrium [1, 2]. The thermal equilibrium state can be dis-
turbed by various forms of excitation, such as the application of an external voltage
(electroluminescence; see Chapter 3), an incident electron beam (cathodolumi-
nescence; see Section 14.2.5), mechanical stress (mechanoluminescence), and a
heating ramp releasing carriers from deeply trapped states (thermoluminescence),
and also by the absorption of light of sufficient energy, which is commonly called
photoluminescence (PL). The emission of PL radiation is caused by the transition
of electrons from higher occupied electronic states into lower unoccupied states,
under the emission of photons if the transition is dipole allowed. According to the
laws of quantum mechanics, the transition rate can be calculated by first-order
perturbation theory using Fermi’s golden rule. Using this formalism, optical tran-
sitions from an occupied density of initial states to an unoccupied density of final
states can be expressed by [2, 3]

Rsp(E) ∝ ∫ |Mif|2f (Ei)(1 − f (Ei + E))g(Ei)g(Ei + E)dEi, (11.1)

where Mif represents the matrix element coupling the wavefunctions of the initial
and final states, f (E) represents the Fermi–Dirac occupation function, and g(E)
denotes the density of electronic states. Usually the optical transition matrix ele-
ment is calculated in the semiclassical approximation, where the exciting light is
treated by classical electrodynamics. Using the fact that the same transition matrix
element and density of states govern absorption and emission events, a relation-
ship between the absorption coefficient 𝛼(E) and the spontaneous emission rate
was derived based on detailed balance arguments in thermal equilibrium [4]:

R0
sp =

8𝜋n2
r

h3c2
𝛼(E)E2

exp(E∕kBT) − 1
, (11.2)
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where nr is the refractive index of the material, h is Planck’s constant, c is the
speed of light, and kB is the Boltzmann constant. Equation 11.2 is very useful
in the sense that it directly relates the absorption coefficient of a material to
its emission spectrum and in principle allows for calculating one quantity if
the other quantity is known. Since in PL measurements we are interested in
deviations from thermal equilibrium, we write the net spontaneous emission
rate as

Rsp = R0
sp

np
n0p0

− R0
sp = B(np − n0p0) = Bn2

i (exp(Δ𝜇∕kBT) − 1), (11.3)

where n and p are the total carrier densities, n0 and p0 are the equilibrium car-
rier densities related to the intrinsic carrier density by n2

i = n0p0, Δ𝜇 = EFn − EFp
represents the quasi-Fermi-level splitting between the quasi-Fermi levels for elec-
trons EFn and for holes EFp, and B defines the material-specific radiative recombi-
nation coefficient [1]:

B = 1
n2

i

8𝜋
h3c2 ∫

∞

0
n2

r𝛼(E) exp(−E∕kBT)E2dE. (11.4)

It is useful to distinguish the following experimental conditions: (i) n≫ n0
and p≫ p0. In this case, the PL photon flux is given by Y PL ∝Bnp. This
situation is referred to as the high-injection condition, where the radiative
lifetime 𝜏rad = 1/(Bn) depends on the injection ratio. (ii) When p≈ p0 for p-
type material (n≈ n0 for n-type material), then Y PL ∝Bnp0 and the PL flux
depends on the majority carrier density with a radiative lifetime 𝜏rad = 1/(Bp0)
independent of the injection ratio. This situation is referred to as the low-
injection condition. Typical values for the radiative coefficient and radiative
lifetime assuming a doping level of 1016 cm−3 are BSi = 2× 10−15 cm−3/s and
𝜏Si = 0.025 s for silicon and BCuInSe2

≈ 6 × 10−11 cm−3∕s and 𝜏CuInSe2
≈ 1μs for

CuInSe2 [1, 5].
In most materials, nonradiative recombination occurs via deep defects in the

energy band gap, limiting the recombination lifetime to significantly smaller val-
ues than the radiative lifetime since the total recombination rate comprises all
individual recombination rates:

𝜏
−1
tot = 𝜏

−1
rad + 𝜏

−1
nonrad. (11.5)

From the ratio of measured lifetime to radiative lifetime, the PL efficiency of a
material can be defined as 𝜂PL = 𝜏tot∕𝜏rad.

So far, we have been mostly concerned with radiative transitions taking place
within the sample. However, the correct calculation of the number of photons
emitted from a sample in a PL experiment is much more complicated since details
of the absorption profile, diffusion and drift and recombination of carriers with the
sample, and the propagation of the emitted photons through the sample surface
have to be taken into account. In most PL experiments, the information depth is
given by the absorption length 1/𝛼 of the exciting light or by the diffusion length
of minority carriers, which ever of these two quantities is larger [2]. For an exact
treatment, closed-form solutions are difficult to obtain and numerical simulation
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has to be employed. However, assuming homogeneous material properties and
flat quasi-Fermi levels and taking into account that light is emitted through the
sample surface within a narrow emission cone 1∕4n2

r , the photon flux detected
outside the sample can be expressed by [6]

YPL(E) =
1

4𝜋2ℏ3c2
a(E)E2

exp((E − Δ𝜇)∕kBT) − 1
, (11.6)

where the absorptivity is given by a(E)= (1−Rf) (1− exp(−𝛼(E)d)) with the front
surface reflectivity Rf and the sample thickness d. Equation 11.6 has been referred
to as the generalized Kirchhoff’s or generalized Planck’s law because of its resem-
blance to these well-known relations valid for thermal equilibrium conditions.
Note that Equation 11.6 is only valid if equilibration between the electronic
states involved (e.g., carriers in the conduction band and carriers in the valence
band) can occur on the timescale of the radiative recombination time. For most
materials, this is true at room temperature for thermal-emission depths smaller
than about Egap − 0.3 V. However, it is certainly not true for carriers in deep
band-tail states at temperatures in the range of 10 K. Since the quasi-Fermi-level
splitting Δ𝜇 contained in Equation 11.6 is related to the maximum open-circuit
voltage, V oc, achievable for a photovoltaic device, this relation can be used
for predicting this device property using luminescence measurements at room
temperature [6–9].

If measurements of the absolute magnitude of the luminescent photon flux
emitted from a sample under photoexcitation are available, the quasi-Fermi-level
splitting can be derived from the magnitude and spectral shape of the lumi-
nescence signal. This method in particular allows for the investigation of the
influence of subsequent processing steps on the quality of an absorber material.
If the optical constants are known for the material, the data may be evaluated
using Equation 11.6 and the correct values for the spectral absorptivity. However,
for thin-film compound semiconductor materials, the absorption coefficient very
often is not exactly known, and one has to make simplifying assumptions. In this
case, the high-energy wing of the PL signal may be evaluated at photon energies
sufficiently larger than the band gap, where the absorptivity can be approximated
to be constant and a(E)≈ 1 is a reasonable assumption. Then, Equation 11.6 can
be rewritten as

ln
( YPL (E)

1023 E2∕cm2eV s

)
= −E − Δ𝜇

kT
(11.7)

allowing for an extraction of the quasi-Fermi-level splitting Δ𝜇 from a fit to
the high-energy wing of the PL spectrum. Note that the equation assumes an
absorber layer with homogeneous phase composition and constant quasi-Fermi
levels throughout the material. For extracting the local optical threshold energy
from a PL spectrum, the determined value Δ𝜇 is reinserted in Equation 11.6
which allows for the extraction of the spectral absorptivity a(E) for the lower
energetic region of the luminescence spectrum.
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11.2
Experimental Issues

11.2.1
Design of the Optical System

A schematic of a typical PL setup is shown in Figure 11.1. The sample can be
mounted in ambient conditions for fast room-temperature measurements or
in a cryostat for low-temperature measurements in vacuum or, as is the case in
dynamic cryostats, in helium or nitrogen atmosphere. As an excitation source,
any light source of suitable luminance and appropriate wavelength range can
be used. The most general light source would be a white light from a halogen
or xenon lamp filtered by a monochromator, which allows for a wide range of
excitation wavelengths, however, at the cost of very low excitation power. Because
of the widespread availability and high monochromatic power, in most setups
laser excitation sources are used, for example, gas lasers such as helium–neon
(633 nm) or argon (514 nm) lasers or solid-state laser diodes. The excitation
source is guided or focused onto the sample by a flat mirror or focusing device
(lens or parabolic mirror). The luminescence radiation emitted from the sample
is then collected by a light collection device, which again can be given by a lens
or also by a parabolic or off-axis parabolic mirror. The collimated light passes
an order-sorting filter system which prevents the detection of unwanted higher
orders. For most applications, colored glass long-pass filters are chosen with
cutoff wavelengths slightly larger than half the measurement wavelength. The
luminescence light is then focused into the monochromator system through
an entrance slit. As a general comment regarding the focusing assemblies in
the whole luminescence setup, we point out that off-axis parabolic mirrors are
considered first because they are dispersion free. The luminescence light exits the
monochromator through an exit slit and reaches the radiation detector, which
can be a photodiode, photomultiplier, or avalanche photodiode, or a one- or
two-dimensional detection device such as a photodiode array or CCD array.

Blue laser

Green laser

Red laser

Spectrograph

InGaAs

CCD

Beam splitter

ND
filterOrder-sorting filter

Sample

Flip mirror

Off-axis
parabolic

 mirror

Cryostat

Figure 11.1 Experimental setup for room- and low-temperature PL measurements.
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In the case of a single-area detector, the spectral resolution of the system is
determined by the dispersion of the grating (nanometer/millimeter) times the
entrance/exit slit width. Note that the focusing unit directing the light into the
monochromator has to be designed to match the aperture of the monochromator
specified by the f -number f /#= f /D, where f is the focal length and D is the colli-
mated beam diameter, to achieve an optimal illumination of the dispersion grating
and mirrors inside the monochromator. If the focusing f /# is too small, then light
is scattered inside the monochromator, and if the focusing f /# is too large, then the
spectral resolution is decreased. In the case of a diode array, the exit slit is omitted,
and the spectral resolution is determined by the dispersion times the diode width,
which is typically 10–30 μm. The advantage of using a detector array is the possi-
bility to record a single spectrum in one shot, without the need for scanning the
grating. The advantage of using single-area detectors is the higher signal–noise
ratio achievable by using low-noise amplification by avalanche diodes or photo-
multiplier tubes in combination with lock-in detection. The excitation signal can
be modulated by an optical chopper wheel or by a direct electrical modulation of
a laser diode.

If measurements with high spatial resolution are of interest, a microscope
setup can be used [10]. In Figure 11.2, a PL setup utilizing a confocal microscope
is outlined. In this configuration, the excitation source is focused onto the sample
surface through a microscope lens. The luminescence light is collected through
the same lens, separated from the exciting light beam by means of a beam splitter,
and focused onto a fiber connected to the detecting system. This system exhibits
diffraction-limited resolution of approximately 0.6𝜆/N.A., where N.A. is the

Detectors

Spectrograph

Laser

Fiber

Excitation

Lu
m
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ce
nc
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Beam splitter

Sample

100 μm

Scan table

Microscope lens

Figure 11.2 Setup for spatially resolved measurements using a confocal microscope.
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numerical aperture of the microscope objective and 𝜆 is the wavelength of the
detected luminescence signal. A spatial resolution of down to about 500 nm
can be obtained in an optimized system investigating luminescence light of
approximately 1000 nm. The sample is mounted on an xy-positioning table,
which allows for a two-dimensional scan of the emitted luminescence radiation.
As the excitation area in a micro-PL is in the range of 1 μm2, very high excitation
intensities can be achieved, which may lead to local heating and high-injection
effects. This has to be kept in mind when analyzing the data. Efforts should be
made to keep the excitation level as low as possible.

11.2.2
Calibration

The two most important calibrations to be performed are wavelength calibration
of the monochromator and the determination of the transfer function of the com-
plete optical system. The wavelength calibration is commonly performed using an
argon or mercury–argon lamp, which is placed at the sample position. The atomic
lines recorded by the detection system are then fitted to the known line spectrum
of the lamp type which, for example, may be downloaded from the NIST web-
site [11]. The transfer function contains the wavelength-dependent attenuation
of the propagating luminescence signal after passing all optical components of
the collection and detection system, that is, all lenses, mirrors, windows, filters,
and gratings, and the quantum efficiency of the detector. To measure this func-
tion, a radiation source with known emission spectrum is placed at the sample
position, and its emission spectrum is recorded with all optical components in
place. If various filters or gratings are used, each one of these optical elements
has to be considered. For absolute calibration of the luminescence photon flux,
a blackbody calibration source with known emissivity and temperature is used.
Calibrated tungsten-band lamps have been useful to perform this task.

In order to obtain the proper luminescence signal, the measured signal has to be
multiplied by the transfer function and subsequently converted into energy space
by taking into account the change from constant wavelength intervals to constant
energy intervals, which requires a multiplication of the luminescence signal by a
factor of 𝜆2.

11.2.3
Cryostat

If low-temperature measurements are of interest, a cryostat has to be used. Com-
monly used cryostats are either liquid helium or nitrogen flow or closed-cycle
helium cryostats. The advantage of a closed-cycle cryostat is that no liquid helium
is necessary, at the expense of mechanical vibrations of about ±10 μm when com-
pared with continuous-flow cryostats. Helium-flow cryostats allow for lower min-
imum temperatures of 1.5 K when compared to closed-cycle cryostat with which
only 4 K can be reached. When performing low-temperature measurements on
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thin-film materials, special care has to be taken to correctly determine the sample
temperature during the measurement. Because the thin materials are commonly
grown on glass substrates which are considerably bad thermal conductors, the
temperature of the thin-film sample can differ considerably from the temperature
of the cold finger of the cryostat. To properly calibrate the temperature, a second
sensor mounted on a glass substrate identical to the sample glass substrate should
be employed in the system.

11.3
Basic Transitions

A number of different transitions can occur in a PL measurement depending on
the measurement conditions and the material properties (See Figure 11.3). In the
following, we give a very brief description of the most important radiative tran-
sitions occurring in semiconductor materials. In general, the different transitions
can be distinguished by their transition energy and by the change of the transition
energy and luminescence yield with varying excitation intensity and temperature.
Therefore, it is useful to define the following two dependencies. The luminescence
yield of a transition line in general is found to obey the expression [1, 2]

YPL(𝜙) ∝ 𝜙
k , (11.8)

where𝜙 is the excitation intensity and k is a characteristic parameter usually rang-
ing between 0.5 and 2. The luminescence yield of transitions involving localized
states generally decreases with increasing temperature owing to the thermal emis-
sion of the trapped carriers to the conduction or valence band. This dependence
on temperature can be described by

YPL(T) ∝ 1
1 + C exp(−Ea∕kT)

, (11.9)

where Ea represents a characteristic activation energy and C is a constant which
is proportional to T3/2 if the thermal quenching involves thermal emission to the
conduction or valence band [12, 13]. Bear in mind that the activation energies can
differ significantly if or if not a T3/2 dependence is included in the model.

The shift of transition energy with increasing temperature may be influenced
by a shift in the optical gap with temperature [1]. Because this applies to all of the
transitions discussed in the following section, this will not be discussed individ-
ually but only stated here. Typically, a decrease in the band gap with increasing
temperature of the order of 10−4 eV/K is observed that may compensate positive
peak shifts of the order of kBT in the experiment. Radiative transitions can occur
with or without the emission of phonons, depending on the electron–phonon
coupling strength and the measurement temperature, thereby often leading to
so-called phonon replica of the transitions. Because of limitation in space, these
phonon replicas will not be discussed in the present section, and the interested
reader is referred to the literature [1, 2].
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Figure 11.3 Optical transitions observable in
luminescence measurements.

11.3.1
Excitons

The classical PL experiment is performed at low temperatures in the vicinity of
10 K. At this temperature, the luminescence efficiency can be considerably higher
than at room temperatures as the ratio of radiative to nonradiative recombina-
tion rate is greatly increased and recombination events arising from electron–hole
pairs bound to each other by their Coulomb interaction, so-called free excitons,
may be observable. The transition energy of free excitons can be calculated using
a simple hydrogenic model yielding

EFX = Eg − Ex, Ex =
mre4

2(4𝜋𝜀0𝜀rℏ)2n2 , (11.10)

where Ex is the exciton binding energy and mr is the reduced electron–hole mass
1∕m∗

r = 1∕m∗
e + 1∕m∗

p [1]. The quantum number n specifies the possible excited
states of the exciton. It is obvious from Equation 11.10 that the binding energy of
excitons mostly depends on the dielectric constant 𝜀r and the reduced effective
mass. For CuGaSe2 thin films with a dielectric constant of about 13 and effec-
tive masses of m∗

e ≈ 0.14 and m∗
p ≈ 1, a free-exciton binding energy of 10 meV is

expected, which agrees reasonably well with the experimentally determined value
EFE = 13 meV [14]. Exciton binding energies increase for large band-gap materi-
als such as ZnO due to their smaller dielectric constants [15]. Optical transitions
related to free excitons are only detectable at sufficiently low temperatures when
kBT <Ex and will dissociate at higher temperatures. The thermal quenching of
the free-exciton luminescence can be described by Equation 11.9, where the acti-
vation energy corresponds to the exciton binding energy if the quenching pro-
cess corresponds to the dissociation of the excitons into free carriers. However, if
many transitions are present, the activation energy in Equation 11.9 may not be
unambiguously identified with the free-exciton transition. A more unambiguous
determination of the binding energy is possible if excited states of the exciton can
be detected [14, 16].

For the change of the PL yield with excitation intensity for free excitons, one
expects k = 1 for resonant excitation and k = 2 for excitation above the band gap
[17]. Schmidt et al. showed that if several transitions concur, the exciton k value
can take values ranging from 1 to 2 depending on the material and experimental
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conditions. Excitons do not exhibit a shift in their transition energy, if the excita-
tion intensity is increased.

Free excitons get easily bound to impurities, which leads to a modification of
their transition energy by the interaction with the impurity. The transition energy
for bound-exciton emission is given by

EBX = Eg − EBE, (11.11)

where the term EBE represents the binding energy of the complex [2]. This term
is typically a fraction of the ionization energy of the isolated impurity in the case
of charged impurities and the sum of the free-exciton binding energy added to a
fraction of the impurity binding energy in the case of neutral defects, as described
by Haynes’ rule [18, 19]:

EBE =

{
cnEA∕D + EFE for neutral defects,
ciEA∕D for charged defects.

(11.12)

The proportionality factors cn and ci depend on the effective mass ratio m∗
e∕m∗

h and
were estimated for donors in CuGaSe2 to be of the order of cn ≈ 0.3 and ci ≈ 1 [14].
Considering the binding energy of 13 meV of free excitons in CuGaSe2, binding
energies of about 17 meV for excitons bound to shallow donors were obtained [14].
Excitons can also be bound to deeper impurities in which case their binding energy
may be much larger than the binding energy of free excitons. The ratio between
free- and bound-exciton emissions present in a PL experiment depends on the
number of impurities present in the material and on the measurement tempera-
ture. According to Lightowlers [20], for impurity concentrations of N > 1015 cm−3

in silicon, essentially all free excitons get captured by donors or acceptors and lead
to bound-exciton luminescence.

Bound excitons do not have kinetic energy causing their line width to be much
smaller than the line widths of order of kBT found for free excitons. Exciton tran-
sitions can also be broadened by inhomogeneities in the material properties such
as composition variations and material strain. Since radiative emissions from free
and bound excitons can occur with the additional emission of phonons, phonon
replicas of the exciton emission lines are frequently detected and have to be dis-
tinguished from transitions arising from excitons bound at different impurities.

11.3.2
Free-Bound Transitions

In nonideal semiconductor materials, there are always localized states present
due to donor or acceptor impurities which can give rise to carrier recombination
by transitions between the free carriers in the bands and the localized states in
the band gap, so-called free-to-bound (FB) transitions [1]. It is possible to detect
both conduction-band-to-acceptor (e-A0) and valence-band-to-donor-state (p-
D0) transitions. Shallow transitions from the conduction band to donors or from
the valence band to acceptors are unlikely, because in these cases, the probability
for phonon-related transitions is much higher than the probability of transitions
involving the release of a photon [21].
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Free-bound transitions can be identified by their spectral signature and specific
temperature-dependent and intensity-dependent behavior. The transition line
shape can be described by a modification of Equation 11.2 in which the square-
root dependence of the density of states of parabolic conduction or valence bands
in direct-gap semiconductors is considered [2, 22]:

YPL(E) ∝ E2(E − (Eg − EA∕D))0.5 exp((Eg − EA∕D − E)∕kT), (11.13)

where EA/D is the donor or acceptor ionization energy. The peak position of the
transition as obtained from setting the derivative of Equation 11.13 equal to zero
is related to the optical gap by

YPL(E)max ∝ Eg − EA∕D + kBT∕2. (11.14)

Note that both these expressions strictly only apply to direct-gap semiconductors
with ideal parabolic bands. The thermal quenching of the luminescence yield FB
transitions is again described by Equation 11.9, where now the activation energy
represents the ionization energy of the impurity state. For the excitation intensity
dependence of FB processes, k = 1 is expected in the ideal case since the transition
rate depends on one free-carrier type, which depends linearly on the excitation
intensity, and on the donor or acceptor density, which is independent of the excita-
tion intensity. Note that when impurities are present in large densities, they begin
to form impurity bands, which merge with the nearest intrinsic band, making the
distinction between free-bound and band–band transitions difficult [1].

11.3.3
Donor–Acceptor Pair Recombination

If both donors and acceptors are present in significant concentrations and
the temperature is low enough, it is possible to observe donor–acceptor pair
(DAP) recombination processes, which involve transitions between two localized
electronic states. These transitions originate from neutral donors and neutral
acceptors (having previously captured a free carrier) which recombine to leave
two oppositely charged defects [1]. The Coulomb energy between the ionized
donor and acceptor is transferred to the emitted photon resulting in an emission
energy of

EDA = Egap − EA − ED + ECoul. (11.15a)

ECoul =
e2

4𝜋𝜀0𝜀rrDA
, (11.15b)

where EA and ED are the ionization energies of the donor and acceptor, respec-
tively; ECoul describes the Coulomb interaction between the ionized donor and
acceptor; rDA is the distance between the donor and the acceptor involved in
the emission, which depends on the impurity density and the excitation density;
and 𝜀r denotes the static dielectric constant. Since the effective distance between
donors and acceptors decreases with the injection level, the effect of the Coulomb
interaction is smallest for low excitation intensities and gets largest for high
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excitation intensities. The dependence of the luminescence peak energy EDA on
the excitation intensity, 𝜙exc, can be empirically described by [23]

EDA(𝜙exc) ∝ EDA(𝜙0) + 𝛽 log
(
𝜙exc
𝜙0

)
(11.16)

where typical values of 𝛽 are found to be around 1–5 meV per decade of excitation
intensity. The maximum possible Coulomb energy-related shift of DAP transi-
tions can be estimated from the binding energy of the spatially more extended
defect, usually the donor level, in the hydrogenic impurity model given by [24]

Emax =
e4m∗

e
2(4𝜋𝜀r𝜀0ℏ)2 . (11.17)

For typical values of 𝜀r = 13.6 and m∗
e = 0.09 for CuInSe2, a maximum shift of

Emax = 6.6 meV is estimated [25, 26]. Thermal quenching of DAP transitions is
described by an equation similar to Equation 11.9, now containing two activation
energies:

IPL = 1
1 + C1 exp(−Ea1∕kT) + C2 exp(−Ea2∕kT)

, (11.18)

where again the constants C1 and C2 are proportional to T3/2 if the quenching
occurs by thermal emission of charges to the valence band and conduction
band, respectively [12]. Under the assumption that the constants C1 and C2 are
of similar magnitude, the activation energy observed at lower temperature is
related to the ionization energy of the shallower impurity state, and the activation
energy observed at higher temperatures is related to the ionization energy of the
deeper level. However, in some cases it is not possible to get meaningful fits using
Equation 11.18, and the analysis of the data using the single activation energy
contained in Equation 11.9 should be considered [13].

The change of the DAP line shape with increasing temperature is complicated,
because the recombination process involves a tunneling step which depends on
the distance of the recombination pairs. Briefly, for increasing temperatures more
distant pairs get thermally reemitted to the bands before they recombine, increas-
ing the number of close pairs in the radiative recombination. Due to the larger
Coulomb term for the close pairs, this leads to a blueshift of the order of kBT of the
emission spectrum with increasing temperature [1, 2]. For the luminescence yield
as a function of excitation intensity, k = 1 is expected in the ideal case, but as was
already discussed earlier, significantly smaller values than that may be observed
in the case of different competing transition types. Schmidt et al. show that for
certain experimental conditions the k values of the exciton and DAP transition
are related to each other by kexc = 2kDAP [17].

11.3.4
Potential Fluctuations

For high concentrations of donors and acceptors when NA∕Da3
B > 1, the Bohr

radii a∗
B = 4𝜋𝜀0𝜀ℏ

2∕m∗e2 of the impurity wavefunctions start to overlap, leading
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to impurity-related band formation [27]. If the donors’ and acceptors’ concen-
trations are of similar magnitude, the semiconductor becomes compensated,
with a net doping density much lower than the dopant concentration. Since the
distribution of dopants in the lattice is statistical, the band structure becomes
distorted by potential fluctuations due to local variations in the fixed space
charge, which cannot be screened by the low free-carrier density. Such potential
fluctuations which are indicated in a schematic band diagram in Figure 11.4
strongly influence the optical and electrical properties as now transitions with
significantly smaller transition energy than the standard DAP or FB transition
energy become possible [26–30].

The average depth of the fluctuations, 𝛾 , can be estimated from the average
charge fluctuations occurring within a certain volume defined by the screening
radius rs containing an impurity concentration Nt = N+

A + N−
D screened by a free-

carrier density p by [27]

𝛾 = e2

4𝜋𝜀r𝜀0
(Ntrs)0.5 = e2

4𝜋𝜀r𝜀0

N2∕3
t

p1∕3 , (11.19)

where rs given by rs = N1∕3
t p−2∕3 for p-type material. Typical values for CuInSe2

thin films can be estimated assuming NA =ND = 1018 cm−3, p= 1016 cm−3, and
𝜀r = 13.6 to yield 𝛾 = 78 meV with a screening length of rs ≈ 270 nm. Because DAP
recombination involves tunneling between the two impurity sites, the transition
energy can be significantly reduced in the presence of band fluctuations, which
experimentally leads to a low-energy tail and broadening of the luminescence
transitions. The emission energy of DAP recombination in highly compensated
material can be estimated with

EPF-DA = EDA − 2𝛾 , (11.20)

where EDA is given by Equation 11.15a [23]. It is obvious from Equations 11.19 and
11.20 that the emission energy for highly compensated DAP transitions depends
on the number of impurities, the compensation ratio, and the free-carrier density
which in turn depends on the excitation level in the experiment.

Therefore for increasing excitation level, a strong blueshift of the emission line
is expected which can greatly exceed the 𝛽 = 1–2 meV expected for the DAP

Ec + φ(x)

ED + φ(x)

EA + φ(x)

Ev + φ(x)

Figure 11.4 Effect of potential fluctuations
on the band edges and the radiative transi-
tions between trapped electrons and holes.
𝜑(x) denotes the spatial varying electrostatic
potential arising from the potential fluctu-
ations, and the dashed line represents an
acceptor/donor level or band.
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Coulomb term given in Equation 11.15b. Experimentally peak shifts as large as
𝛽 = 10–30 meV are observed [26, 28, 29].

If the temperature is increased, the emission peak in strongly compensated
semiconductors is found to redshift at low temperatures and low excitation
intensities. This can be explained with a lack of complete thermalization of the
carriers trapped in different potential wells, which leads to an incomplete filling of
the lowest energetic wells. If temperature is increased, the carriers become more
mobile and also populate the deepest wells, leading to a redshift of the emission
line with increasing temperature. If the temperature is further increased, the
more distant pairs are increasingly thermally emitted to the bands leaving the
closer pairs and thus producing a blueshift, in accordance with the effect observed
for DAP transitions. A detailed discussion of the effect of potential fluctuations
in compensated semiconductors can be found in the literature [26, 27, 29–31].

11.3.5
Band–Band Transitions

With increasing temperature excitons and impurities become ionized, and the
conduction and valence bands become increasingly occupied with photoexcited
carriers such that band–band transitions become more probable. The line shape
of band–band transitions can be described by Equation 11.2 using the appropriate
absorption coefficient for band–band transitions. For a direct-gap semiconductor
with parabolic bands, the following expression is obtained [2]:

YPL(E) ∝ E2(E − Eg)0.5 exp(−(E − Eg)∕kT), (11.21)

where Eg is the band gap of the material. This equation is very similar to the expres-
sion obtained for the free-bound emission stated earlier, which means that in
order to distinguish between band–band transitions and free-bound transitions,
knowledge of the value of the band gap determined by independent means is very
helpful. As for free-bound transitions, the peak position increases with temper-
ature as kBT/2. In band–band transitions, both free-carrier types are involved,
both depend on the excitation intensity, and thus k values >1 can be observed.
Note that in the case of high injection with band–band transitions dominating
recombination k = 1 will be observed, because in this case the lifetime is inversely
proportional to the injection level as discussed in Section 11.1.

11.4
Case Studies

In this section, we discuss some typical PL measurement results for chalcopyrite-
type Cu(In,Ga)Se2 thin films and also completed solar cells. The defect physics
and therefore also the nature of the dominant PL transitions in this material
are found to strongly depend on the film composition, most prominently on
the [Cu]/[In]+[Ga] ratio. Sharp transitions are observed for material grown
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under copper-rich conditions, whereas broad, mostly featureless transitions are
observed in the case of copper-poor growth conditions [12, 25, 28, 29, 32]. We will
also distinguish between low-temperature and room-temperature luminescence
analyses. Both techniques have advantages and disadvantages depending on the
material and the investigated material properties.

11.4.1
Low-Temperature Photoluminescence Analysis

In Figure 11.5, low-temperature PL spectra of a Cu-rich grown epitaxial CuGaSe2
sample are shown. The sample was grown on GaAs(100) by metal organic vapor
phase epitaxy (MOVPE). The Cu/Ga ratio of the sample was determined as
[Cu]/[Ga]≈ 1.1 by energy dispersive X-ray analysis (EDX; see Section 14.2.3).
The measurement was performed at 10 K, and the sample was illuminated by the
514.5 nm line of an Ar+ laser using different excitation fluxes. The PL spectra
exhibit distinct transition peaks at 1.72, 1.66, and 1.63 eV and a further peak
occurring as a shoulder at 1.60 eV with full widths at half maximum (FWHM)
of approximately 10, 19, 27, and 55 meV. These four peaks have been identified
in the literature as an exciton-related transition (EXC) and three different
donor–acceptor transitions (DA1, DA2, DA3) [14, 29].

This assignment can be justified by evaluating the peak energies and their
shift with excitation intensity and also the corresponding k values describing the
dependence of the PL yield on excitation intensity. In Figure 11.6a, the intensity
of the DA1, DA2, and EXC transitions are plotted as a function of the excitation
intensity using logarithmic scaling of the axes. A fit using Equation 11.8 yields
k values of k = 0.6 for the DA1 and DA2 transitions and k = 1.2 for the EXC
transition. Values of k ≤ 1 are expected for donor–acceptor or free-bound tran-
sitions, whereas k values ≥1 are expected for exciton or band–band transitions.
Considering the known value for the band gap Egap = 1.73 eV of CuGaSe2 at 10 K,
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Figure 11.5 PL spectra for a Cu-rich grown epitaxial CuGaSe2 thin film measured at various
excitation fluxes and 10 K.
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Figure 11.6 (a) Intensity dependence of the PL yield of transitions DA1, DA2, and EXC. (b)
Shift of PL peaks as a function of excitation intensity.

the EXC transition energy is located 10 meV below the band gap, which agrees
well with experimentally determined single-crystal free-exciton binding energies
of 13 meV [14].

The shift of the peak energies with excitation intensity shown in Figure 11.6b
indicates values of 𝛽EXC = 0 meV, 𝛽DA1 = 1.5 meV, and 𝛽DA2 = 4 meV. The fact
that the EXC transition does not shift with excitation intensity confirms the
assignment to an exciton transition. In fact, a more detailed analysis of this
transition shows that it can be deconvolved into two closely spaced transitions
located at 1.7139 and 1.7105 eV, which have been identified with a free-exciton
and a bound-exciton transition. A detailed discussion of this assignment can be
found in the literature and is beyond the scope of this article [14]. Peak shifts
of 𝛽 ∼ 1–4 meV are values typically observed for DAP recombination processes
and may arise from the increasing contribution of the Coulomb interaction as
the distance between the participating donors and acceptors is decreased when
the density of photoexcited carriers increases with excitation intensity. This
confirms an assignment of the transitions DA1 and DA2 to a DAP recombination.
The fourth transition line (DA3) located at 1.6 eV could be related to a phonon
replica of DA2 since its energetic distance between DA2 and DA3≈ 30 meV
is comparable to typical LO-phonon energies Eph ≈ 34 meV in CuGaSe2 [29].
However, it is also possible that DA3 is a separate DAP transition as has been
suggested from cathodoluminescence measurements showing the spatial loca-
tion of the DA3 transitions to be distinct from the spatial locations of the DA2
transition [33].

We note that although the observed k values are significantly smaller than the
values of k = 1 and k = 2 expected for donor–acceptor and exciton transitions in
the ideal case, these values agree well with the theory of Schmidt et al. [17] who
predicted kexc ≈ 2kDAP for the situation of different concurring radiative and non-
radiative transition.
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Figure 11.7 PL spectrum of Cu-poor
Cu(In,Ga)Se2 with [Cu]/([In]+[Ga])= 0.9 and
[Cu]/([In]+[Ga])= 0.3 measured at 15 K.

Cu-poor prepared Cu(In,Ga)Se2 films that generally lead to much higher
solar conversion efficiencies than Cu-rich prepared films show a very different
luminescence behavior at low temperature. In Figure 11.7, the PL spectrum of
a coevaporated Cu(In,Ga)Se2 thin-film solar cell with [Cu]/([In+Ga])= 0.9 and
[Ga]/([In+Ga])= 0.3 in a glass/Mo/Cu(In,Ga)Se2/CdS/ZnO stacking structure is
measured at 15 K using a 660 nm laser diode as an excitation source.

Now a single but much broader transition is observed. The peak energy of
this transition is 1.11 eV with an FWHM of 60 meV. A plot of the peak energy
and intensity versus excitation intensity (not shown here) yields 𝛽 = 10 meV and
k = 0.96 at 15 K measurement temperature. Although this k value is compatible
with the values observed for the DAP transitions of the Cu-rich sample, the 𝛽

value is much larger than the 1–4 meV observed earlier and also much larger than
the total shifts expected for DAP transitions in chalcopyrite materials. Such large
𝛽 values are a clear indication of potential fluctuations due to strong compen-
sation in the material as already discussed in Section 11.3.4. This assignment is
corroborated by temperature-dependent measurements as shown in Figure 11.8a
where the shift of the peak energy of the transition is plotted as a function of
temperature.

It can be seen that the peak energy first shifts to smaller energies (redshift)
at low temperatures and then to larger energies for temperatures above 50 K
(blueshift). This behavior is a characteristic signature of potential fluctuations
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[25, 26, 29–31] as discussed earlier. An analysis of the PL yield in Figure 11.8b
using Equation 11.18 yields activation energies of 6 and 82 meV assuming a T3/2

dependence of the emission prefactors. Although the errors are relatively large,
it can be concluded that a very shallow level at E1 = 6 meV and a deep level at
E2 = 82 meV participate in the observed transition. However, we have to caution
that the interpretation of transition energies and their temperature dependence is
difficult in the presence of potential fluctuations, because thermal redistribution
processes within the potential well landscape take place.

11.4.2
Room-Temperature Measurements: Estimation of Voc from PL Yield

When the temperature is raised to room temperature, band–band transitions
become very likely, as the bands are now sufficiently populated by photoexcited
carriers. A room-temperature PL spectrum measured for the sample of Figure 11.7
is shown in Figure 11.9 exhibiting an even broader transition with a peak energy
of 1.13 eV and an FWHM≈ 100 meV (solid line, left scale).

An evaluation of the PL yield with excitation intensity gives a k = 1.4 and
𝛽 = 0 meV, which allows to identify the recombination process as band–band
transitions. Note that the exciton binding energy is of the order of tens of
millivolts in this material leaving excitons fully ionized at 300 K.

Also included in the figure is a PL spectrum of a coevaporated Cu(In,Ga)Se2
solar cell processed with similar but not identical preparation conditions and a
[Ga]/([In+Ga]) ratio of 0.27 [9]. The device structure is glass/Mo/Cu(In,Ga)Se2/
CdS/ZnO with an active area of 0.5 cm2. It can be seen that the spectral shape
agrees well for these two samples, with a slight shift in the peak energy by 20 meV.
For the measurement, the device was fully illuminated with light from a 780 nm
laser diode. In order to allow a prediction of the open-circuit voltage correspond-
ing to AM1.5 illumination conditions, the monochromatic excitation photon flux
in the experiment was adjusted to correspond to the number of photons that
would be absorbed for broadband AM1.5 excitation, which for a 1.1 eV band-gap

Optical energy (ev)
1.0 1.1 1.2 1.3

0.0

P
L (10

12 s
–1 cm

–2 eV
–1)

0.4

0.8

1.2

1.6

0.9
0

10

20

30

40

50
Sample 1
Sample 2

P
L 

si
gn

al
 (

a.
u.

)

Figure 11.9 Room-temperature PL spectrum of the Cu-poor Cu(In,Ga)Se2 device of
Figure 11.7 (left scale, solid line) and a Cu-poor Cu(In,Ga)Se2 device from a different coevap-
oration process measured in a setup with absolute calibration (right scale, open circles).
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material is approximately 2× 1017 cm2/s or 60 mW/cm2. The luminescence radi-
ation was measured by a liquid nitrogen-cooled germanium detector in a setup
calibrated to yield absolute photon numbers. According to the method outlined
in Section 11.1, the absolute quasi-Fermi-level splitting is estimated by plotting the
quantity ln(Y PL(E)/1023/E2) versus energy and fitting the high-energy wing using
Equation 11.7 as shown in Figure 11.10a. From the slope, m, the temperature of the
photoexcited electron–hole ensemble T = (1/kB/m)= 320 K, and from the y-axis
intercept at E = 0 eV, a quasi-Fermi-level splitting ofΔ𝜇= 0.58 eV is obtained. This
value agrees very well with the experimentally determined open-circuit voltage
for which V oc = 0.56 V was obtained, using exactly the same illumination condi-
tions [9]. The deduced temperature of T = 320 K is higher than the measurement
temperature T = 300 K, most likely due to sample heating from the large-area
illumination during the experiment. The good agreement between V oc and Δ𝜇
demonstrates the feasibility of the method to judge the electronic quality of the
material without need of electrical contacts or electrical measurements. On the
other hand, it also shows that for this particular example very little losses occur
in the functional layers and at the contacts, leading to a measured V oc almost as
high as the bulk value of the quasi-Fermi-level splitting.

As described in Section 11.1, the energy-dependent absorptivity function can
be determined by plugging the values for the temperature and Δ𝜇 back into
Equation 11.6. The resulting absorptivity function a(E) is shown in Figure 11.10b
(triangles, right scale). Using the approximation a(E)≈ 1− exp(−𝛼(E)d) and
assuming a homogeneous sample thickness of 1 μm, the absorption coefficient
can then be derived from the absorptivity. The result is shown in Figure 11.10b
(open circles, left scale). The absorption coefficient derived from the PL measure-
ment may be compared to an absorption coefficient expected for a direct-gap
semiconductor with ideal parabolic bands [1] 𝛼(E)=A(E −Egap)0.5, which is
included in Figure 11.10b using a dashed line (A= 105 cm−1 and band-gap
value Egap = 1.19 eV). It can be seen that the theoretical curve agrees well with
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the experimental curve in the region above Egap. For energies below Egap, the
experimental curve does not vanish rapidly but shows an exponentially decaying
band tail with a characteristic energy of E0 = 15 meV. Figure 11.10b shows that a
defined value of the absorptivity, for example, a(E)= 1/e, may be used to derive
an optical threshold from the PL measurement, which is related to the optical
band gap of the material. This result will be used in the next section to map spatial
inhomogeneities in the optical properties of a sample by PL.

11.4.3
Spatially Resolved Photoluminescence: Absorber Inhomogeneities

Thin semiconductor materials often show significant nonuniformities in their
morphology, grain orientation, composition, and electronic and optoelectronic
properties [34–39]. Although the knowledge of the impact of these inhomo-
geneities on cell performance is still limited, generally, spatial inhomogeneities
of the absorber layer are considered to be disadvantageous for the cell efficiency,
which was recently shown in several modeling approaches [5, 40, 41]. PL per-
formed with microscopic spatial resolution can be used for investigating spatial
inhomogeneities of absorber layers and for quantifying the variation of material
properties on microscopic length scales [36, 42]. The experimental setup used in
a PL-scanning experiment was described in Section 11.2.

In the following, micro-PL scans for a Cu(In,Ga)Se2 thin-film sample with
[Ga]/([In+Ga])= 0.3 and [Cu]/([In+Ga])≈ 0.8 measured at room temperature
are shown. The sample configuration was glass/Mo/Cu(In,Ga)Se2/CdS. The
sample was excited by a 532 nm laser at an excitation flux corresponding to
104 × AM1.5. The detector system of the micro-PL setup was a spectrograph
with a photodiode array, which allowed for straightforward measurements of
a data set containing a complete PL spectrum for each point of the scan. An
image of the spectrally integrated luminescence intensity, which is related to the
local recombination lifetime, is shown in Figure 11.11. It can be seen that the
integrated luminescence signal varies by a factor of 3 with typical structure sizes
on the micrometer scale. To analyze the spatial variation of the quasi-Fermi-level
splitting and of the optical threshold, the micro-PL spectra in Figure 11.11 are
analyzed using the approach outlined earlier, extracting the quasi-Fermi-level
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Figure 11.11 Two-dimensional scan of
the spectrally integrated PL intensity for a
Cu(In,Ga)Se2 thin film at room temperature.
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splitting from a fit to the high-energy tail of the data. Since in this experiment
no absolute calibrated photon counts were recorded, only relative changes of the
quasi-Fermi-level splitting can be extracted. The results for this quantity for the
measured area are shown in Figure 11.12a. It can be seen from the images that
the spatial variation closely resembles the variations seen for the integrated PL
yield. In Figure 11.12b, a histogram of the distribution of Δ𝜇 is displayed showing
a maximum variation of 40 meV and a distribution width of FWHM≈ 13 meV.
From each recorded PL spectrum, an absorptivity function a(E) and an optical
threshold Eth related to a(Eth)= 1/e is derived by using the method described in
the previous section, which we associate with the local optical band gap [42].
The resulting map of optical threshold values and the distribution histogram are
shown in Figure 11.13a and b.

It can be seen that the maximum lateral variation of the band gap amounts to
approximately 15 meV with an FWHM≈ 6 meV, which is just less than half the
value obtained for the distribution width of the quasi-Fermi-level splitting. In
this example, we have considered the variation of the optical threshold energy
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Figure 11.12 (a) Two-dimensional maps of the lateral variation of the quasi-Fermi-level split-
ting. (b) Corresponding statistical distributions of the 2D data.
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to be equal to a local variation of the band gap, which is expected from alloying
inhomogeneities in Cu(In,Ga)Se2, that is, a locally varying Ga content. Generally,
the extracted local variation of the optical threshold energy can be caused by
further effects than only a shift of the optical gap, such as large local variations
of the absorber thickness or change in the characteristic band-tail energy. To
strictly exclude thickness variations from the analysis, it would be necessary
to monitor the local thickness, for example, by atomic force microscopy and
include this information in the evaluation procedure [43]. We note that in
general the variation of the quasi-Fermi-level splitting tends to decrease with
increasing excitation level [44]. Although an excitation flux comparable to AM1.5
conditions would be desirable, it is generally very difficult to achieve for micro-PL
measurements at room temperature because of the too small number of photons
involved. In summary, the results shown here indicate that the absorber layer
contains spatial variations of the quasi-Fermi levels splitting and of the local band
gap. As the spatial variation of the optical threshold does not seem to correlate
with the spatial variation in the quasi-Fermi-level splitting, and the distribution
of the optical threshold values is significantly smaller than the distribution of Δ𝜇,
we conclude that a local variation in recombination lifetime is the main cause of
the observed variation in PL yield and Δ𝜇.
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12
Electron-Spin Resonance (ESR) in Hydrogenated Amorphous
Silicon (a-Si:H)
Klaus Lips, Matthias Fehr, and Jan Behrends

12.1
Introduction

Hydrogenated amorphous silicon (a-Si:H) is frequently used as absorber layers
in thin-film solar cells [1]. Its electrical properties are controlled by defect states
which, among other factors, limit the efficiency of the solar cells [2]. The most
prominent defects in a-Si:H are threefold coordinated silicon atoms (dangling
bonds, db) and strained (weak) bonds that induce localized states in the band gap
and act as traps for charge carriers. Latter states are known to limit the electronic
mobility. Electron spin resonance (ESR), also often named electron paramagnetic
resonance (EPR), is one of the few experiments which give structural information
about such defect states. The defect spin acts as a local probe which very accu-
rately senses the local magnetic field distribution in its vicinity. This is monitored
by the line position and line shape of the corresponding ESR spectrum or its
dynamics. The purpose of this chapter is to introduce the reader without ESR
experience to the basic principles of ESR and its application to a-Si:H.

A necessary prerequisite for ESR is that the electronic state to be investigated is
paramagnetic. A typical example is the neutral state of a broken silicon bond. If this
state is not paramagnetic, for example, the state is not occupied, one has to change
the occupancy of the state by shifting the (quasi-)Fermi level. This can be accom-
plished by charge injection, illumination, changing measurement temperature, or
bombardment of the sample with high-energy electrons or ions.

ESR is also capable of quantifying the number of defects in a given sample vol-
ume with a sensitivity of about 1010–11 spins at 9 GHz. This mode is particularly
interesting to material researchers that want to optimize the material quality. The
main advantage of ESR is that almost any kind of sample geometry can be studied
nondestructively, provided that the sample fits into the resonator of the ESR spec-
trometer. Typical sample volumes that can be studied are 4 mm× 4 mm× 10 mm
and the sample’s state can be gaseous, liquid or frozen solution, powder, crystal,
or thin film. The conductivity of the sample has to be small enough in order not
to affect the properties of the ESR resonator. When studying thin films or inter-
faces, the sensitivity limit of ESR is easily reached. Here special sample preparation
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techniques or alternative ESR methods such as electrically detected magnetic res-
onance (EDMR) are mandatory.

The following paragraphs will introduce the reader to the theoretical and
experimental principles of continuous-wave (cw) ESR focusing on those issues
that are relevant for a-Si:H. In Section rau00332, the reader is introduced to
the basic spectroscopic principle of ESR. In Section rau00333, the experimental
details of ESR spectroscopy are presented with particular emphasis on the
requirements that are necessary for studying thin-film samples. In Section
rau00334, the influence of magnetic interactions and how they affect the ESR
are discussed, whereas in Section rau0033c10-sec1-0005, the main experimental
results from the a-Si:H literature are briefly presented and discussed. The readers
interested in increasing the absolute sensitivity of the setup through electrical
detection will find a brief introduction into EDMR spectroscopy in Section 12.6.
For those who are interested in a more detailed treatise, we refer to the ESR
textbooks of Atherton [3] or Poole [4].

12.2
Basics of ESR

A noninteracting electron in free space, often referred to as the free electron, is
an ideal paramagnetic state with total spin, S = 1/2, to explain the basics of ESR
spectroscopy. The free electron has a magnetic moment

𝜇e = 𝛾 S⃗ = −
ge
ℏ

eℏ
2me

S⃗ = −
ge
ℏ

𝜇BS⃗ (12.1)

with 𝛾 the gyromagnetic ratio, ge = 2.002319 the Landé factor of the free electron,
and 𝜇B = 5.788× 10−5 eV/T the Bohr magneton, which is determined by the mass
of the electron, me. If the electron is captured in an atomic orbital, its g value
changes dramatically due to interaction with the magnetic fields induced by the
orbital motion [3]. If the electron, however, is captured in a db state in a-Si:H
(gdb = 2.0055), only a 0.16% shift is induced since the orbital momentum of the
db is quenched by the crystal field (cf. Section 12.4.1).

Without an external magnetic field, the energy level with respect to the orien-
tation of the electron spin expressed by the magnetic quantum number, which is
either mS = 1/2 or −1/2, is degenerated but will be split by an external magnetic
field,1) B0 =𝜇0H0, into two Zeeman levels with energy E =mS𝜇BgeB0 as shown by
the solid lines in Figure 12.1. Between these two Zeeman levels, magnetic dipole
transition can be induced through electromagnetic radiation which is in reso-
nance with the energy splitting

ΔE = h𝜈 = 𝜇BgeB0. (12.2)

In ESR spectroscopy, the frequency of the electromagnetic radiation, typically
microwaves (mw), is kept fixed while B0 is swept, thereby bringing the spins into

1) Note that magnetic fields in ESR are expressed in units of the magnetic flux density B, which is in
tesla.
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Figure 12.1 Energy levels of an electron
(S= 1/2) as a function of the magnetic
field for two cases: solid lines, without
nuclear-spin interaction (mI = 0, Aiso = 0), and
dashed lines, with nuclear-spin interaction

(mI =±1/2, Aiso = 25 mT). Details of the
hyperfine interactions are explained in
Section 12.4.2. The predicted ESR resonances
are shown in absorption (pESR) and deriva-
tive mode (cw ESR).

spin resonance. Due to historical reasons, the frequencies are classified in dif-
ferent mw bands with the following nomenclatures: S band, 2–4 GHz; X band,
8–12 GHz; Q band, 30–50 GHz; and W band, 75–110 GHz. The selection rule
for the ESR transition is ΔmS =±1 and is observed in ESR as absorption (and
sometimes as emission, not shown) of the mw at the resonant magnetic field B0
(solid lines in Figure 12.1). The transition then is identified through the character-
istic ESR spectrum, which directly appears as an absorption line when pulsed ESR
(pESR) techniques are used or as the derivative in case of standard cw ESR. In X
band, the required resonant magnetic field for free electrons is B0 ≈ 0.35 T induc-
ing an energy splitting ΔE between the two spin levels of about 30 μeV, which
corresponds to a temperature T ≈ 0.36 K. The absorption of the mw is propor-
tional to the occupation difference between the energetically upper and lower level
in Figure 12.1. At thermal equilibrium, the fractional population of the upper and
lower spin level can be easily calculated using Boltzmann’s law as

Nlow − Nup

Nlow + Nup
= ΔN

N
= 1 − e−ΔE∕kT

1 + e−ΔE∕kT
(12.3)

with N the total number of spins in the measured volume, N low and Nup the popu-
lation of the lower and upper spin state, respectively, and k the Boltzmann factor.
It becomes obvious from Equation 12.4 that for ge = 2, T = 300 K, and B0 = 0.35 T
the fractional population (spin polarization) ΔN/N ≈ 0.0008, whereas at T = 4 K
this value increases to ΔN/N = 0.058. This shows that even for X band and cryo-
genic conditions, the population of S = 1/2 states are still almost equally populated
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(ΔN/N ≪ 1). This implies that both spin orientations, up and down, are almost
equally likely to exist and hence the net magnetization, M, being the sum of all
individual spin moments that can be polarized in a magnetic field, is rather small.
To achieve a spin polarization of 93%, it requires B0 = 10 T and T = 4 K. Never-
theless, ESR can measure M with high accuracy even under environmental con-
ditions by determining the mw absorption at spin resonance, thereby fulfilling
Equation 12.2.

Since the mw absorption, IESR, is proportional to the population difference ΔN
of both spin states, it can be easily shown from Equations 12.2 and 12.3 that [3]

IESR ∝ ΔN = Nlow − Nup ≈ N
ge𝜇BB0

2kT
, when ΔE

kT
≪ 1. (12.4)

According to Equation 12.4, the mw absorption IESR (ESR response) is directly
proportional to the total number of spins in the measured sample volume. Note
that through the absorption process, the thermal equilibrium of the spin system
is disturbed. The time that the spins need to relax back to thermal equilibrium is
referred to as the spin–lattice relaxation time, T1. This relaxation is accompanied
by the emission of an mw photon and is a resonant process.

Since quite a number of experimental parameters such as mw power, mw
field distribution within an ESR cavity or sample morphology, and sample
shape determine the ESR response, reference measurements with a sample of
comparable shape and morphology with known spin concentration are required
for calibration purposes. Details on the procedure on how to determine the
db concentration of thin-film silicon can be found in Section 12.3. Since IESR
increases linearly with resonance field B0 (which is equivalent to increasing mw
frequency) and reciprocal with temperature, the signal-to-noise (S/N) ratio of an
ESR experiment can be increased by measuring at higher mw frequency and/or
lower T . Note that Equations 12.10 and 12.4 are only valid for isolated spins such
as db states which are not coupled (low spin concentration). Equation 12.4 which
is also known as Curie’s law is definitely not valid for spins that are occupying
conduction- or valence-band states (such as free electrons).

For the understanding of a-Si:H, it is also very beneficial to study the magnetic
properties of their nuclear spins (cf. Section 12.4.2). Nuclear spins introduce
internal magnetic fields through the hyperfine interaction (HFI, dashed lines in
Figure 12.1), which can be very sensitively measured. Nuclear spins in a-Si:H
are 1H, 29Si, and 31P in typical concentrations of 10, 4.7, and below 0.1 at.%,
respectively. The principal concept discussed so far also holds for nuclear
spins. In the previous equations one only has to be replaced 𝜇B by 𝜇N (nuclear
magneton) and ge by gN, the nuclear g value. Since the Bohr magneton is
proportional to the reciprocal of the mass of the particle (see Equation 12.1),
𝜇N is a factor of 1836 smaller than 𝜇B. Hence, the nuclear-spin polarization is
approximately three orders of magnitude smaller compared to electron spins.
At the magnetic field used in ESR, the nuclear spins can be considered to be
completely unpolarized (equal population of the spin states). The spectroscopy
of nuclear spins (nuclear magnetic resonance (NMR)) is therefore orders of
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magnitude less sensitive than ESR. On the other hand, the necessary frequency
to induce a nuclear-spin transition (Equation 12.2) is also lower by three orders
of magnitude and hence technically much easier to access and control. This is
one of the reasons why time-domain NMR experiments were introduced decades
before time-domain ESR.

12.3
How to Measure ESR

12.3.1
ESR Setup and Measurement Procedure

Figure 12.2 schematically shows the basic components of an ESR spectrometer.
In contrast to most optical experiments, ESR is usually carried out as a reflec-
tion measurement in order to maximize the sensitivity. The sample is placed in
an mw resonator, often referred to as cavity, which serves two purposes: First, the
magnetic field, B1, of the mw is well separated from the electric field, E1, so that
the detrimental interaction between the E1 and the sample is minimized. Second,
the cavity dramatically enhances B1 – and concomitantly the sensitivity – at the
sample position. The amplification of B1 is quantified by the cavity quality factor
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Figure 12.2 Simplified scheme of an ESR
spectrometer. On the right side is shown
how field modulation results in the deriva-
tive form of the ESR absorption signal. The

B1 distribution is indicated for a rectangu-
lar cavity. E1 vanishes at the position of the
sample in the center of the cavity at the
maximum of B1.
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Q (specifies how much energy can be stored in the resonator) which amounts to a
few 1000 for a typical X-band ESR cavity. Q is strongly determined by the design of
the cavity. The mw frequency is tuned to the resonance frequency of the cavity, and
the coupling between the mw waveguide and the resonator is adjusted in such a
way that no mw are reflected but the energy is completely stored in the cavity. This
adjustment procedure, which is referred to as matching and coupling, must be car-
ried out whenever the sample is changed or when the experimental conditions that
have an influence on resonance frequency or resonator coupling are varied. When
cw mw radiation is absorbed by the sample at resonance, Q decreases. This leads
to a change in the coupling and results in enhanced mw reflection from the res-
onator which is detected by an mw-sensitive detector (typically a diode or mixer).
To ensure that only the reflected part of the mw reaches the diode, the signal is
decoupled in a mw bridge configuration from the incoming mw radiation through
a circulator (for details see Ref. [4]). The output current of the diode is recorded
as a function of B0. The current generated by the detector diode is proportional to
the square root of the mw power, Pmw, only in a limited range (the linear regime).
To ensure operation of the detector in this regime, a part of the mw power from
the source bypasses the cavity (cf. Figure 12.2) and is directly guided to the detec-
tor via the reference arm. This mw bias is adjusted with respect to amplitude and
phase in order to operate the detection diode in the optimum range and to match
the phase at the detector.

Phase-sensitive detection can drastically improve S/N ratio because it
minimizes the influence of noise or interfering signals. In analogy to optical
experiments where the exciting light is chopped at a fixed frequency and lock-in
detection is performed at the same frequency, it is likewise possible to modulate
the mw amplitude in ESR. However, it turned out to be more favorable for most
ESR experiments to modulate B0 at frequency 𝜈mod. To this end a magnetic field
with periodically changing amplitude (typically less than 1 mT) is superimposed
with B0. In consequence, the signal at the detection diode is modulated at the
same frequency as well, and lock-in detection can be employed. Due to the mag-
netic field modulation, the signal measured is the derivative of the ESR absorption
signal with respect to the magnetic field, that is, dIESR/dB0. Consequently, the
resonance line shape is the derivative of the associated absorption line. In order
to achieve optimum S/N ratio, the modulation frequency is often set to the
maximum value which is 100 kHz for most spectrometers.

In cw ESR, the line width is usually determined as the peak-to-peak width of
the derivative of the absorption line, ΔBPP. It has to be kept in mind that field
modulation can dramatically distort the measured resonance line shape. To obtain
the true resonance signal, 1/𝜈mod has to be large compared to the spin relaxation
times in the sample. Obeying this rule is particularly important when perform-
ing cw ESR measurements on disordered silicon at cryogenic temperatures. Here,
the standard value 𝜈mod = 100 kHz is usually too high, and hence experimentally
obtained line shapes are likely to be affected. This is called passage effect [5], that
is, the spins do not have sufficient time to relax between two successive mod-
ulation cycles. Further, the modulation amplitude, Bmod, should be smaller than
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the narrowest line in the spectrum. Otherwise overmodulation will distort and
increase the observed line width. Bmod < 0.3⋅ΔBPP is sufficient in case that line
shapes have to be determined accurately. As a rule of thumb, a good compromise
between spectral resolution and S/N is achieved when Bmod ≈ΔBPP.

In an ESR spectrometer, Pmw can be set by an attenuator (see Figure 12.2). At low
Pmw, IESR ∝

√
Pmw, and ΔBPP is independent of Pmw. However, upon increasing

Pmw beyond a value, which strongly depends on the type of sample and the exper-
imental conditions, the increase in the ESR signal with mw power becomes weaker
and finally even decreases. In addition, the experimentally obtained line is broad-
ened. Both effects are called saturation. It means that at high Pmw, the population
between both energy levels is equalized and the transition is thus saturated (see
Equation 12.4). The mw power level where saturation sets in is determined by the
interplay between Pmw and the spin relaxation times T1 and T2 (the latter will be
defined in Section 12.4.3). It critically depends on the underlying line-broadening
mechanisms (cf. Section 12.4.3). A detailed theoretical treatment of saturation is
quite complex and beyond the scope of this chapter; a review can be found in
Ref. [4]. The absence of saturation is a necessary prerequisite for determining line
shapes and defect density. Pmw where saturation starts to influence the signal can
easily be determined by measuring spectra for different power levels and analyze
IESR as well as the line width as a function of (Pmw)1/2.

One of the main advantages of ESR is that the spin concentration can be deter-
mined, provided that the necessary experimental conditions are well established,
that is, the sample volume contains enough spins. Increasing the sample volume
generally leads to a gain in S/N until the sample starts to interact with E1 which
would lead to a reduction in Q. In consequence, obtaining optimum sensitivity on
such “lossy” samples always requires a compromise between the number of para-
magnetic centers and the sample volume that can be tolerated. Two categories
of losses can be distinguished [6]: (i) dielectric losses in nonconducting samples
which originate from mw absorption due to the imaginary part of the dielectric
constant of the material and (ii) losses in conducting samples due to surface cur-
rents induced by the mw. Both effects are relevant when studying semiconductor
materials and result in a decrease in Q. This is of fundamental importance when
performing quantitative ESR measurements and comparing a (lossy) sample with
an unknown spin concentration to a reference sample containing a known num-
ber of spins. In this case, both samples either have to be measured under identical
conditions (e.g., in a double cavity, for details see Ref. [4]), or Q has to be explic-
itly included in the calculation. When the sample contains only a thin lossy layer,
for example, a transparent conducting oxide on top of a semiconducting solar-cell
absorber layer, the reduction in Q can be minimized by exact positioning of the
sample so that the conductive layer is situated in the minimum of the electric field
(usually in the center of the cavity).

States which are not paramagnetic can often be made paramagnetic by illumi-
nating the sample with light. This technique is commonly referred to as light-
induced ESR (LESR). For LESR, one has to choose the appropriate light intensity
and frequency. Note that often LESR signals, in particular at low T , persist even
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after switching off the light. To restore the dark situation, the sample has to be
heated back to room temperature or illuminated with infrared (IR) light to depop-
ulate the states. In cases when a white-light source like a halogen lamp is used, it
is important to cut off the IR part since this may otherwise lead to a simultaneous
depopulation of the spin states.

To further increase the S/N ratio or to reduce effects due to spin–lattice relax-
ation, the samples can be cooled, thereby enhancing ΔN/N . Cooling is performed
by placing the ESR sample in the flow of cooled N2 or He gas. To decouple the sam-
ple from the environment, a glass Dewar is inserted into the center of the cavity.
A heater in close proximity to the gas nozzle heats the cooling gas. Stabilization
of sample temperature is achieved through a feedback loop with a temperature
controller. It is worthwhile noting that water, which may condense in the cavity
during low-T operation, leads to strong dielectric losses. To prevent the presence
of water, the cavity should be purged with N2 gas.

12.3.2
Pulsed ESR

Although cw ESR is the appropriate technique for the extraction of relevant
interaction parameters or spin densities, the vast potential of ESR spectroscopy
for the experimental investigation of structure and dynamics, in particular in the
presence of disorder in the material, cannot fully be explored with traditional
cw methods. While the technical demands are higher for pulsed (p) ESR (pESR),
the experiments are often more easily interpreted, and less prior assumptions
are needed as compared to cw ESR. pESR relies on the coherent manipulation
of the electron spin by short (ns) intense mw pulses, instead of a steady pertur-
bation as in cw ESR. Since it is beyond the scope of this chapter to cover the
details of pESR, we instead refer to the excellent textbook by Schweiger and
Jeschke [7].

Field-swept pESR spectra can be recorded by measuring the transient signal
created by a sequence of mw pulses. The ESR spectrum is obtained by integrating
the so-called Hahn echo [8] as a function of the external magnetic field. Since a
field-swept echo experiment directly measures the absorption spectrum (referred
to as echo-detected ESR) instead of the derivative spectrum resulting from mag-
netic field modulation in cw ESR (cf. Section 12.3.1), it is often superior to cw ESR
for the detection of broad resonance lines due to better baseline stability. Another
advantage is the absence of passage effects at low temperatures, suppression of
broad fast-relaxing background signals. In addition, signal saturation – often a
severe problem in solid-state cw ESR – is easily avoided by increasing the time
span between repeating mw pulse sequences.

Since pESR is a time-domain technique, it provides direct experimental access
to spin–relaxation times and the dynamics of spin-related processes (e.g., charge
capture, separation, or emission). Small hyperfine couplings (cf. Section 12.4.2),
which are often not resolved in the ESR spectrum, can be studied using double-
resonance techniques such as electron-nuclear double resonance (ENDOR),
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which is a combination of an ESR and NMR experiment, and electron-spin echo
envelope modulation (ESEEM) [7].

12.3.3
Sample Preparation

To ensure that material parameters obtained from ESR measurements apply
to the material incorporated in thin-film solar cells, deposition conditions and
sample structures have to be identical for both ESR samples and solar cells.
However, when studying device-grade material, the number of spins in a thin
film of <1 μm is usually well below the detection sensitivity of conventional ESR,
and the aforementioned requirement cannot be fulfilled. There are several ways
to increase the ESR sample volume and accordingly the number of detectable
paramagnetic defects. Three commonly applied approaches to prepare ESR
samples are briefly described in Table 12.1 along with their advantages and
disadvantages.

When the material has a high defect concentration, it can be deposited on a sub-
strate which is likewise used as solar-cell substrate (e.g., glass). In this way, one can
assure similar boundary conditions as for the layer growth during solar-cell prepa-
ration. Depending on the substrate thickness and resonator dimensions, several
samples may be stacked in order to increase S/N. The maximum active sample
volume of a typical X-band resonator is 10 mm× 5 mm× 5 mm. This volume is
determined by the distribution of B1 and Bmod. Note that in many cases thin-film
silicon samples are grown in reactors where the substrate is constantly exposed
to a plasma. This produces ions that impinge on the surface and can lead to the
creation of paramagnetic defects. In other cases the substrate may contain defects
even before deposition, for example, through a TCO or contact layers. Such ESR
signals may superimpose the ESR spectrum of the silicon film and thus complicate
the extraction of line shapes and defect densities. If such effects are not taken into
account, large errors can easily be introduced for quantitative ESR.

Table 12.1 Properties of thin-film sample preparation techniques for ESR.

Sample structure Advantage Disadvantage

Thin film on
substrate

Growth conditions like during
solar-cell preparation

Low number of spins, parasitic
signals from substrate, or TCO

Powder sample Large sample volume and hence
number of spins

Growth conditions differ from
those used for solar-cell
preparation, and removal of
sacrificial substrate (or layer) may
induce additional defects

Film on scotch
tape

Growth conditions like during
solar-cell preparation, large
number of spins

Removal of sacrificial layer (TCO)
may induce additional defects
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When studying device-grade Si, the material is often deposited on Al foil (typical
size 10 cm× 10 cm). Afterward, the film is removed from the substrate by diluted
hydrochloric acid, and the Si flakes are collected in an ESR tube. This technique
facilitates measurements on diluted spin systems; however, it is accompanied by
the problem of different film growth conditions on Al foil compared to deposition
on glass substrates. Moreover, the removal of the Al foil can introduce additional
defects. Often it is also feasible to deposit Si on molybdenum foil. The samples can
be peeled off by bending the metal substrate. In both cases, the Si powder has to
be collected, weighed, and filled into sample tubes, which are then sealed under
He atmosphere to ensure good thermal contact with the cooling gas. In addition,
the He atmosphere prevents the samples from oxidizing.

Alternatively, Si may be deposited on ZnO-coated substrates which are also
used as substrates for solar-cell preparation. After deposition, the film is covered
with adhesive tape, and the ZnO sacrificial layer is subsequently etched away. This
procedure maintains the initial structure of the film and at the same time allows
a stack of many samples to be put into the resonator. It is worthwhile noting that
the ZnO layer can be replaced by other materials, for example, SiNX, provided that
the acid for the etching process is changed accordingly.

12.4
The g Tensor and Hyperfine Interaction in Disordered Solids

In Section 12.2, we already noted that electron spins confined to solids or
molecules exhibit a different g value than free electrons. This shift in g value is a
direct consequence of the interaction of the electron spin with its environment
and is therefore a significant source of information for the microstructure of the
paramagnetic center. Moreover, the resonant magnetic field in ESR of the electron
spin is influenced by superimposed internal magnetic fields of magnetic nuclei,
acting as magnetic dipoles. This effect, known as HFI, contributes significantly to
the spin’s resonance frequency. Both Zeeman and HFI can be summarized in a
quantum mechanical description with the following spin Hamiltonian:

H = 𝜇BB⃗0•g•
S⃗
ℏ

+
∑

i
I⃗i•A⃗i•S⃗, A⃗i = Aiso13×3 + A⃗dip, (12.5)

where the first term describes the Zeeman energy and the second term the HFI,
S⃗ and I⃗i denote the electron and nuclear-spin operators, while g⃗ and A⃗i are the
g and HFI tensor, respectively, and 13×3 denotes the identity matrix. Note that in
the aforementioned Hamiltonian, spin–spin interactions such as exchange cou-
pling, dipolar coupling, as well as the nuclear Zeeman and quadrupolar interac-
tions have been neglected. For a good overview of such effects, we refer to Ref.
[3]. In the following, we will describe the two terms of the spin Hamiltonian in
more detail, highlighting their physical origin and their potential for structural
identification.



12.4 The g Tensor and Hyperfine Interaction in Disordered Solids 309

12.4.1
Zeeman Energy and g Tensor

The g value of an electron in a defect state is shifted with respect to the free
electron value (ge) due to the fact that the magnetic moment created by the
electron spin interacts with the orbital angular momentum of the charge carrier.
This spin–orbit coupling induces an additional term in the spin Hamiltonian
that depends linearly on the spin–orbit coupling constant, 𝜆 (for details see
Ref. [3]). Although the spin–orbit interaction in general is quite suitable to
obtain microscopic information, it vanishes in first-order approximation, since
the orbital momentum is quenched by the crystal field. Treating the spin–orbit
interaction as a perturbation, the original ground state is mixed with other states,
and a certain degree of orbital momentum Leff is restored.

In the presence of B0, an additional term in the Hamiltonian arises, which cou-
ples the partially restored orbital momentum to B0:

HSO = 𝜆L⃗eff•S⃗ = 𝜇0B⃗0•[Δg]•S⃗; [←→Δ g]ij = −2𝜆
∑
k≠0

⟨0|Li|k⟩⟨k|Lj|0⟩
Ek − Eo

. (12.6)

Here Leff is the effective orbital angular momentum which depends on the
wavefunctions of the defect ground and excited states, E0 and Ek, respectively.
The g tensor in Equation 12.7 is a function of the local defect symmetry and the
chemical nature of the center, since it depends on 𝜆 which strongly depends on
the nuclear charge of the center. Hence with increasing 𝜆, strong shifts of g are
observed in a-Si:H [9].

The g tensor of most paramagnetic centers is anisotropic due to asymmetries in
their wavefunction and the crystal field. The Zeeman term in the spin Hamiltonian
in Equation 12.5 is therefore influenced by the relative orientation of the external
magnetic field and the principal axes of the g tensor. This is shown in Figure 12.3
for a threefold coordinated atom of a Si crystal (c-Si), a so-called dangling-bond
defect. Such an ideal defect has axial symmetry with two principal components of
the g tensor labeled g and g

⊥
as indicated in Figure 12.3. When the whole crystal

is rotated with respect to the magnetic field B0 in the plane of Figure 12.3, a vari-
ation in the g value (resonance position) as indicated will be observed, reflecting
the symmetry of the defect state. Through such rotation experiments, a complete
mapping of the g tensor and its symmetry is possible. For true powder samples,
all crystal orientations appear with equal probability. In such orientationally dis-
ordered systems, all relative orientations between the B0 field vector and principal
axes of the g tensor occur with equal probability. Although a certain broadening
of the ESR line shape by g-tensor anisotropy is introduced, the resulting spectra,
usually referred to as powder patterns, still reflect the principal values and the
symmetry of the g tensor. Solely its principal axes in the molecular frame can-
not be analyzed in a powder pattern. In Figure 12.4, three exemplary spectra for
different g-tensor symmetries are computed.

In the case of an isotropic g tensor, only a single symmetric line is observed
as shown in Figure 12.4a. Paramagnetic centers with axial symmetry, like dbs
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Figure 12.4 Numerical simulation of ESR
powder patterns for different g-tensor sym-
metries. The ESR spectra are plotted as
absorption lines (upper curves) and deriva-
tive spectra (lower curves) for (a) isotropic,
(b) axial (using data obtained for dbs in
a-Si:H [10, 11]), and (c) rhombic symme-
try. The principal values of the g tensor for

orientations of the magnetic field along the
canonical directions are indicated. Simula-
tions are carried out with the numerical sim-
ulation package easyspin [12] using the fol-
lowing parameters 𝜈 = 9.7 GHz, giso = 2.0055,
g
⊥
= 2.0065, g∥ = 2.0040, gx = 2.0150,

gy = 2.0081, gz = 2.0011, Gaussian line broad-
ening ΔBPP = 0.1 mT.

in a-Si:H with a sp-hybrid orbital, exhibit a typical powder pattern shown in
Figure 12.4b. If B0 is oriented along the symmetry axis of such a center, the
effective g value is given by g∥. If it is oriented perpendicular to the symmetry
axis, the effective g value is given by g

⊥
(see also Figure 12.3). Since more

orientations contribute to the latter situation, the spectral intensity at g
⊥

is larger
than that at g∥. In many cases, the microscopic structure of paramagnetic centers
is more complex, and the axial symmetry is lifted. In that case, all three principal
values of the g tensor, gx, gy, and gz, are nondegenerate, and a rhombic powder
pattern arises (Figure 12.4c).
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It becomes obvious from Figure 12.4 that when line broadening is smaller
than the g anisotropy, the principal g values and hence the symmetry of the
spin-carrying center can be easily determined even for random distribution of
the crystals (multi- or polycrystalline Si) or in an amorphous material like a-Si:H.
If the orientation distribution in the thin film is not random (e.g., preferential
orientation in crystal growth), deviation from the depicted powder pattern may
occur. In case line broadening is stronger than the g anisotropy, the powder
pattern features may be completely hidden.

12.4.2
Hyperfine Interaction

The magnetic interaction with nuclear spins present in the vicinity of an electron
spin will introduce, in addition to the external magnetic field B0, an internal mag-
netic field Bint. The interaction of the electron spin with Bint is referred to as HFI,
which is determined by the sum of the magnetic interactions with the magnetic
moments of all nuclei, Ii. The magnitude and orientation dependence of HFI are
determined by the electron-spin density2) at the position of the respective nuclei
and by the distance of the electron spin to the nuclear spins in its vicinity. Hence, to
measure HFI is a very important source of information to identify the microscopic
structure of a spin state.

The interaction with the nuclei is generally expressed by the HFI tensor A, which
can be written as a sum of the isotropic Fermi contact interaction, Aiso, and the
electron-nuclear dipole–dipole coupling, Adip (see Equation 12.5). The Fermi con-
tact interaction is given by

Aiso = 2
3
𝜇0
ℏ

ge𝜇egn𝜇n|𝜓0(0)|2, (12.7)

where |𝜓0(0)|2 is the electron-spin density at the nucleus at position r = 0. If the
electron spin is distributed over several nuclei, determination of the individual
HFI allows a complete mapping of the spin density.

In Figure 12.5, the influence of Aiso = 4.2 mT on the Zeeman splitting of an elec-
tron spin is depicted, assuming that it is interacting with only one nuclear spin
I = 1/2 as is the case for an electron trapped at a phosphorous donor atom (31P)
in crystalline silicon at low doping concentration (ND < 1017 cm−3). Both Zee-
man levels of the electron spin (mS =±1/2, dashed line in Figure 12.1) are split
by the same amount in two levels belonging to the two nuclear-spin states with
mI =±1/2. Since in an ESR experiment only the electron spin is in resonance and
not the nuclear spin, the ESR selection rule is ΔmS =±1 and ΔmI = 0. From this, it
becomes evident that the ESR line is split into two resonances which are separated
by Aiso = 4.2 mT symmetrically about the resonance position of the noninteracting
spin (cf. Figures 12.1 and 12.5a). Note that the intensity of the lines is reduced by

2) In the a-Si:H ESR literature the number of paramagnetic centers per volume is also often referred to
as the “spin density.” To avoid confusion, the latter will be referred to as NS or ND (donor) through
the article.
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Figure 12.5 ESR powder pattern for a single electron spin S= 1/2 and a single nuclear
spin I = 1/2, with an isotropic g tensor (giso = 2.0055): (a) Aiso = 4.2 mT (117 MHz) and (b)
anisotropic HFI tensor (A

⊥
= 140 MHz, A∥ = 320 MHz or Aiso = 200 MHz, Adip = 60 MHz).

a factor of two since the total number of spins is not reduced but spread over two
lines. According to Equation 12.7, the magnitude of the HFI is determined by the
probability finding the electron at the site of the nucleus (position r = 0). Since for
a p-type wavefunction |𝜓0(0)|2 = 0, the isotropic HFI vanishes if spin-polarization
effects due to spin–spin interaction are not important. This simple case already
proves the strength of ESR spectroscopy in determining the local structure of
paramagnetic states. Recent advances of numerical quantum chemical calcula-
tions, such as ab initio density-functional theory (DFT), improved the reliability
of structure determination. They allow a quantitative evaluation of ESR param-
eters, instead of qualitative interpretation mainly based on symmetry analysis of
the HFI tensor [13].

In contrast to isotropic Fermi contact HFI, anisotropic HFI induced by dipolar
interaction depends on the relative orientation between B0 and the vector con-
necting electron spin to nuclear spin. This anisotropic contribution to the HFI
can be expressed by a tensor ←→A

dip
ij [7]:

←→A
dip
ij =

𝜇0
4𝜋ℏ

ge𝜇egn𝜇n

⟨
𝜓0

|||||
3rirj − Δijr2

r5

|||||𝜓0

⟩
=
⎛⎜⎜⎝
Ax 0 0
0 Ay 0
0 0 Az

⎞⎟⎟⎠ , (12.8)

where r⃗ is the vector connecting the electron spin to the nuclear spin. ←→A
dip
ij is a

traceless symmetric tensor which can be diagonalized to obtain the three princi-
pal hyperfine values Ax,y,z. Anisotropic HFI vanishes for electrons in s-orbital and
is usually only important for electrons in orbitals with partial p-character. The
wavefunction of dbs in a-Si:H can be described by a sp-hybrid orbital (cf. Section
12.5.1) with axial symmetry which is localized at an Si atom. If the Si isotope car-
ries a nuclear spin I = 1/2, as is the case for 29Si, strong HFI arises. For the principal
axis perpendicular to the db symmetry axis, Ax and Ay are degenerated because of
symmetry and will be denoted by −Adip. Since the dipolar HFI tensor is traceless,
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the principal value parallel to the symmetry axis Az is given by 2Adip. In addition
to anisotropic HFI, the silicon db also exhibits isotropic HFI to its 29Si host atom,
due to its sp-orbital. The principal values of the full axially symmetric HFI tensor
are then in analogy to the notation of g values given by

A|| = Aiso + 2Adip

A
⊥
= Aiso − Adip (12.9)

The resulting ESR spectra, using typical isotropic and anisotropic HFI values for
states in c-Si and a-Si:H, are shown in Figure 12.5b. Note that with the presence of
anisotropic HFI, the spectrum becomes rather complex if the hyperfine contribu-
tions are not well separated or are masked by other ESR signals. To entangle such
complex spectra, ESR measurements at various frequencies are mandatory.

If the electron spin is fairly well localized – a situation often encountered in
disordered solids – we can approximate the spin as a magnetic point dipole, with
all its spin density concentrated at one point. In this case, we can simplify ←→A

dip

for this two-particle case as

←→A
dip

=
𝜇0

4𝜋ℏ
ge𝜇egn𝜇n

r3

⎛⎜⎜⎝
−1

−1
2

⎞⎟⎟⎠ =
⎛⎜⎜⎝
−Adip

−Adip
2Adip

⎞⎟⎟⎠ (12.10)

This point-dipole approximation is often applied to extract distances of the
electron spin to weakly coupled nuclei, which allows a deep insight into the
microscopic structure surrounding the paramagnetic center. Nevertheless, the
applicability of this approximation in disordered solids has to be elaborated
before conclusions about a microstructure can be made.

12.4.3
Line-Broadening Mechanisms

In the previous analysis, we assumed a certain intrinsic line width for the ESR
resonance, which we now discuss in more detail. ESR resonances can be either
homogeneously or inhomogeneously broadened. If all electron spins possess the
same resonance frequency, which implies that their microscopic environment is
identical (e.g., defect structure Figure 12.6a), the ESR line shape is homogeneous,
and its line width Δ𝜔 and shape are determined by spin relaxation properties,
that is, the lifetime determined spin coherence T2 (often call spin–spin relaxation
time) via the Heisenberg uncertainty principle: Δ𝜔 ≈ 1∕ℏT2. The resulting line
shape is a Lorentzian (Figure 12.6) and its width is defined by 2/T2. As shown
in Figure 12.6, the EPR spectrum is the sum of a large number of identical spin
packets producing identical lines with the same Larmor frequency (g value) and
line width.

If the resonance frequencies are not identical for all electron spins, the ESR res-
onance is composed of different spin packets, each with its own distinct resonance
frequency. Each of the individual spin packets is homogeneously broadened, with
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Figure 12.6 Upper plot: homogeneously
broadened ESR line giving rise to a
Lorentzian. The line is the superposition of
many identical lines due to db structure (a).
Lower plot: inhomogeneously broadened ESR
line induced by variation in bond angle and

bond length and due to unresolved HFI as
indicated by defect structures (a)–(d), respec-
tively. Each db structure produces its respec-
tive line as indicated in the plot leading to
Gaussian broadening.

line width 2/T2 as in the case discussed before. The proliferation of resonance
frequencies is induced by a variation of the spin interaction with its environment
either by dipolar spin coupling, HFI, or a distribution of g values as in Figure 12.6
and giving rise to Gaussian line shape.

We will see that although the idealized analysis of the g-tensor symmetry allows
the precise determination of the full g tensor, its application in materials with
small g-tensor anisotropies, such as silicon, is usually hampered by inhomoge-
neous broadening. To illustrate this effect, we again consider the case of param-
agnetic dbs in a-Si:H as indicated in Figure 12.6.

Inhomogeneous broadening of the db resonance due to HFI is induced by highly
abundant magnetic nuclei, such as 1H and 29Si. Their random distribution in the
matrix of localized dbs causes a variation in the dipolar HFI field experienced by
each db. The matrix nuclei are located at a rather large distance from the electron
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spin (>4 Å) [14]; hence the HFI is small and not resolved in the ESR spectrum. The
inhomogeneous broadening due to unresolved HFI is frequency independent (see
Equations 12.8 and 12.9) if the external magnetic field exceeds the HFI (high-field
limit), a condition fulfilled in most ESR experiments. This nuclear-spin-induced
disorder effect introduces a Gaussian line broadening, ΔA.

In amorphous materials like a-Si:H, the g-tensor analysis is further complicated
by inhomogeneous broadening due to a distribution of g tensors. dbs are not well
defined in terms of their microscopic structure due to disorder, which results
in variation of bond lengths and bond angles as is shown on the right side of
Figure 12.6. This induces a change in the wavefunction and tends to result in a
distribution of g tensors. In the ESR literature, this is referred to as g strain, Δg,
and leads to a significant field-dependent broadening (see Equation 12.2) of the
ESR lines and ultimately limits the resolution of the full g tensor in the spectrum.

Both discussed inhomogeneous broadening mechanisms,ΔA andΔg, in X band
are illustrated in Figure 12.7 for the line with axial g tensor shown in Figure 12.4b.
Obviously, the powder pattern that is visible if no inhomogeneous broadening is
present is completely masked in the X-band spectrum. In the case of unresolved
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HFI, the spectrum is almost symmetric and, without detailed knowledge, one is
tempted to associate this with an isotropic g value. Note that although the lines in
Figure 12.7a and b have the same g tensor, their peak position is different. Again
one might associate this effect with a different g value and hence assign this to
different defect states. In fact one might discover that both lines have an obvious
asymmetry and associate this with the fact that two lines are superimposed. There
is only one way out of this dilemma and that is to measure ESR spectra at higher
mw frequency. This is performed in the simulation (Figure 12.7c and d) for W
band, and due to the different frequency dependence of the broadening mecha-
nism, the g tensor in case of unresolved HFI can now easily be recovered, whereas
the line exhibiting g strain is only broadened at high frequency. This example
shows how difficult sometimes ESR interpretations are if only X-band data are
used for the evaluation of the line parameters. The concept of multifrequency ESR
is now widely used in the community and commercial spectrometers from 1 GHz
up to 263 GHz are now available.

12.5
Discussion of Selected Results

In the previous sections, we have discussed the essence of ESR spectroscopy focus-
ing on thin-film materials. We have shown how microscopic parameters such as g
value or HFI influence the ESR spectra and what the challenge is in the interpre-
tation of the data in the presence of disorder. In this section, we will review how
ESR has succeeded to unravel some very important aspects about the microstruc-
ture of a-Si:H. Nevertheless, it will become evident that many open questions
remain, in particular, on light-induced degradation and on the interpretation of
the ESR parameters. At the end of this section, we will highlight some of those
challenges and address future research strategies to finally unravel the microstruc-
ture of defects in a-Si:H.

12.5.1
ESR on Undoped a-Si:H

The first report of ESR measurements in a-Si was by Brodsky and Title in 1969
[15]. They observed a Lorentzian-shaped line with g = 2.0055 with a paramagnetic
defect density NS = 1020 cm−3 (about one defects for every 500 Si atoms), which
concomitantly resulted in material with very poor electronic quality. The ESR
line width is determined by strong spin–spin interaction effects. Due to the
similarity of the a-Si ESR line with that of dangling-bond defects observed at
disordered c-Si surfaces [16], Brodsky and Title speculated that the ESR signal
originates from ruptured Si–Si bonds, although they assumed that the structure
of the material was microcrystalline. After the discovery that the introduction
of hydrogen into the a-Si network dramatically reduces the defect density and
improves the electronic quality [17], progress has been made over the years,
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and today in device-grade a-Si:H NS < 1016 cm−3 is easily reached [18]. The
defect density of the g = 2.0055 line was used from early on as a measure of
the electronic quality of a-Si:H although it is now well established that details
of the deposition conditions also strongly influence the g value [18]. Currently
no thorough understanding of this behavior exists. For ESR measurements on
device-grade a-Si:H, powder samples with a volume between 0.01 and 0.1 cm−3

(5–50 mg weight) have to be prepared or many thin-film samples have to be
stacked. In device-grade a-Si:H, the ESR line has Gaussian shape but is slightly
asymmetric as shown in Figure 12.8a with an average g value (zero crossing of
the field axis) g = 2.005–2.0055. The ESR line obeys almost a perfect Curie law
behavior [20, 21], indicating that the defect configuration is rather robust and
that its occupation is little affected by temperature. Stutzmann and Biegelsen
analyzed the g tensor of the line according to the procedures as described before
and found that the line shape at X band could be described with an axial sym-
metric g tensor with g∥ = 2.004 and g

⊥
= 2.008 [10]. Due to structural disorder,

the ESR spectrum of the db is broadened leading to an orientation-dependent
Gaussian line shape due to strain with ΔH∥ = 0.38 mT and ΔH

⊥
= 0.5 mT at X
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band. Since the g strain in Ref. [10] is of the same order of magnitude as the g
anisotropy, extending the range of ESR experiments to higher frequency did not
introduce substantial improvement of data evaluation (g∥ = 2.0039, g

⊥
= 2.0063,

Δg∥ = 0.0019, Δg
⊥
= 0.0048) [11]. When deuterium (D) is incorporated in the

film replacing hydrogen during the deposition process, the line width of the
2.0055 line remains unchanged [19, 22]. This was an unexpected result, since the
magnetic moment of D is smaller than that of H (H: I = 1/2 gH

N = 5.585; D: I = 1,
gD

N = 0.857). From this experiment it was concluded that hydrogen (or D) is not
located in the direct vicinity of the defect, for example, at a backbonded position.
Since the g tensor in first-order approximation was found to have axial symmetry
with the tensor’s principal components being comparable to Pb-like defects at
the c-Si/SiO2 interface [23, 24], the ESR signal was associated with db states,
supporting the early assignment of Brodsky and Title. Since the assignment of
the 2.0055 line purely from g-tensor arguments is not possible in a-Si:H due to
the small g shifts, the early speculation about its identification with dbs generated
controversial discussions [10, 25–28].

One additional piece of information that is required is HFI of the db wave-
function with the 29Si nuclei [10, 11, 19]. Naturally abundant silicon consists of
92.2 at.% 28Si (I = 0) and 4.7 at.% 29Si (I = 1/2) plus some other isotopes. When the
magnetic field range and the amplification of the lock-in amplifier are extended,
two small satellites can be observed in the ESR spectrum as shown in Figure 12.8b
with the satellites on the low field side contributing to about 2.0(5)% of the total
integrated signal intensity. When we assume that the spin density is located pri-
marily at one atom and is not extended over many silicon atoms, only this nuclear
spin can contribute to the total HFI. In that case, due to the abundance of 29Si, each
of the two HFI satellites is expected to contain 2.35% of the ESR signal. This is in
good agreement with the experimental observation. When the a-Si:H was pro-
duced from 93 at.% 29Si-enriched SiH4, the g = 2.0055 line completely vanishes,
and only two hyperfine satellites are observed as shown in Figure 12.8c.

The HFI observed in the ESR spectrum was clearly identified to originate from
29Si. Here different situations have to be taken into account to understand the
spectrum. The spin of the db can interact with nuclear spins that are in the vicin-
ity of the db. Every Si atom including the threefold coordinated Si atom of the
db defect itself can carry a nuclear spin with a certain probability depending on
the isotope enrichment of 29Si. In first-order approximation, from the isotropic
HFI, the distribution of the spin density and hence the amount of s character
of the wavefunction at the db state can be determined and from the anisotropic
HFI its p-contribution. Unfortunately, disorder of the amorphous network induces
considerable g strain, which makes it extremely difficult to extract the above HFI
features from X-band data. Except for Q band [11], no further multifrequency ESR
data were available. Nevertheless, a rough estimate of the HFI parameters Aiso = 7
mT and Adip = 2 mT [10] assuming axial symmetry of the HFI could be deduced
from spectra as shown in Figure 12.8 [10, 11, 19].

Watkins and Corbett introduced a local-hybrid model [29], approximating the
wavefunction |Ψ⟩ of the unpaired db electron (g = 2.0055) by a linear combination
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of atomic orbitals (LCAOs):

|Ψ⟩ = ∑
i
𝛼i(𝜎i|s?) + (𝜋i|p?) with

∑
i
𝛼

2
i = 1, 𝜎2

i + 𝜋
2
i = 1, (12.11)

where i indexes all atoms within the extend of |Ψ⟩ (i= 0 being the db Si atom)
and the projection coefficients 𝛼i, 𝜎i, 𝜋i of s-type and p-type contributions to
the wavefunction. In case the db would be a pure sp3 hybrid, one would expect
𝛼0 = 1, 𝜎0 =

√
1∕4 = 0.5, and 𝜋0 =

√
3∕4 = 0.87. Assuming that the wavefunc-

tion of the 2.005 line is primarily localized at one atom, one can experimentally
determine the projection coefficients by 𝛼

2
0𝜎

2
0 = Aiso∕A(s), 𝛼

2
0𝜋

2
0 = Adip∕A(p),

and 𝜎
2
0 + 𝜋

2
0 = 1, where A(s) and A(p) are the HFI constants of pure |s⟩ and |p⟩

orbitals as they were determined from Hartree–Fock calculations, respectively
(for details see Ref. [29]). Assuming typical literature values for A(s) and A(p),
it was found that 𝛼

2
0 = 0.45 − 0.69, 𝜎2

0 = 0.06 − 0.11, and 𝜋
2
0 = 0.89 − 0.94 [10,

11]. Therefore, the sp hybridization has ≈10% s- and ≈90% p-character and
the unpaired db electron is localized with more than 50% on the threefold
coordinated Si atom itself. With the previous assumptions, it was shown that the
a-Si:H db is similar to the Pb-like dangling-bond defects [30]; however, the Pb
center is more localized as compared to the a-Si:H db. This picture of db defects
in a-Si:H is up to now broadly accepted in the research community. However, it
was pointed out that the local-hybrid model has serious deficiencies in reliably
predicting spin-density distributions [31]. The model assumes that the atomic
wavefunctions of Si are not perturbed in the solid state and completely neglects
the influence of spin polarization due to exchange interaction on the HFI. It has
been shown by DFT calculations that such effects are extremely important [32],
especially for predicting isotropic HFI.

Despite the enormous efforts of the early years in determining the g-tensor and
HFI parameters, it was recently shown within the German research cluster EPR-
Solar [33] that with multifrequency ESR and pulsed ENDOR experiments, a much
more complex picture of magnetic interaction parameters was determined, show-
ing that simple axial symmetry is not sufficient in describing experiments [34]. In
particular, it is shown that the g tensor has rhombic symmetry. This was already
suspected from earlier calculations of the g-tensor and HFI parameters [22, 35].

In conjunction with other experimental data (for an overview see Ref. [2]), it
was found that the db state is localized in the band gap and is amphoteric; hence
the state can be occupied with 0, 1, or 2 electrons, thereby changing the charge
of the state from positive to neutral to negative, respectively (Figure 12.9). Since
a closed silicon bond is occupied by two electrons, a broken bond contains one
electron and is a neutral state which is paramagnetic (S = 1/2). With the number
of electrons residing on the localized state, the transition energy to populate or
depopulate the state, D0/+ or D0/−, will shift with respect to the band edges by
the correlation energy, U (Figure 12.9). U is determined by Coulomb repulsion
between the two electrons and the energy shift induced by the change of the local
bonding configuration. Since the temperature dependence of the db signal was
shown to have an almost ideal Curie law behavior, U = 0.2–0.3 eV was estimated
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Figure 12.9 Energy transition levels of dangling bonds in their different charge and spin
states. Both charged states, D− and D+ , are not visible in ESR measurements.

from the deviations of the Curie law [21]. Note that if db states would have
negative U , they would not be observable in ESR. Negative-U centers are well
known in chalcogenide glasses and are characterized by having an unstable singly
occupied state [36].

The occupation of the db can be changed either by doping or charge injection
(light, applied bias) giving rise to D+, D0, and D− as shown in Figure 12.9. The
positively charged D+ state (no electron, but two holes) has a total spin S = 0. To
occupy this state with one electron, the Fermi level EF has to move toward the
conduction band. Once EF passes the transition energy D0/+, the db is turned into
a neutral D0 state. The db will stay paramagnetic until EF passes the second tran-
sition energy D0/−. Now it is energetically more favorable to have two electrons
residing on one defect and turning it into the negatively charged D− state. Due to
the Pauli principle, both electrons must have an opposite spin orientation result-
ing in a vanishing total spin, S = 0. From this picture it becomes obvious that D0

states must obey Curie’s law in first-order approximation since the position of EF
is pinned by the db state itself when no doping is assumed. Deviations from this
behavior are due to the fact that disorder in a-Si:H broadens the energy transition
levels of the db states to Gaussian energy distributions and unintentional doping
effects producing moderate n-type behavior [2]. Hence, when interpreting ESR
paramagnetic defect-density results, one has to carefully consider EF shifts.

12.5.2
LESR on Undoped a-Si:H

Despite the complexity of the microscopic structure of db states, many of the elec-
tronic properties of a-Si:H are determined through their interaction with excess
charge carriers generated by light or through injection [2]. Such charge carriers
may by trapped in localized states of the band and may change the ESR spectrum.

Using X-band LESR with above band-gap light, two additional ESR signals could
be observed in undoped a-Si:H, a narrow line (ΔBPP = 0.6 mT) at g = 2.004 and a
broad one (ΔBPP = 2.0 mT) at g ≈ 2.01–2.013 [37, 38]. These signals were assigned
to electrons (g = 2.004) and holes (g = 2.01–2.013) trapped in band-tail states of
the conduction and valence band, respectively [38] (see Figure 12.10). Band-tail
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states are believed to originate from weak bonding and antibonding Si–Si bonds
[40], which are induced by the variation in the disorder potential [41]. This leads
to localized states that may act as trapping centers and thereby strongly reduces
charge carrier mobility as compared to extended states [2]. In an alternative expla-
nation, the LESR states were assigned to positively and negatively charged dbs
that are made paramagnetic through trapping of light-generated charge carriers
forming the g = 2.004 and 2.01 line, respectively [42–44]. These interpretations
all assumed the presence of a high density of charged defects as it was introduced
through the charged db models [42, 45].

In a more detailed pulsed LESR measurement by Umeda et al. [39] on undoped
a-Si:H with varying 29Si concentration, the HFI of the g = 2.004 line with 29Si could
be well resolved, partially due to the fact that the superimposed db and 2.01 signal
in the LESR spectrum could be suppressed due to different relaxation behavior. As
shown in Figure 12.10, the line at g = 2.004 contains on the high-field side clearly
resolved shoulders (gray area) which stem from HFI with 29Si. The intensity of the
shoulder increased corresponding to the 29Si concentration. However, the relative
contribution to the central LESR line (g = 2.004) is about twice as large as what was
reported for the db line (cf. Section 12.5.1). From this, Umeda et al. concluded that
the wavefunction of the 2.004 center spreads equally over two Si atoms, different
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from the 29Si of the db line. This result is in good agreement with the assignment
of the g = 2.004 line to an electron being localized on a weak Si–Si bond with its
S-like wavefunction centered in between two Si atoms instead of on a threefold
coordinated Si atom as is expected for charged dbs.

12.5.3
ESR on Doped a-Si:H

The assignment of the two LESR signals is nicely supported by the dependence of
the ESR signal on substitutional doping by boron (B) and phosphorus (P). Dop-
ing is accomplished by introducing small amounts of PH3 or B2H6 to the SiH4
into the PECVD growth chamber. The ratio of the respective concentration is in
the following considered as the doping concentration, for example, 1% P doping
indicates [PH3]= 0.01⋅[SiH4].

By B doping, EF is shifted in the direction of the mobility edge of the valence
band by P doping in the opposite direction. With increasing B concentration, an
ESR line at g = 2.01–2.013 appears which has similar line parameters as the broad
LESR line shown in Figure 12.10a [20, 38, 39]. This line was assigned to shallow
band-tail states of the valence band. Through the shift of EF, shallow doubly
occupied band-tail states are depopulated into singly occupied paramagnetic
states. With P doping, on the other hand, the intensity of the 2.004 signal
is increased which is naturally explained by the fact that EF is shifted in the
conduction band tail [20]. In Figure 12.11, the measured spin concentrations of
the respective ESR lines discussed so far are plotted as a function of EF. The steep
increase in NS of the 2.01 and 2.004 lines toward the mobility edges is associated
with the exponentially increasing density of states (DOSs) of the respective band
tails. The fact that the db spin concentration, Ndb

S , is reduced with increasing
doping level, however, does not imply that the total db density (including charged
dbs) is reduced when shifting EF. On the contrary, with increasing [P] or [B],
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Figure 12.11 Dependence of spin densities on the distance of EF from the respective mobil-
ity edges for the three discussed ESR resonances. (Reproduced with permission from Ref.
[46] by Dersch et al.)
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the db density increases dramatically due to doping-induced defect formation
(often referred to as autocompensation) [2, 47]. Most P or B states form defect
complexes which leads to nondoping configurations, for example, P0

3 or B0
3. The

excess electrons and holes, which are introduced by the few active fourfold
coordinated dopants, are captured at defect states rather than band-tail states,
thereby positively or negatively charging the defects as becomes obvious from
Figure 12.9. At high doping levels, such doping-induced defects are not visible in
ESR, but they can be easily detected and analyzed through subband-gap optical
and electrical spectroscopy [2].

Since it is believed that the neutral fourfold coordinated boron acceptor state
in a-Si:H (B0

4) lies energetically very close to the valence-band mobility edge, it
can easily capture an electron from an energetically higher-lying band-tail state,
thereby charging the boron (B−

4 ) and making it diamagnetic and therefore invis-
ible for ESR [48]. Due to the low doping efficiency and the high density of db
and band-tail states, boron acceptor states cannot be made paramagnetic even
for very high illumination levels. In compensated a-Si:H – this refers to the case
when [PH3]= [B2H6] – the situation is different. Due to the compensation of both
charges introduced into the a-Si:H network, EF remains in the middle of the band
gap. It was found that in this case, the db density is similar to that of undoped a-
Si:H and that the doping efficiency is two orders of magnitude higher [48]. From
this important result, it was concluded that defect formation in a-Si:H is related
to the position of the Fermi energy in the material.

While the B-acceptor state is not observable in a-Si:H, the P donor is easily iden-
tified in the ESR spectrum through the HFI with the 100% abundant 31P nuclei
(I = 1/2). In c-Si, the P donor is observed at low temperatures when the electrons
of the conduction band are trapped at P forming a paramagnetic state, P0

4. This
state reveals the typical P signature as shown in Figure 12.5a, namely, a signal split
by an HFI with Aiso = 4.2 mT [49]. As shown in Figure 12.12 in 1% P-doped a-Si:H,
also two satellites with equal intensity were observed [51]. Note that the split-
ting between the satellites is about six times larger than what is found for P in
c-Si. The satellites are centered almost symmetrically around a strong narrow line
with g = 2.004 (line is clipped in Figure 12.12). This 2.004 line has been discussed
before with respect to LESR experiments and is associated with band-tail states
of the conduction band. These states are populated by the doping-induced shift of
EF in the direction of the mobility edge of the conduction band. The correlation
energy of the conduction band-tail states is about 20–30 meV as derived from
LESR experiments [52]. The intensity of the satellites increased with the square
root of [PH3], whereas the increase in the 2.004 line is less pronounced. To rule
out other sources of HFI due to nuclear spins with I = 1/2 such as 1H, 13C, 15N,
or even I = 1 such as 14N, Stutzmann and coworkers deposited 1% P-doped a-Si:D
replacing H by D (I = 1) as well a similarly doped a-Si:H sample under ultrahigh
vacuum (UHV) conditions, thereby minimizing the impurity concentration [50].
As shown in Figure 12.12, all three samples exhibit the same satellites lending sup-
port to the identification of the HFI with P0

4.
For a quantitative evaluation of the HFI, second-order effects have to be taken

into account [3]. The first-order HFI approximation is valid for Aiso < 10 mT
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Figure 12.12 ESR spectra of 1% P-doped
a-Si:H, a-Si:D, and a-Si:H deposited at UHV
conditions. The central line of the ESR spec-
trum at g= 2.004 is clipped due to the large

amplification. (Reprinted with permission
from Ref. [50] by Stutzmann et al. Copyright
(1987) by the American Physical Society.)

and produces (2I + 1) satellites that are distributed equally spaced around the
resonance position of the noninteracting spin. The second-order approximation
introduces an additional quadratic term in B0, which shifts all lines to lower fields,
and the spacing between the lines increases from low field to high field. Assuming
that the HFI in P-doped a-Si:H is isotropic, Stutzmann and Street determined
Aiso = 24.5 mT taking into account a large distribution of HFI-coupling strengths
induced by disorder. This is described by A strain (see Section 12.4.3) which for
the case of P is found to be ΔA= 16 mT. From second-order HFI, the g value of
the P states can be calculated to gP

a-Si = 2.003(2) [50], which is similar to that
of band-tail states identified through LESR and supports the assumption that
the P states are distributed over a wide energy range among band-tail states
of the conduction band. gP

a-Si is considerably larger than what is found in c-Si
(gP

c-Si = 1.9985), which indicates that the P state in a-Si:H can no longer be
approximated by a shallow, effective-mass state as in case of c-Si [50], since
otherwise gP

c-Si
< 2.0023. The six times larger HFI interaction that is observed in

a-Si:H is explained by the fact that the wavefunction of the neutral P atom in the
a-Si matrix is much stronger localized as compared to c-Si. Stutzmann and Street
estimate a donor radius from the HFI of about 9 Å [51] instead of 16.7 Å as found
in c-Si [53]. As stated before, with P doping the db density dramatically increases,
thereby reducing the doping efficiency. Stutzmann and coworkers estimated that
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from 0.1% [PH3] in the gas phase about 1020 cm−3, P atoms are incorporated in
the a-Si:H film. Of these, only about 1018 cm−3 are fourfold coordinated, and only
10% of them (1017 cm−3) are P0

4 states and hence observable in ESR [50].
Figure 12.13 summarizes the main achievements of ESR on doped and undoped

a-Si:H. The sketch depicts the currently accepted picture of the DOS for nomi-
nally undoped a-Si:H as it is derived from many different experimental results [2].
From the mobility edges band-tail states with exponentially decreasing DOS with
a slope of about 25 and 45 meV for the conduction and valence band tail with ESR
signatures at g = 2.01 and 2.004, respectively, are observed. Only those states in
region 1 are paramagnetic, and all other states are diamagnetic and will not be
observed in ESR. By shifting the Fermi level in the respective tails either through
illumination or doping, the ESR signatures of P0

4 donor states or conduction- and
valence-band-tail states can be observed. For strongly P- and B-doped materials,
the db density strongly increases in regions 0 and 2, respectively, through the shift
of EF. These defects will no longer be observed in ESR since they are diamagnetic
(see Figure 12.9).
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Figure 12.13 Density of states of a-Si:H
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12.5.4
Light-Induced Degradation in a-Si:H

In 1977, Staebler and Wronski observed that intense light illumination of undoped
electronic quality a-Si:H decreases both the dark conductivity and photoconduc-
tivity (Staebler–Wronski effect (SWE)) [55, 56]. They found that annealing to
temperatures of about 150 ∘C completely reverses the effect. Subsequent investi-
gations discovered that the observed conductivity decrease is due to a shift in the
Fermi level toward midgap and a severe decrease in the excess charge carrier life-
time, while the mobility is essentially unchanged. It was not until 1980 that Dersch
et al. [57] investigated a-Si:H by ESR methods realizing that the observed degrada-
tion is caused by a reversible increase in the db absorption signal. Today it is clear
that the light-induced increase in the db concentration is the most important, but
not the only degradation mechanism of a-Si:H [58]. dbs contribute most to the
decrease in the excess charge carrier lifetime, which is strongly correlated to the
defect-density N s [40].

It was found experimentally that the number of metastable dbs increases with
Ns ∝ t1∕3I0.6 under cw illumination for time t with light of intensity I and is
independent of low impurity concentration in the material (cf. Figure 12.14).
Several authors proposed intrinsic microscopic models for the SWE to explain
these observations. Since a complete review of all published microscopic models
for the SWE is beyond the scope of this publication, we discuss only the three
following models.
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12.5.4.1 Excess Charge Carrier Recombination and Weak Si–Si Bond Breaking
In a series of experiments, Staebler and Wronski showed that a metastable
increase in the db concentration can also be generated by injecting excess charge
carriers in a-Si:H pin diodes and can be prevented when light illumination is
combined with a strong reverse bias to remove light-generated charge carriers
from the i-layer. It is therefore clear that the degradation is induced by excess
charge carrier trapping or recombination and not by the initial light-absorption
event itself [59]. From these experiments, Stutzmann et al. [40] concluded that
bimolecular recombination of excess charge carriers is the cause of db creation
and derived a differential equation for the db concentration N s:

dNs
dt

= cswnp, (12.12)

where n, p are the electron and hole concentrations, respectively, and csw denotes
an empirical proportionality factor depending on microscopic details of the
db creation mechanism. If there is already a certain amount of dbs available,
Equation 12.12 can be easily solved by assuming that most of the recombination
is taking place at db sites. In this monomolecular recombination limit, the charge
carrier densities n and p are proportional to G/N s, where G is the photocarrier
generation rate. Together with Equation 12.12, we then obtain the experimentally
observed db creation dynamics Ns ∝ t1∕3G2∕3. This result also reproduces the
intensity dependence, if we assume that G is proportional to the light intensity I.
As for the microscopic process leading to db creation, Stutzmann et al. proposed a
breaking of weak Si–Si bonds in the valence-band tail after trapping and bimolec-
ular recombination of electrons with holes at the same weak bond site. In their
model, the weak bond enters an excited state after trapping an electron–hole pair,
which leads to the formation of two adjacent dbs (cf. Figure 12.15a). Since such
a configuration is unlikely to be stable with an annealing energy barrier of 1.1 eV
and is not compatible with the absence of strong exchange coupling in the ESR
properties, the dbs must be separated on a short time scale after their creation.

Several microscopic models involving H were proposed in the literature to
explain the separation of dbs. Among them are hydrogen bond switching [40,
60], dissociation of H2* complexes [61], and hydrogen migration on internal
hydrogenated surfaces [62] (Figure 12.15b–d). All these models predict dbs
which are spatially correlated to H atoms.

12.5.4.2 Si–H Bond Dissociation and Hydrogen Collision Model
The fact that ESR experiments do not show dbs spatially correlated to H atoms
stimulated a variety of alternative microscopic models for the SWE. Direct emis-
sion of H atoms from Si–H bonds, leading to the formation of a db, and subse-
quent diffusion of H away from the broken bond were excluded as sources of the
SWE, since these processes are irreversible [63]. Branz extended the Si–H bond
dissociation model by proposing a collision step between mobile H atoms, origi-
nally emitted from Si–H bonds [64]. The two mobile H atoms form a metastable
H-complex denoted by M(Si–H)2 in a strongly exothermic reaction as shown in
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Weak Si–Si bond breaking

H migration

Dissociation of H2* complex(a)

(b)

(c)

(d)
Weak Si–Si bond breaking
with H bond switching

H2*

Figure 12.15 Different microscopic defect
reactions proposed for the creation of
metastable dbs in the SWE. (a) Breaking
of weak Si–Si bonds, (b) hydrogen bond
switching, (c) dissociation of H2* complexes,
and (d) hydrogen migration on internal

hydrogenated surfaces. Gray objects denote
Si atoms, open objects denote H atoms, and
dbs are indicated by a schematic wavefunc-
tion and an arrow indicating the electron
spins.

Figure 12.16. By annealing to 150 ∘C for several hours, the process is reversed,
and the metastable complexes dissociate and saturate the dbs. The predicted time
evolution of the db concentration is again Ns ∝ t1∕3G2∕3, as in the case of the weak
Si–Si bond-breaking model, but derived from different physical processes.

12.5.4.3 Transformation of Existing Nonparamagnetic Charged Dangling-Bond Defects

Another model accounting for the light-induced increase in paramagnetic dbs was
introduced by Adler and proposes a charge transfer between originally charged
dbs (D+, D−) with an effective negative correlation energy [42] (cf. Figure 12.17).
This process does not create new dbs, but transforms nonparamagnetic centers
into paramagnetic dbs, which are then observable by ESR. However, charged db
densities appear to be too low in undoped a-Si:H to support this model, and the
experimentally determined time evolution of the db density is not compatible with
the one-carrier capture mechanism (see [64] and references therein).

In the preceding discussion we have seen that different models, based on com-
pletely different microscopic processes, do actually result in the same unusual
sublinear time dependence. It is therefore most difficult to distinguish between
the available theories by merely considering the time evolution of the db con-
centration. Another approach to deduce the microscopic origin and dynamics
of the SWE is a microscopic investigation of the final metastable state by ESR.
Here different models do actually predict quite different microscopic centers for
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DB

H

Si

Figure 12.16 Schematic representation of the microscopic processes within the framework
of the H collision model. (Figure reprinted with permission from Ref. [64] by Branz et al.
Copyright (1999) by the American Physical Society.)

D+

D− D0

D0

Charge transfer between D+ − D− pair

Figure 12.17 Schematic representation of the
charge-transfer model proposed by Adler [42].
Gray objects denote Si atoms and dbs are indi-
cated by a schematic wavefunction and an arrow
indicating the electron spin.

the metastable state and its environment, for example, the hydrogen distribution
around the defect, offering a possibility to test the available theoretical models.

In contrast to the H collision model (cf. Section 12.5.4.2), the weak Si–Si
bond-breaking model (cf. Section 12.5.4.1) predicts a spatially correlated H
distribution for light-induced dbs (light-soaked a-Si:H – state B) but not for
native dbs (as-grown or annealed a-Si:H – state A) as noted earlier. We have seen
in Section 12.4.2 that close magnetic nuclei like H induce a characteristic splitting
of the db resonance by HFI. Since native dbs, present in as-deposited a-Si:H
or in the annealed state A, do not exhibit the predicted defect-H correlation,
db ESR spectra of degraded samples should differ significantly. Several studies
were performed to address this question. Brandt et al. [65] carried out EDMR
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experiments, while Isoya et al. [66] conducted ESEEM experiments to measure
the HFI of H atoms directly.

ESEEM measurements clearly showed a contribution of distant matrix H atoms
with a small HFI to the db, but no larger HFI, which would indicate the presence
of close H atoms. Relying on these observations, Isoya et al. concluded that the
immediate vicinity (r < 4 Å) is actually depleted from H, an interpretation which
disagrees with the predictions of the model described in Section 12.5.4.1. In a
recent contribution [14], pulsed ENDOR measurements showed that this inter-
pretation is not correct, and the authors of Ref. [66] were misled by a typical
artifact of two-pulse ESEEM experiments, observed in a wide range of disordered
materials [67].

Brandt et al. [65] performed a more reliable experiment to determine the HFI
of H atoms in the vicinity of dbs. By applying EDMR at low excitation frequen-
cies (𝜈 = 434 MHz), contributions due to g anisotropy were avoided, and the line
shape is only determined by HFI. Figure 12.18 compares EDMR spectra for native
dbs (state A) and light-induced dbs (state B). The obtained spectra are nearly
identical; hence no evidence for the presence of spatially correlated db–H pairs
is found.

The fundamental problem inhibiting a complete resolution of the microscopic
defect structure and its environment is the disorder-induced inhomogeneous
broadening. Once spectral lines are subject to such excessive broadening, they
become undetectable due to a finite experimental resolution and sensitivity.
However, there is still room for improvement by the application of advanced ESR
techniques at higher magnetic fields. We recently managed to increase resolution
and sensitivity by the application of a Q-band pulse ENDOR technique at a
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magnetic field of 1.2 T using a laboratory-built ESR resonator [14]. Investigation
of HFI between native dbs in state A and H atoms shows that HFIs of up to
25 MHz are observed (see Figure 12.19a), indicating that H atoms can be very
close to the db. By comparing the ENDOR spectrum with typical spectra for free
SiH3, we can conclude that a small amount of H atoms is bonded to db silicon
atoms at a backbonded site. However, the results show that there is no observable
short-range order and the H distribution is well described by a homogeneous
distribution (see Figure 12.19b).

12.6
Alternative ESR Detection

The application of ESR to state-of-the-art a-Si:H thin films or even completely
processed a-Si:H solar cells remains a challenge because the sensitivity of con-
ventional ESR is usually not sufficient to reliably detect the paramagnetic defects.
Moreover, it is often difficult to discriminate between signals from the cell struc-
ture, contact layers, or background signals from the substrate [68]. Although a
correlation between the defect density as determined by ESR on powder samples
and the efficiency of resulting solar cells is well established [69], it still remains
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questionable if the defect properties of thin films in the device and in powder
samples are identical, because the boundary conditions for the layer growth are
different. The sensitivity limit of ESR, which prevents its successful application to
thin-film devices, can be overcome by using indirect detection techniques. These
methods do not rely on the detection of reflected (or absorbed) mw radiation, but
monitor the influence of ESR on sensitively measurable macroscopic observables
such as (photo)conductivity, capacitance, optical absorption, photolumines-
cence, or electroluminescence. To elucidate the impact of paramagnetic defects
on charge transport in solar cells, the (photo)conductivity is an appropriate
observable. For this reason, we restrict this paragraph to the description of
EDMR. Due to the fact that we detect resonant changes in the (photo)current,
only electrically active defect states contribute to the spectrum. In consequence,
paramagnetic states which do not influence the conductivity and are thus not
relevant for solar-cell operation (e.g., defects in the substrate) do not affect the
EDMR signal.

12.6.1
History of EDMR

EDMR, which combines the microscopic selectivity of ESR with the sensitivity of
a current measurement, has a long-standing history in the field semiconductor
defect analysis. It was first demonstrated in 1966 by Maxwell and Honig [70, 71] as
well as Schmidt and Solomon [72] who measured the influence of ESR on the pho-
toconductivity in c-Si. The underlying mechanism was spin-dependent scattering
of electrons at impurities. In 1972, Lepine utilized EDMR for the detection of
charge carrier recombination via defect states at a silicon surface [73]. Since then,
EDMR was applied to large variety of organic and inorganic semiconductors.
In particular, this technique provided insight into transport and recombination
pathways in a-Si:H thin films and devices (for a review see [74]). Until recently,
EDMR experiments were exclusively carried out like cw ESR experiments, that
is, the sample was continuously subjected to mw radiation while sweeping an
external magnetic field and detecting the conductivity. Thus, spectroscopic infor-
mation (e.g., g values, line widths, and line shapes) about the current-influencing
paramagnetic states could be extracted. Toward the beginning of this century,
the field of EDMR got a new impetus when the first pulse (p) EDMR (pEDMR)
measurements employing short mw pulses were demonstrated [75]. By the use of
pEDMR, it is not only possible to study the kinetics of spin-dependent transport
and recombination processes but also to harness coherent spin effects [76] in a
similar way like in pESR. An analysis of the time evolution in two-dimensional
pEDMR measurements (ΔI vs B0 and time) allows the deconvolution of spectrally
overlapping signals [77]. In this way, pEDMR signals may be assigned to defect
states in the individual layers of a pin solar cell. Moreover, for spin-dependent
processes involving two different types of paramagnetic centers (e.g., a hopping
process between conduction band-tail states and phosphorous donor states in
n-doped a-Si:H), the contributing pairs of paramagnetic centers can be identified



12.6 Alternative ESR Detection 333

based on the fact that the associated pEDMR signals exhibit the same time
behavior.

The high sensitivity of EDMR originates from two effects: First, a current can
be detected with high accuracy. Second, the EDMR signal intensity is not neces-
sarily limited by the thermal polarization of the contributing paramagnetic cen-
ters which may be very small under standard ESR conditions. In fact, two spin-
dependent mechanisms frequently encountered in disordered thin-film materi-
als – namely, recombination and hopping transport via localized states – rely on
a spin-pair mechanism in which the relative orientation of two spins determines
the probability for a current-influencing transition. This model was developed by
Kaplan et al. [78] and is referred to as the KSM model. It is equally applicable to
spin-dependent recombination as well as hopping transport. Both processes are
shown schematically in Figure 12.20.

In the case of a recombination process as shown in Figure 12.20a, the spin pair
consists of two localized states with different energy. Although it would be ener-
getically favorable if both electrons occupied the lower-lying state, owing to the
Pauli principle this transition is only allowed when both spins are aligned antipar-
allel. Thus, invoking that the spin state is conserved during the process, the transi-
tion is blocked in the case of parallel spins. The application of mw radiation, which
is resonant with either of the two spin-pair constituents, alters the respective spin
state, and the initially forbidden transition becomes allowed. The recombination
process is finally completed by the capture of a hole from the valence band. In
addition, an electron from the conduction band can be trapped at the unoccupied
defect state. All in all, one electron from the conduction band and one hole from
the valence band are annihilated, resulting in a decrease in the sample conduc-
tivity. In the case of hopping transport as shown in Figure 12.20b, the spin pair
consists of two states having similar energy close to EF. Analogous to the recom-
bination process, the transition between adjacent singly occupied states can be
blocked by the relative spin orientation. Again, resonant mw radiation can flip one
spin and enable an initially forbidden transition. The resonant enhancement of the
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Pauli
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Spin pair

Transition

allowed

Conduction band

Valenceband

(a) (b)

Figure 12.20 Spin-dependent processes
involving localized states in the band gap as
observed in thin-film silicon. For simplicity,
only localized states in the upper half of the

band gap are depicted. (a) Spin-dependent
recombination. (b) Spin-dependent hopping
transport. The arrows indicate the orientation
of the electron and hole spins.
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hopping rate can be considered to enhance the mobility in the hopping transport
path. For a detailed review on spin-dependent hopping, see Ref. [79].

12.6.2
EDMR on a-Si:H Solar Cells

The application of EDMR to fully processed semiconductor devices dates back to
the early days of EDMR. In 1976, Solomon performed spin-dependent conduc-
tivity measurements on a commercial diode based on crystalline silicon [80]. He
observed an EDMR signal associated with recombination of excess charge carriers
that were injected by applying a bias voltage and found a strong dependence of the
signal intensity on the voltage. This voltage dependence could be modeled when
taking into account the different recombination mechanisms (i.e., diffusion- and
recombination-limited processes) that occur in p–n diodes. It was concluded that
the spin-dependent signal is sensitive only to recombination in the space charge
regions, which renders EDMR suitable to differentiate between diffusion- and
drift-limited effects. Several studies on c-Si p–n diodes provided a quite detailed
picture of spin-dependent recombination via intrinsic defects as well as impu-
rity states and defect complexes [81–84]. Although the mechanisms of EDMR in
devices can be quite complex in detail, an identification of the contributing defect
states is often possible based on the line parameters which in many cases agree well
with those found in ESR spectra of the respective material. In addition, extensive
literature is available on EDMR in a-Si:H thin films [74].

After the demonstration that EDMR can successfully be applied to a-Si:H pin
solar cells [85], spin-dependent recombination studies revealed a strong variation
of the EDMR signal at room temperature with bias voltage and illumination
conditions [86, 87]. Figure 12.21 shows EDMR spectra of an a-Si:H pin solar
cell measured at different bias voltages without illumination. When the db
states are brought into spin resonance, the recombination in the space charge
region of the pin solar cell is enhanced. Since the dark currents in this bias
regime are limited by recombination, an increase in the current is observed. The
turnover between an enhancing and a quenching EDMR signal upon varying
the bias voltage was shown to be related to the transition from diffusion- to
drift-dominated behavior – similar to crystalline p–n diodes. Moreover, it was
demonstrated by means of EDMR that charge transport and carrier collection
are controlled by recombination in the bulk of the i-layer [87]. The finding that
light-induced defect creation in this layer (cf. Section 12.5.4) is detrimental for
the solar-cell performance together with the fact that EDMR probes recombi-
nation via db states makes this technique well suited to investigate degradation
mechanisms in a-Si:H-based solar cells at ambient conditions [88]. Figure 12.22
illustrates this fact by comparing the bias-voltage dependence of the EDMR
signal intensity recorded under dark forward bias injection conditions (ΔI/I,
with ΔI is the current change that is induced by the resonant mw) of annealed
(Figure 12.22a) and degraded (Figure 12.22b) a-Si:H pin solar cells with varying
i-layer thicknesses. The degradation was carried out by subjecting the cells to a



12.6 Alternative ESR Detection 335

2 mT

1.0 V:Q

0.9 V

0.8 V:E

e-dbh

300 K
dark

E
D

M
R

 s
ig

n
a
l 
in

te
n
s
it
y
 Δ

/ (
a
.u

.)

Magnetic field B0 (mT)

Figure 12.21 Dark EDMR spectrum obtained
at T = 300 K on a-Si:H pin solar cell at dif-
ferent forward bias. Note that the signal
changes sign at about 0.9 V. The peak of the

resonance is at g≈ 2.005. (Reprinted with
permission from Ref. [86] by Lips et al. Copy-
right (1993), American Institute of Physics.)

State A State B

Forward bias U (V)(a) (b) Forward bias U (V)

2500 Å

5000 Å

6600 Å

7400 Å

E
D

M
R

 s
ig

n
a

l 
in

te
n

s
it
y
 Δ

/I

E
D

M
R

 s
ig

n
a

l 
in

te
n

s
it
y
 Δ

/I

10−4

10−5

10−6

−10−6

−10−5

−10−4

10−4

10−5

10−6

−10−6

−10−5

−10−4

0.4 0.6 0.8 1.0 1.2 1.4 0.4 0.6 0.8 1.0 1.2 1.4

Figure 12.22 EDMR signal intensity (ΔI/I)
as a function of the bias voltage applied
to a-Si:H pin solar cells for several thick-
nesses of the i-layer as given in the legend.

(a) Annealed (state A). (b) Degraded (state B).
(Reprinted from Ref. [88] by Lips et al. with
permission from Elsevier.)

high forward current to ensure homogeneous degradation throughout the i-layer
(150 mA cm−2 for 3 h). Figure 12.22 indicates a decrease in the turnover voltage
(change of sign from positive to negative EDMR signal) by approximately 0.3 V
upon degradation. Further, the quenching signal amplitude increases by more than
one order of magnitude. The situation with respect to recombination in the solar
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cell is very complex, and EDMR results cannot be interpreted right away since
recombination may both enhance and decrease the dark current. Nevertheless it
is possible to directly simulate EDMR with solar-cell simulation tools only assum-
ing that through ESR the capture cross section of electrons in neutral db states
is slightly increased by the mw [89]. From comparison to simulations, it became
clear that degradation is predominantly a bulk effect in the i-layer of the pin a-Si:H
solar cell. These observations demonstrate the sensitivity of EDMR with respect
to defects created by degradation of a-Si:H pin solar cells.

Phosphorus-doped a-Si:H layers are frequently used in pin solar cells with
microcrystalline silicon (μc-Si:H) absorber. Charge transport in these n-doped
layers with typical thicknesses of a few 10 nm is relevant for solar-cell operation
because electrons generated in the absorber have to transverse them in order to
be collected at the metal electrode. Especially at low temperatures, transport in
n-doped a-Si:H occurs via hopping among localized band tail and phosphorus
donor states and can thus be observed by EDMR. Figure 12.23 shows a pEDMR
spectrum of a μc-Si:H pin solar cell with amorphous n-layer which clearly reveals
the 31P hyperfine lines (with a splitting of ∼25 mT) known from ESR measure-
ments on n-doped a-Si:H powder samples (cf. Section12.5.3). The central line
originates from spin-dependent hopping of electrons via conduction band-tail
states in the n-doped a-Si:H layer as well as in the intrinsic μc-Si:H absorber
[90]. Similar effects can be observed in high-efficiency heterojunction solar cells
consisting of c-Si as absorber and n-doped a-Si:H as emitter layer [91].

These examples demonstrate that EDMR is capable of sensitively detecting elec-
trically active paramagnetic states in fully processed solar cells and can identify the
underlying transport and recombination mechanisms.
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12.7
Concluding Remarks

ESR has contributed significantly to the understanding of the microscopic struc-
ture of defect states in a-Si:H. In particular, db states have been shown to be the
dominant midgap defects in a-Si:H and are responsible for the electronic degrada-
tion of a-Si:H after light soaking. ESR was able to unravel the structure and influ-
ence of dopant states. However, most ESR results rely on experiments with only
limited resolution and quantum chemical methods, which did not allow to link the
magnetic interaction parameters with the defect structure and distribution. This
generally insufficient resolution and detection sensitivity of conventional EPR has
dramatically changed with the advent of novel multifrequency EPR spectrometers
and detection schemes as well sophisticated DFT simulation tools, which allow
determining information about spin-coupling parameters inaccessible until then.
Recently, a German network called EPR-Solar was formed with the aim to transfer
these advances in EPR instrumentation and theory to solve some of the remaining
open questions related to defect states in a-Si:H materials, in particular the SWE
[33]. Latest ESR results [34] and DFT calculations [92] show that db states in a-
Si:H have a complex structure and cannot be described by simple sp-hybridized
states. In order to transfer the obtained ESR results into the microscopic structure
of defect states with their respective spin-density distribution, DFT calculations of
the magnetic interaction parameters (e.g., HFI with 29Si, g tensor) of many differ-
ent db models are required. Currently such tools have become available [93–95]
and are currently used by EPR-Solar to shed light on the microscopic structure of
a-Si:H defects and their involvement in the SWE.3)
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13
Scanning Probe Microscopy on Inorganic Thin Films for Solar
Cells
Sascha Sadewasser and Iris Visoly-Fisher

13.1
Introduction

Photovoltaic thin films are highly nonhomogeneous at the micron- and submi-
cron scale, involving layers of different compositions, polycrystallinity, point, and
extended defects. Spatially resolved characterization at high resolution is there-
fore adequate to resolve the properties of these different parts and their effect on
the device properties, without averaging over the entire material. Scanning probe
microscopy allows such characterization, as will be demonstrated in this chapter.

The invention of the scanning tunneling microscope (STM) by Binnig et al. in
1982 revolutionized the field of surface science [1]. The STM provided the means
to obtain the first real space images showing atomic resolution on a Si(111) 7× 7
surface. The STM uses the quantum mechanical tunneling current through a gap
between a sharp metallic tip and the sample surface as a control parameter; there-
fore, it is limited to the study of conducting surfaces. A solution to this restriction
was provided by the atomic force microscope (AFM), which employs a sharp tip
supported by a cantilever beam as the measuring probe [2]. In AFM, the tip is
in contact with the surface, and the deflection of the cantilever is monitored by
optical beam deflection detection. Thus, the AFM also provided access to insulat-
ing surfaces. An additional technique in AFM was developed with the noncontact
(or dynamic) mode [3], in which the cantilever is vibrated close to its resonance
frequency. Tip–sample interaction changes the vibration amplitude or frequency,
which serves as a feedback signal to maintain a constant distance to the sample
surface while scanning across the sample. Forces exerted by the tip on the sam-
ple are minimal in noncontact mode; therefore, it is the method of choice for soft
samples, such as biological or polymer samples.

In subsequent years the AFM was developed to a very versatile technique
by combination with other measurement methods. This provided access to
additional sample properties on a lateral scale in the nanometer range. Com-
bination with the macroscopic Kelvin probe technique led to the development
of the Kelvin probe force microscope (KPFM). Application of an ac bias and
detection of the capacitance resulted in scanning capacitance microscopy (SCM).
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The measurement of currents in the contact mode of the AFM with an applied
bias between tip and sample is the core of the conductive AFM (C-AFM). These
and other techniques will be introduced in this chapter, providing the reader with
the most important basics about each technique and allowing understanding
experiments utilizing these techniques. Additionally, this chapter will also present
some selected important results that have been obtained applying the various
techniques to characterize thin-film solar cells. While only selected examples
are discussed in this chapter, the interested reader is referred to the extensive
list of references for further reading and exploration of the application of AFM-
and STM-based techniques for the characterization of nanoscale properties of
thin-film solar cell materials and devices.

13.2
Experimental Background

13.2.1
Atomic Force Microscopy

A typical AFM setup [2] consists of a probe in the shape of a cantilever with a
small tip at its free end, a laser, a four-quadrant photodiode, and a scanner unit.
The latter is usually constructed from piezoelectric elements. The laser beam is
focused onto the back of the free end of the cantilever and from there reflected to
the four-quadrant photodiode; this allows detecting the bending of the cantilever
with high precision. While scanning the tip across a sample surface, the force inter-
action between tip and sample leads to changes either in the static bending of the
cantilever (when the tip is in contact) or in the resonance frequency of the can-
tilever oscillation (when it is vibrated and the tip is at a small distance from the
surface). The first operating mode is called contact mode and the second is called
dynamic or noncontact mode. Both modes will be presented in detail in the subse-
quent subsections. Figure 13.1 schematically shows this basic AFM experimental
setup.

The forces interacting between the tip and the sample consist of various con-
tributions including the chemical binding force Fchem, the van der Waals force

Cantilever

Sample

Ftotal

LaserFour-quadrant
photo diode

xyz-stage

Figure 13.1 Working principle of an AFM
showing the detection system, consisting of a
laser and a position-sensitive photodiode, and
the sample on a scanning xyz-stage.
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FvdW, electrostatic and magnetic forces, Fel and Fmag, respectively. The short-range
chemical forces originate from a quantum mechanical overlap of the electron wave
functions of the tip and sample surface. They can be described by an exponential
distance dependence, and the interaction range is of the order of ∼5 Å [4]. The
long-range van der Waals force originates from electromagnetic field fluctuations.
Typically, in AFM, it is described by the interaction between a sphere of radius R,
representing the tip, and an infinite plane, representing the sample surface [5]:

FvdW = −HR
6z2 , (13.1)

where H is the Hamaker constant for the tip and sample materials and z the
distance between the sphere and the plane. The electrostatic force Fel can be
expressed by the capacitive force between the tip and the sample:

Fel = −1
2
∂C
∂z

V 2, (13.2)

where C is the capacitance and V is the total voltage. In the case of AFM, only the
force perpendicular to the surface along the z-direction has to be considered. More
details on Fel will be given in Section 13.2.4, where Kelvin probe force microscopy
is discussed. The magnetic force is not relevant, as only nonmagnetic tips and
samples are considered here.

Chemical forces are responsible for atomic-scale contrast in AFM imaging.
When experiments on a larger scale are performed, the tip–sample distance in
noncontact AFM (nc-AFM) is typically larger than 5 Å and chemical forces do
not have to be considered. In this case, topography imaging is governed by the
long-range van der Waals and possibly by electrostatic forces.

13.2.1.1 Contact Mode
The point of contact between the tip and the sample surface is usually defined
as the transition from attractive tip–surface forces (described in the previous
section) to repulsive ones, originating from short-range Coulomb and Pauli
repulsion between ion cores and electron clouds of atoms at the tip and the
sample surfaces. Further reducing the tip–surface distance will result in a normal
deflection of the cantilever, which is proportional to the repulsive force acting on
it according to Hooke’s law:

F = kNz, (13.3)

where kN is the normal spring constant of the cantilever, determined by its mate-
rial mechanical properties, shape, and dimensions. Typical spring constants of
commercially available cantilevers range from 0.01 to 75 N/m, enabling detec-
tion of forces down to 10−9 N. For topography imaging, a feedback loop is used
to keep the cantilever deflection constant by changing the probe height z while
scanning in x and y. Thus, a nearly constant force is maintained between the tip
and surface, and a map is created by recording the changes in z-position as a
function of the x and y position, which can be interpreted as a topographical
map. Lateral forces due to friction cause the cantilever to torque and can also
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be followed by the four-quadrant photodiode. The lateral resolution of measure-
ments is strongly dependent, among other factors, on the tip–surface contact
area, which is increased as the tip and sample are driven toward each other. Sev-
eral models can be used to calculate this contact area using the probe and surface
mechanical properties [5]. Typically, this contact area will be circular with a diam-
eter of 10–50 nm.

The advantages of the method include high lateral resolution and the ability to
map the topography as well as adhesion forces and measure surface mechanical
properties at high resolution. This scan mode is also used for conductive AFM
mapping (see section 13.2.2). The disadvantages include potential harm to the tip
and/or sample surface and relatively low force resolution, issues addressed by the
noncontact imaging mode. Applications of contact-mode AFM mapping in thin-
film solar cells include the characterization of surface morphology, grain size and
shape and its distribution [6], grain orientation (by measuring the angles between
grain facets) [7], surface defects, and detecting the presence of impurity particles
by following the surface mechanical properties.

13.2.1.2 Noncontact Mode
In nc-AFM [8], the cantilever is mechanically oscillated at or close to its resonance
frequency using a piezoelectric element. The four-quadrant photodiode signal is
used to monitor the oscillation, which will be influenced by the tip–sample inter-
action. The oscillation of the cantilever is described by the equation of motion,
where the tip is considered as a point-mass spring (mass m), and the motion in
z-direction, perpendicular to the sample surface, is described by [5]:

mz̈ +
m𝜔0

Q
ż + kz = F0 cos(𝜔t) + Ftotal, (13.4)

where Q and k describe the quality factor and spring constant of the cantilever,
respectively, and F0 and 𝜔 represent the amplitude and angular frequency of the
driving force, respectively. The tip–sample interaction is given by F total.

For the case of no tip–sample interaction, that is, when the tip is far away from
the surface, the free resonance frequency 𝜔0 is given by

𝜔0 =
√

k
m

, (13.5)

where m is considered as the effective mass, which accounts for the specific geom-
etry of the cantilever. When approaching the tip to the sample surface, forces
between tip and surface become relevant; this influences the oscillation of the
cantilever. As a result, the change in resonance frequency can be approximated
via an effective spring constant [5]:

keff = k −
∂Ftotal
∂z

. (13.6)

Essentially, the effective resonance frequency is modified according to the
force gradient between tip and sample. For small force gradients and attractive
forces, the resonance curve is shifted to lower frequencies and vice versa.
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The approximation in Equation 13.6 is only valid for small oscillation amplitudes;
the exact solution for larger amplitude can be found in Ref. [5].

Two different detection modes can be used in nc-AFM. In the amplitude mod-
ulation mode (AM mode), the tip–sample distance is controlled such that the
oscillation amplitude remains constant [3]. For this purpose, the cantilever oscil-
lation is excited at a constant frequency slightly off resonance. The AM mode is
typically applied in measurements in air. When the AFM is introduced into a vac-
uum system, the quality factor Q of the cantilever increases significantly (typically
above 105) as a result of the reduced damping. In this case, a very slow response
time of the system results because of the reduced bandwidth [8]. Therefore, in vac-
uum typically the frequency modulation mode (FM mode) is used, in which the
cantilever is always excited on resonance, and the shift of the resonance curve due
to the tip–sample interaction is directly measured [8]. The resonance frequency is
determined by a phase-locked loop (PLL) or a FM demodulator. The tip–sample
distance is controlled by maintaining a constant frequency shift Δf with respect
to the free resonance frequency f 0 of the cantilever [5]:

Δf = −
f0
2k

∂Ftotal
∂z

. (13.7)

Both the AM and the FM modes measure the topography corresponding to a sur-
face of constant force gradient.

13.2.2
Conductive Atomic Force Microscopy

One of the simplest ways of characterizing electrical properties at high resolution
is by applying voltage between the sample and a C-AFM probe and measuring
the resulting current flowing between them as a function of lateral tip location
while scanning the sample surface. A current map is obtained in parallel with a
topography map measured at constant force. Typically measured currents are in
the range of picoampere to microampere. Conductive probes can be obtained by
coating standard Si probes by a conductive layer or by making the probe entirely of
conductive materials such as metals, doped diamond, or highly doped Si [9]. The
coating may increase the size of the tip apex and is prone to damage by friction
during scanning, whereas all-conductive probes are rare due to manufacturing
difficulties. The choice of a specific conductive material also depends on work
function matching between the tip and sample surface materials to reduce a pos-
sible current barrier upon contact [10]. The resolution of the current mapping
is directly proportional to the tip–surface contact area, determined by the tip
and surface mechanical properties and the applied force (see Section 13.2.1.1).
Screening of the electrical potential limits the resolution in semiconductors to
the relevant Debye length(s).

Historically, the method was developed by combining AFM with STM (see
Section 13.2.5) to measure currents tunneling through an oxide layer on metal
surfaces [11], which critically depend on the local oxide layer thickness, defects,
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and charge traps. Such measurements require a more sensitive current amplifier,
with a lower noise level, and are sometimes referred to as tunneling AFM (TUNA).
Other than the characterization of dielectric films, the method can also be used to
map samples of low conductivity, and typically measured currents are in the range
of tens of femtoampere to hundreds of picoampere [12].

In cases where there is no significant surface current barrier (ohmic contact),
and the sample can be considered a semi-infinite body of uniform resistivity, the
current passes through the small probe–surface contact area and spreads laterally
into a cone-shaped current path toward the large counterelectrode. The cone’s
dimensions and shape vary with the resistivity and homogeneity of the sample.
This “spreading resistance” of the sample can be mapped by C-AFM and is referred
to as scanning spreading resistance microscopy (SSRM). If an oxide layer is present
on the sample surface, the tip must penetrate through it for SSRM. For a circular
tip–sample contact area of radius r, the electrical resistance R is related to the
SSRM measured resistivity 𝜌 through

R = 𝜌

4r
. (13.8)

SSRM is commonly used to map variations in charge carrier density [13] and mea-
sures a wide range of currents (10 pA–100 μA) often using a logarithmic current
amplifier.

Examples of applications of C-AFM in inorganic thin-film solar cells include
studies of current routes in these highly nonhomogeneous materials, and study-
ing the effect of deposition parameters on the morphology–electrical proper-
ties relations in the dark and under illumination [14–17]. Photoconductive cur-
rent mapping, using C-AFM under illumination, is particularly useful for corre-
lating high-resolution current mapping with the photovoltaic device performance
[18, 19]. A noted variation of this method is using scanning near-field optical
microscopy (SNOM) for localized illumination while macroscopically measuring
the resulting photocurrents [20].

13.2.3
Scanning Capacitance Microscopy

In SCM a conductive probe forms a capacitor with the sample surface in a con-
figuration where no or negligible currents flow between them under bias. Small
changes in the tip–sample capacitance are measured, which can be generated by
changes in the tip–surface separation or by changes in the local dielectric prop-
erties of the sample. The first demonstration of the method used a profilometry-
like apparatus [21] and was soon adopted in STM and nc-AFM-based systems
[22, 23]. In these initial demonstrations the tip height was modulated, and vari-
ations in the capacitance, followed by a lock-in amplifier at the same frequency,
were used as the input to the feedback loop, which acted to maintain a constant
capacitance change by changing the tip–surface distance. The resulting map cor-
responded both to height variations and to changes in the dielectric properties.
Nowadays, a normal force feedback in contact-mode AFM is commonly used to
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control the tip–surface separation, and capacitance changes are measured, inde-
pendently and simultaneously, by applying an ac bias of fixed amplitude and using
lock-in detection [22, 24]. To avoid low-frequency noise of the capacitance sen-
sor, the derivative of the capacitance with respect to bias dC/dV (phase signal) is
recorded at high ac frequency, typically several kilohertz. As the capacitance with
a contact area radius of a few nanometer is in the range of attofarads, the dynamic
change in capacitance, that is, the derivative, is easier to measure using a special
sensor circuit [22]. A circuit for direct ultralow capacitance measurements was
also recently developed [25].

The charge carrier concentration in a semiconductor can be mapped using
SCM and is interpreted through metal–oxide–semiconductor (MOS) capacitor
physics, formed between the metal-coated probe, the semiconductor, and an
intermediate dielectric surface layer such as SiO2 (Figure 13.2). The MOS
capacitance is voltage dependent, and the slope of the capacitance–voltage
(C–V ) curve depends on the type and concentration of the free charge carriers
in the semiconductor. Due to the high ac frequency used for SCM detection,
minority carriers cannot follow the change in voltage fast enough; hence only
majority carriers affect the measured dC/dV signal. When positive bias is applied
to the metal tip, electrons in an n-type semiconductor will accumulate at the
semiconductor–oxide interface, and the measured capacitance will be that of
the oxide layer only. When negative bias is applied to the metal tip, a depletion
layer will develop in the semiconductor, acting as an additional dielectric layer in
series with the oxide layer, and the capacitance will decrease. As the negative bias
is increased, the depletion layer width will grow, and the capacitance will further
decrease, until a breakdown field is reached. The velocity of the capacitance
decrease with bias, that is, the slope of the C–V curve, depends on the carrier
concentration. The C–V curve of a p-type semiconductor is a mirror image of
that of an n-type semiconductor [10, 22]. Hence, the sign of the measured dC/dV
signal points to the type of majority carriers in the device, and its magnitude
can be interpreted in terms of the carrier concentration [26]. Quantification and
analysis of the measured signal require detailed modeling [22] and is sometimes
done by calibrating the SCM signal with similar samples of known carrier
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Figure 13.2 Schematic illustration of the
metal–oxide–semiconductor (MOS) capacitor
configuration in SCM.
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concentration [27]. Metals and insulators display zero SCM signals, since their
capacitance is not voltage dependent, and are thus difficult to distinguish by SCM.

The SCM resolution is determined not only by the tip–surface contact area but
also by other factors such as the carrier concentration, with a lower carrier con-
centration resulting in wider depletion regions around the tip apex, hence lower
resolution. Precise modeling can supply data at better resolution than the contact
area [22]. A modification of the commonly used measurement method includes
“closed loop” mapping, in which a second feedback loop is used to adjust the ac
bias amplitude to preserve a constant dC/dV signal. The resulting ac bias ampli-
tude is the measured quantity in this method. The advantage is that the depletion
region width is constant hence the resolution is not modified between areas of
different carrier concentrations in the sample. SCM was used to characterize inor-
ganic thin-film solar cells despite the difficulty in modeling and quantification in
nonhomogeneous materials. It was used for imaging carrier concentration pro-
files near grain boundaries and for detection of the electrical junction location in
cross-sectional studies (see Section 13.3) [18, 28–35].

13.2.4
Kelvin Probe Force Microscopy

The KPFM uses a similar principle to the macroscopic Kelvin probe technique
[36]. The electrostatic force between the AFM tip and the sample is compensated
by applying a dc bias (V dc) to the sample, which corresponds to the contact poten-
tial difference (CPD). The CPD is given by the work function difference between
the tip and sample materials: e ⋅V CPD =Φsample −Φtip (e is the elementary charge).
To detect the CPD, an additional ac bias (amplitude V ac, frequency 𝜔ac) is applied
(see Figure 13.3). This bias induces an oscillation of the cantilever, which results
from the electrostatic force between tip and sample:

Fel = −1
2
∂C
∂z

(Vdc − VCPD + Vac sin(𝜔act))2. (13.9)

Computing the square of the voltages, a spectral component at the frequency of
the ac bias can be calculated as

F
𝜔ac

= −∂C
∂z

(Vdc − VCPD)Vac sin(𝜔act). (13.10)

Additionally, a dc term Fdc results, which gives a constant contribution to the
topography signal, and a term at frequency 2 ⋅𝜔ac, which can be used to image
the capacitance gradient [37]. Equation 13.10 shows that the induced oscillation
of the cantilever at the frequency of the ac bias is reduced to zero when the dc
bias is controlled to match the CPD. In many studies, the work function of the tip
is calibrated on a reference sample with a known work function (e.g., highly ori-
ented pyrolytic graphite, HOPG), and therefore the work function of the sample
can be determined [7, 38, 39]. However, this is generally more suitable for mea-
surements under ultrahigh vacuum (UHV) conditions since the work function of
a sample is considerably modified by adsorbates and oxidation when experiments
are performed in air [40].
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Figure 13.3 Schematic drawing of a typical KPFM setup for AM mode detection of the con-
tact potential difference.

As in nc-AFM, KPFM measurements can also be performed in AM and FM
modes. In this case, in AM mode, the dc bias is controlled by minimizing the
amplitude of oscillation at 𝜔ac. For this purpose, the signal of the position-
sensitive photodiode is analyzed by a lock-in amplifier tuned to the ac frequency.
Frequently, ac frequencies of several kilohertz to several tens of kilohertz are
used, and ac biases of 1–3 V have to be applied to get sufficient sensitivity
[41, 42]. An improvement in sensitivity can be gained by tuning the ac frequency
to a resonance mode of the cantilever. This resonance-enhanced detection allows
using lower ac voltages, which is preferable for semiconductor samples to avoid
tip-induced band bending effects [43]. One possible implementation uses a
two-pass method, where in a first scan the topography is determined, and in a
second scan the mechanical oscillation is switched off and instead an ac bias at
the fundamental resonance is applied, while the tip retraces the same scan line
[44]. A different realization uses a higher oscillation mode for the ac frequency,
that is, the second oscillation mode [45, 46]; this provides the advantage of
measuring simultaneously the topography and the CPD signal in one scan
line. Due to a limitation of the bandwidth of the position-sensitive photodiode
in many commercial AFM systems, the fundamental resonance frequency is
limited to 70–80 kHz, which sets the second resonance mode at 400–470 kHz
(the ratio between second and fundamental resonance frequency is ∼6.3 for
rectangular-shaped cantilevers) [47].

In FM mode KPFM, the ac bias-induced oscillation in the frequency shift signal
Δf is used to detect the dc bias necessary to compensate the CPD. In this case, the
ac bias is limited at the lower end by the bandwidth of the z-controller (if the ac bias
is too low, the z-feedback will oscillate with the ac frequency), and at the higher
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end by the bandwidth of the PLL or the FM demodulator (at high frequencies the
Δf modulation cannot be resolved) [48]. Typically, for FM-KPFM ac frequencies
between 1 and 3 kHz and ac voltages of 1–3 V are used.

The main difference between AM- and FM-KPFM is that AM-KPFM is sen-
sitive to the electrostatic force, while FM-KPFM is sensitive to the electrostatic
force gradient. As a consequence, the spatial resolution in AM-KPFM is limited
due to the long-range character of the electrostatic forces [48, 49]. In this case, the
electrostatic interaction between tip and sample is not confined to the tip apex
but also part of the tip cone and possibly the cantilever contribute to the interac-
tion and therefore decrease the spatial resolution [48, 50]. The FM mode promises
to provide a better spatial resolution due to the more confined character of the
electrostatic force gradient [48–50]. However, using resonance-enhanced AM-
KPFM, recently even atomic-scale contrast in the CPD was demonstrated [51].

13.2.5
Scanning Tunneling Microscopy

The STM was the first development of a series of scanning probe microscopy
methods and gained the inventors [1] the Nobel Prize in 1986. In STM the AFM
probe consisting of a cantilever and tip is replaced by a sharp conducting tip. Typi-
cally, a PtIr or W sharpened wire is used as tip material. The tip is then approached
to the sample until a tunneling current is detected. This quantum mechanical tun-
neling current shows an exponential distance dependence:

I ∝ 𝜌sV e−2𝜅d, (13.11)

where 𝜌s is the density of states of the sample close to the Fermi energy, V the
applied voltage, d the distance between the tip and the sample, and 𝜅 is given by

𝜅 =
√

2m(U − E)
h

, (13.12)

where U is the vacuum barrier. From Equation 13.11 it becomes clear that the
tunneling current is very sensitive to the distance between the tip and the sample
surface. Thus, a distance controller can be used to adjust the tip–sample distance
to maintain a constant tunneling current. It is important to recognize that STM
does not image the surface morphology directly but rather represents a convolu-
tion of the electronic surface properties with the morphology. The map obtained
by STM corresponds to a surface of constant density of electronic states. This is
especially important when atomic-scale images are obtained.

An additional experimental possibility of STM is to perform spectroscopy
measurements by maintaining the tip–sample distance constant (by switching
off the feedback circuit) and performing a bias sweep of the applied voltage. Such
a voltage spectroscopy measurement ramps the voltage from low to high values
and provides information about the electronic structure of the sample surface.
For negative voltages, electrons tunnel from occupied states of the sample into
empty states of the tip. When the voltage increases, beyond the valence band
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maximum, the tunneling current vanishes, as the Fermi level of the tip aligns
within the bandgap of the sample. Only when the bias voltage is large (positive)
enough, that is, when the Fermi level of the tip aligns with the conduction band
minimum, electrons can tunnel from the tip into empty states in the conduction
band of the sample. Thus, under ideal conditions, the bandgap of the sample
can be locally determined. However, such measurements are easily impeded by
surface defect states, tip-induced band bending, and surface contamination.

13.2.6
Issues of Sample Preparation

Thin-film solar cells are typically characterized by a rough top surface, which is
coated by an electrical contact electrode in the completed device. This surface,
lacking the contact, is typically used for scanning probe mapping using the
methods described previously. Surface roughness can cause various artifacts in
scanning probe microscopy. For example, changes in the local contact area at
rough areas may locally change the signal in contact-mode AFM, C-AFM, and
SCM, although no changes in the sample properties are present. Another effect is
changes in the electrical field distribution at sharp features. A possible solution is
to mechanically or chemically polish the sample surface. However, the resulting
flat surface may not represent the true thin-film properties in the solar cell device,
in which the film did not undergo polishing. Alternatively, rough surfaces can
be characterized, provided variations in the mapped property are shown to be
topography independent. This can be done, for example, by comparison to other
samples with similar topography but different electrical properties or by showing
that the property of interest varies with the measurement parameters.

Special care has to be taken when mapping cross-section samples of cleaved
thin-film inorganic solar cells. Fracturing a multilayered, polycrystalline sample is
likely to result in large height differences between the different layers. Such dif-
ferences are hard to accommodate in a single AFM scan and should be avoided as
much as possible. A way to achieve a relatively flat cross section is by fracturing
the sample while the film is under tensile stress and the substrate is under com-
pressive stress, as described in Ref. [52]. Polishing of such a cross section can be
problematic since the different material layers may polish at different rates, and
soft layer materials may spread over other layers’ cross sections [9].

SCM requires careful surface preparation of the semiconductor, such that the
oxide layer thickness is thick enough to block significant currents but thin enough
to maximize the dC/dV signal. The oxide should effectively passivate semicon-
ductor surface states and be free of charge traps, which significantly affect the
measurement in SCM [22, 53].

It should be noted that many artifacts may affect mapping of electronic
properties using AFM-based methods, which are different in different methods,
and should be taken into account in the analysis of the obtained results. For
example, C-AFM mapping of semiconductor surfaces at high bias may induce
oxide formation on the scanned surface, attributed to chemical reactions induced
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by the electric field involving the water layer adsorbed on the sample surface due
to ambient humidity [17, 54]. This may affect subsequent mapping and can be
avoided by using lower bias and/or scanning in a controlled humidity or vacuum
environment.

13.3
Selected Applications

This chapter serves to describe a few examples of the application of the various
scanning probe microscopy techniques and thereby allows the reader to see what
kind of information is accessible by the various methods.

13.3.1
Surface Homogeneity

Typical thin-film solar cells employ a stack of various semiconductor and metal
layers forming the device structure. After generation of the electron–hole pair
by light absorption in the absorber material, it is separated in the built-in electric
field of the p–n junction. In thin-film solar cells, the electronic p–n junction fre-
quently coincides with a material junction or is very close to it. Thus, the main
electronic transport is perpendicular to the material junctions, and charge car-
riers have to cross the interfaces of the layers. From an electronic point of view,
this implies the transition of electric fields (represented by curvature of the bands
in a band diagram) and band offsets due to interface dipoles (represented by ver-
tical offsets in the band diagram). It is therefore highly important to study the
spatial homogeneity of a material interface to obtain information of local varia-
tions in band bending or band offsets. One possible access to such information is
to study the surface of the absorber material prior to the deposition of the subse-
quent layer. An example of this approach for a CuGaSe2 absorber was presented
by Sadewasser et al. [7] using KPFM. For this purpose a comparative study of
CuGaSe2 deposited on a Mo/glass substrate and on a ZnSe(110) single-crystalline
substrate was performed [7]. Figure 13.4a and b shows the topography and work
function of the CuGaSe2/Mo/glass thin film, respectively. Comparison of the two
images shows that areas of distinct and constant work function can be associated
with specifically oriented facets of the individual grains seen in the topography
image. A better understanding of this observation is gained by the experiments
on the oriented CuGaSe2 thin film on the ZnSe(110) substrate. By X-ray diffrac-
tion, the [220] direction of CuGaSe2 was determined to be perpendicular to the
substrate surface. Also here, the work function image (Figure 13.4d) shows areas
of distinct but constant work function, where these areas coincide with specific
facets as observed by comparison to the topography image in Figure 13.4c. The
known orientation of the film in this case was used to perform a detailed analysis
of the geometric angles between various facets of single grains and the substrate
orientation. By this geometric analysis, the orientation of various facets could be
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Figure 13.4 KPFM measurements on
CuGaSe2 thin films showing the differ-
ent work function of differently oriented
facets of individual grains [7]. (a) Topog-
raphy of a CuGaSe2 thin film on Mo/glass
with height variations (grayscale) of 1044 nm
and (b) the corresponding work function

image (ΔΦ= 5.14–5.53 eV) with some indi-
cated facet orientations. (c) Topography of
CuGaSe2 on ZnSe(110) with height variations
of 384 nm and (d) the corresponding work
function image (ΔΦ= 4.85–5.09 eV) with
indicated facet orientations.

determined and is indicated in the work function image in Figure 13.4d. It is appar-
ent that a majority of the facets show a {112} or {112} orientation; this orientation
is known to preferentially develop during crystal growth [55]; therefore it is not
surprising to also frequently find this facet orientation in the present experiments.

The presence of distinct work function values for differently oriented facets can
be explained by a surface dipole. This dipole will sensitively depend on the specific
surface structure, that is, the atomic arrangement, surface relaxation, and recon-
struction [56]. Specifically, the {112} facet is metal terminated, whereas the {112}
plane is Se terminated, which explains the assignment of the lower work function
facets to the metal-terminated {112} facet.

Characterization of film morphology as a function of its deposition parame-
ters is the most common use of scanning probe microscopy in thin-film inorganic
solar cells [57]. Detection of currents routes in microcrystalline Si via C-AFM
and STM mapping enabled Azulay et al. to develop a comprehensive model of
conduction as a function of the crystalline content, resulting from the manufactur-
ing conditions [58–60]. The optimized crystalline content for solar cell operation
is suggested to be associated with a specific connectivity of a conductive struc-
tural network [59]. Ginger et al. [61] used a combination of KPFM and elemental
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mapping by scanning electron microscopy/energy dispersive X-ray spectroscopy
(SEM/EDS) to correlate local variations in the work function with stoichiome-
try changes in Cu2ZnSn(S,Se)4 films deposited from nanocrystal-based ink. They
found that areas with a higher S/(S+Se) content showed a significantly higher work
function, which was related to changes in the bandgap and a higher concentration
of acceptor-like defects, harming the device operation efficiency [61].

When characterizing photovoltaic devices, it is also useful to study the sur-
face homogeneity under illumination, which can point to photoactive defects
and to subsurface inhomogeneities. Examples of such characterization were
demonstrated using photovoltage mapping in SNOM of microcrystalline Si and
Cu(In,Ga)Se2/CdS/ZnO solar cells [62, 63]. In both cases, areas of lower pho-
toresponse that are not related to clear topographical features, with dimensions
of 100–250 nm, were noted. Such phenomena may arise not only from surface
defects but also from defects in the internal, subsurface electrical junction, and
reduce the effective active area of the device.

13.3.2
Grain Boundaries

Grain boundaries present the significant difference between poly- and single-
crystalline material and likely influence material properties and consequently
device performance. Crystal defects and impurities at grain boundaries can
induce localized energy states within the bandgap, leading to trapped, localized
charges. These form an electrostatic potential barrier (band bending) for majority
carrier transport across grain boundaries [64], as well as enhanced recombination
of photogenerated carriers [65]. Indeed, KPFM and SCM showed inconsistent
charging of some grain boundaries in microcrystalline photovoltaic Si films,
which was explained by the presence of impurities [32, 34], and photocon-
ductive AFM mapping of a-Si:H films showed lower photocurrents near grain
boundaries [19]. On the other hand, segregation of defects and impurities to the
grain boundaries may be beneficial for improving the grain’s crystalline quality.
Characterizing a single GB using scanning probe microscopy obviates the need
to average over different grain boundary lengths and directions, and over the
entire inhomogeneous material, as is the case of macroscopic measurements.
In some cases such characterization leads to realizing that the grain boundary
potential profiles might be beneficial for the devices’ photovoltaic performance, as
described in the following. In the case of chalcopyrite-based solar cells, different
models have been used to understand the physics of grain boundaries and their
effect on device performance [64, 66–70]. KPFM has been used to study the
electronic properties of grain boundaries, providing an excellent tool to access the
properties of individual grain boundaries even in polycrystalline films with a typ-
ical grain size of the order of ∼1 μm [71–76]. The main result of all these studies
is the observation of a lower work function at the grain boundaries, with a drop
of about 100 mV. As an example for these studies, we show results on a CuGaSe2
absorber in Figure 13.5a–d. The sample was studied by UHV-KPFM, where the
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measurements were taken on the backside of the absorber, obtained by peeling
off the CuGaSe2 thin film from the Mo/glass substrate inside the UHV [74, 77].
This ensures a clean and nonoxidized sample surface. The topography and work
function of this surface are shown in Figure 13.5a and b, respectively. Clearly, a
dip in the work function is observed along grain boundaries. Under illumination,
the contrast of the work function image looks very similar (see Figure 13.5c);
however, the values are elevated with respect to the dark measurement. This
is also illustrated by the line profiles shown in Figure 13.5d showing two grain
boundaries with a differently deep work function dip. Also the change of the
work function dip under illumination is different for the two grain boundaries.
This indicates that differently oriented grain boundaries have different electronic
properties.

The shape of the work function decrease at CuGaSe2 grain boundaries, observed
in the previously presented experiments as well as many others, is in agreement
with a space charge region, providing evidence for the presence of charged defects
with a concentration of the order of 1011 –1012 cm-2 [71]. More recent studies of
Cu(In,Ga)Se2 have reported grain boundaries exhibiting no potential change in
addition to grain boundaries with upward band bending [33, 35, 78–80]. It was
shown by simulations of the spatial resolution of KPFM that care has to be taken
regarding absolute values of the band bending deduced from the potential change
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at grain boundaries [81, 82]. Using a correction scheme to account for the lim-
ited resolution due to the long-range electrostatic forces acting in KPFM, Baier
et al. extracted corrected values for the band bending with values up to ∼400 mV,
both for up- and downward band bending [80]. Cahen et al. noted that p- to
n-type inversion at grain boundaries occurred more frequently in films with Ga-
poor stoichiometry, while decreased such inversion was correlated with poorer
current collection in devices with Ga-rich compositions [35]. Yang et al. showed
that excess sulfurization degraded the grain boundary passivation in Cu(In,Ga)Se2
[83].

A correlation between structural and electronic properties has also been
achieved by investigation of single grain boundaries grown on epitaxial substrates
[84–86]. These samples provided the possibility to comparatively investigate
the grain boundary properties by electron backscatter diffraction (EBSD), Hall
effect, and KPFM. On a CuGaSe2 bicrystal containing a twin grain boundary
[84, 85], no change of the work function was observed by KPFM, whereas for a
higher disorder Σ9 grain boundary, a downward band bending was measured
[86]. For both grain boundaries, Hall effect measurements showed a barrier for
majority carrier transport, which led to the conclusion that a neutral barrier is
present at the Σ3 twin grain boundary. This transport barrier can be represented
as a localized offset in the band structure, which was supported by electron
holography experiments and results from the lower valence electron density at
the grain boundary [87]. The neutral barrier at the twin grain boundary is in
agreement with theoretical predictions [66, 88]. These findings could also be
confirmed on polycrystalline CuInSe2 of device quality by combining KPFM
with EBSD measurements on the same sample position [89]. C-AFM was used to
identify current routes in photovoltaic thin films, and such current routes were
found along grain boundaries in CuInSe2 and Cu(In,Ga)Se2 polycrystalline films
deposited on glass/Mo substrates when the top surface (prior to CdS deposition)
was mapped [15]. Using bias-dependent C-AFM mapping in the dark and under
illumination, Azulay et al. showed evidence for grain boundary band bending
in the order of 100 mV, in agreement with KPFM measurements, by a change
in polarity of the measured photocurrent at that bias. However, higher currents
observed along grain boundaries in the dark may imply an inversion of the
dominant carrier type at the boundaries, requiring a much larger band bending
there, of the order of 400 mV. The authors propose a spatially narrow band offset
of 300 mV, which adds to the 100 mV band bending but is narrower than the
KPFM spatial resolution hence cannot be detected. Current flow through the
grains was mapped only at significantly higher bias (above 1 V), supporting
this band offset [15]. Downward band bending was also detected by KPFM on
Cu2ZnSn(S,Se)4 absorber layers [90], and these potential profiles were later
correlated with enhanced minority carrier collection near grain boundaries by
C-AFM [91].

Hole depletion near CdTe grain boundaries was previously deduced from mea-
surements of a single grain boundary in a bicrystal and from macroscopic lat-
eral transport measurements in CdTe polycrystalline films, with grain boundary
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barrier heights ranging from 0.1 to 0.8 eV [92–95]. Visoly-Fisher et al. used a
combination of several AFM-based methods for the electrical characterization of
CdTe grain boundaries in CdTe/CdS solar cells [28, 96, 97]. Direct evidence for
grain boundary depletion was obtained from SCM, showing brighter SCM sig-
nals (lower hole concentration) at the grain boundaries compared with those at the
grain surface (Figure 13.6a), and from KPFM showing lower work function values
at grain boundaries than the outer CdTe grain surface. The hole depletion width
changed from one grain boundary to another, and extended for 100–300 nm on
each side of the grain boundary, which is of the order of the Debye length (150 nm)
in CdTe with a bulk charge carrier concentration of 7× 1014 cm−3 [28]. Further
mapping with high-resolution probes using C-AFM and SCM under illumination
showed evidence for carrier-type inversion at the grain boundary core: surpris-
ingly high photocurrents were observed at the cores of most grain boundaries,
as well as SCM signals approaching zero at the core (Figure 13.6a), typical of
insulating materials (with negligible concentration of free carriers, as in the case
of inversion of the type of majority carriers) [97]. These unique grain boundary
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Figure 13.6 Mapping of the CdTe surface
in CdTe/CdS cells without the back contact
under illumination [96, 97]. (Copyright Wiley-
VCH Verlag GmbH & Co. KGaA. Reproduced
with permission). Simultaneously collected
(a) AFM topography and (b) SCM images.
Note the GB at the bottom left corner show-
ing a lower SCM signal at its core. Scan size

2× 2 μm, height range= 500 nm. Simulta-
neously collected (c) AFM topography and
(d) C-AFM images. Scan size 5 μm× 5 μm,
height range= 1000 nm, Vdc (CdTe)= 0.5 V
(slightly lower than the cell’s Voc), current
range=−0.7 to 0.7 pA. The current at GB
cores is at opposite polarity to that at grain
surfaces.
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electronic properties develop during the CdCl2 treatment used in the manufac-
ture of CdTe/CdS cells [17, 96]. It was later found by C-AFM that the {111} Σ3
twin grain boundaries are more beneficial to microcurrent transport than other
grain boundaries [98] and that long wavelength absorption is enhanced near CdTe
grain boundaries, presumably due to a smaller bandgap [20].

Variations in the mapped photocurrent in CdTe/CdS samples as a function of
applied bias generally followed those observed in cells, that is, the current reversed
direction near the open-circuit voltage, V oc. At grain boundary cores, however,
a smaller bias was needed to reverse the current direction (Figure 13.6d), indi-
cating a lower barrier in the CdTe/CdS junction at the points of intersection of
grain boundaries with the junction compared with that away from these intersec-
tions. Thus, V oc(grain boundary)<V oc(grain surface), and the cell junction can
be viewed as a series of junctions of varying barrier heights connected in paral-
lel. Decreased V oc at the grain boundaries is an additional evidence for depletion
at grain boundaries [96]. The authors suggested that the unique doping profile
that forms near grain boundaries is beneficial for cell performance by assisting in
separation of photogenerated electron–hole pairs, followed by improved electron
transport via the grain boundary core toward the junction. In this way, CdTe grain
boundaries decrease the recombination rate (by improving the crystalline quality
of the bulk because of gettering of defects, accompanied by a low recombination
rate at the grain boundary core) and also increase the electron diffusion length in
the absorber [96, 97].

13.3.3
Cross-Sectional Studies

The electronic working principle of a solar cell device can be illustrated and ana-
lyzed along the band diagram of the structure. However, experimental determi-
nation of the band diagram of a device is very difficult if not impossible. With
techniques such as photoemission spectroscopy (see other chapters in this book),
this problem is approached from the interface point of view. KPFM can be used
to follow a different approach. The measurement of the work function along the
cross section of a complete device provides valuable information about the elec-
tronic properties of the different layers [31, 38], the presence of impurity phases
[99], and built-in electric fields [32, 79, 100–102].

As one example of cross-sectional KPFM, we illustrate here the investigation
of the Ga-distribution in a Cu(In1−x,Gax)S2 solar cell device [103]. A study by
SEM/EDS showed that the absorber exhibits two distinct layers, where the
Cu(In1−x,Gax)S2 shows a significantly higher Ga content toward the Mo back
contact and a significantly higher In content toward the CdS buffer layer. KPFM
imaging was performed on the very same position of the cross section, thus
allowing comparing the obtained electronic information to the compositional
one. The KPFM image of the CPD and a line profile across the various layers
are shown in Figure 13.7a and b, respectively. Clearly a higher work function for
the back part of the absorber is observed. The fairly sharp transition between
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Figure 13.7 KPFM measurement
on the cross section of a complete
Mo/Cu(In1−x ,Gax)S2/CdS/ZnO solar cell
device [103]. (a) Contact potential differ-
ence (CPD) image showing the variation with

the different layers (color scale= 1.1 V). (b)
Line profile of the CPD along the line in (a),
clearly showing the different CPD for the In-
rich front and the Ga-rich back part of the
absorber.

the two work function regions coincides with the transition from the In- to the
Ga-rich part of the absorber layer. This increase of the electric potential indicates
the presence of a built-in electric field, which is oriented such that it accelerates
electrons toward the In-rich region of the absorber layer and therefore keeps
them away from the back contact of the solar cell. This proves the existence of a
back surface field in the device, which reduces recombination at the back contact.
The quantum efficiency (QE) of the device reveals an increased QE for photons
with energies near the bandgap, which are absorbed deep inside the absorber. For
the generated electron–hole pairs, collection is improved by the presence of this
back surface field [103].

The metallurgical junction in heterojunction thin-film solar cells, defined by
a change in overall chemical composition, does not necessarily coincide with
the electronic junction, defined by the change in electrical properties. In the
CdTe/CdS cell, Te from CdTe and Cu from the cell’s back contact may, at suffi-
ciently high concentrations, type-convert CdS [104]. S diffusion into the CdTe
may type-convert some of the p-CdTe. Both effects would lead to a buried homo-
rather than a heterojunction. Visoly-Fisher et al. have shown, by a combination of
SCM and KPFM cross-section mapping, that the cell is a heterojunction, within
the experimental uncertainty (50 nm), with no evidence for CdS-type conversion
[29]. Figure 13.8 shows the layer sequence in the cell: the insulating glass substrate
is coated with a low-resistance (LR) SnO2:F layer of 300–500 nm thick. This layer
shows unstable, noisy SCM signal probably related to unwanted current flow
in the sensor circuit, due to high conductivity and lack of a surface dielectric
layer, resulting in erroneous SCM results. The adjacent n-type layer (dark SCM
signal under any dc bias between −2 and +2 V) consists of both a high-resistance
(HR) SnO2 layer and the CdS layer, which are electronically indistinguishable.
A structure lacking the CdS layer showed a layer sequence similar to that of
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Figure 13.8 Glass/SnO2:F/CdS/CdTe cell
cross-section mapping [29]. (a) Topography
image and (b) SCM image, taken simulta-
neously. (Reprinted with permission from
Ref. [26]. Copyright [2003], American Insti-
tute of Physics.) The gray color of the glass
substrate denotes a “zero” SCM signal of
an insulator. Brighter colors denote p-type
semiconductors; darker colors denote n-
type semiconductors. Scan size 2 μm× 4 μm,
Vac = 1 V, Vdc = 0 V. (c) SCM and topography
line profiles of the cross section. The lines
in the images (a, b) indicate the locations of
the line profiles. The black arrow in the line

profiles shows the location of the white tri-
angular markers in the images. At this point
the metallurgical junction and the electronic
junction are shown to coincide. The metallur-
gical junction is identified by the transition
point between the layers in the topogra-
phy image, and a sharp change in slope in
the topography line section, and the elec-
tronic junction is identified as the transition
point between bright positive, p-type signal
to dark negative, n-type signal in the SCM
image and zero SCM signal in the SCM line
section.

a conventional cell, but with a 50–80 nm thinner n-type layer, adjacent to the
CdTe. A layer of CdTe grains with very weak (almost zero) SCM signal is seen
adjacent to the HR-SnO2/CdS layer, 200–350 nm thick. These are interpreted to
be recrystallized and regrown CdTe grains due to cell processing [105]. The SCM
signal shows clear p-type behavior further into the CdTe layer.

A KPFM profile without external bias (not shown) indicates the change in CPD
between the different layers expected from their different work functions [29].
The junction’s built-in electric field is shown by a drop in the KPFM signal across
certain layers, otherwise expected to show a constant signal related to their work
function. Such voltage drop is noted across the HR-SnO2 layer, indicating that
this layer supports the junction’s built-in electric field/open-circuit voltage. This
indicates that to support the high open-circuit voltage, the n-type layer must have
some minimal thickness (around 300 nm in the cells studied here). The role of the
HR-SnO2 that replaces part of the CdS is to improve the cell’s blue response, due
to its larger bandgap, and make good electrical contact to CdS, due to alignment
of the conduction band minima. A thin CdS layer is still needed to provide
a photovoltaic junction with low defect concentration and high open-circuit
voltage [106]. This work demonstrates how combined SCM and KPFM of
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CdTe/CdS cells show the location of the internal junctions and the roles of
different layers in the structure.

13.4
Summary

Thin-film solar cells are made of complex materials, hence the prediction of
device properties cannot rely on the properties of model systems and simple
junction physics. Physical characterization of the polycrystalline films in use
requires the understanding of their spatially resolved properties on the nanoscale.
Such characterization, provided by scanning probe microscopy in its numerous
variations, in combination with macroscopic analysis, can link the material
properties and device performance and allow proper optimization of its energy
conversion efficiency.
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14
Electron Microscopy on Thin Films for Solar Cells
Daniel Abou-Ras, Melanie Nichterwitz, Manuel J. Romero, and Sebastian S. Schmidt

14.1
Introduction

Electron microscopy and its related techniques, be it on bulk samples in scanning
electron microscopy (SEM) or on thin specimens in transmission electron
microscopy (TEM), provides the possibilities not only to image positions of
interest down to the angstroms range but also to analyze microstructures,
compositions, as well as electrical and optoelectronic properties of individual
layers and their interfaces in thin-film solar cells. It is the motivation of the
present chapter to give an overview of these various techniques applied in
SEM and TEM, highlighting their possibilities and also limitations. Also, an
introduction into sample preparation for electron microscopy is given, which
is often underestimated but eventually decides on the quality of the image data
acquired and analysis results obtained.

Figure 14.1 represents an overview of the various electron and photon emissions
occurring upon interaction of the impinging electron beam with a semiconducting
thin film. The analysis techniques for these emission signals will be introduced in
the following subsections.

14.2
Scanning Electron Microscopy

SEM is the technique applied most frequently for imaging of thin-film solar cells.
Corresponding modern microscopes provide insight into layer thicknesses, sur-
face topographies, and various other features in solar-cell thin-film stacks with
resolutions down to below 1 nm. Also very frequently, scanning electron micro-
scopes are equipped with energy-dispersive X-ray detectors, which are used for
analyzing local elemental compositions in thin films. However, the possibilities of
analysis in SEM go far beyond imaging and compositional analysis.

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 14.1 Various electron and pho-
ton emissions upon irradiation of a semi-
conducting specimen by an electron
beam. Indicated are also the techniques
making use of these emissions, that is,
electron backscatter diffraction (EBSD),

energy-dispersive spectrometry (EDX) and
wavelength-dispersive X-ray spectrometry
(WDX), cathodoluminescence (CL), electron-
beam-induced current (EBIC) measurements,
electron energy-loss spectroscopy (EELS), and
energy-filtered TEM (EFTEM).

The present chapter gives an overview of the various imaging and analysis tech-
niques applied on a scanning electron microscope. It will be shown that imaging
is divided into that making use of secondary electrons (SEs) and of backscattered
electrons (BSEs), resulting in different contrasts in the images and thus providing
information on compositions, microstructures, and surface potentials. Also, it will
be demonstrated how important it is to combine various techniques on identical
sample positions in order to enhance the interpretation of the results obtained
from applying individual SEM techniques.

Of particular importance for all SEM techniques are the energy of the incident
electron beam Eb (adjusted via the acceleration voltage) and the electron-beam
current IB, which is adjusted by the current through the filaments of thermionic
electron guns such as W or LaB6 cathodes or by apertures for microscopes with
field-emission guns. The electron-beam energy Eb defines the penetration depth R
into the specimen material, which may be approximated via the empirical expres-
sion [1] R = 4.28 × 10−2 μm[𝜌∕(g∕cm3)]−1(Eb∕keV)1.75, where 𝜌 is the average den-
sity of the specimen material. On the other hand, the electron-beam current IB
affects the number of electrons per second in the electron beam and thus the
electron-injection rate into the sample.



14.2 Scanning Electron Microscopy 373

N(E)

Energy E

0 50 eV

SE BSE

EB

Auger
electrons

Low-loss
Bses 

Gas
injection

Objective
lens

Angle-dispersive
BSE detector

Sample

Scanning
coil

Electron
gun

In-column
BSE detector

In-column
SE detector

Figure 14.2 (a) Energy distribution of scattered SEs and BSEs. The spectrum features also
peaks related to Auger electrons. (b) The electron trajectories in a typical scanning electron
microscope, equipped with SE and BSE detectors as well as with a gas-injection system.

Electrons are focused by a series of electromagnetic lenses, resulting in
electron-probe diameters on the specimen surface of down to below 1 nm. Scan-
ning coils move the focused beam across the sample surface. Further extensive
introductions into SEM and its related techniques can be found in various text
books (e.g., Ref. [2]).

14.2.1
Imaging Techniques

Electrons used for imaging in a scanning electron microscope are either secondary
electrons (SEs) or BSEs. Both types of electrons are emitted from the specimen
upon electron irradiation (Figure 14.2). The emission spectrum also contains con-
tributions from Auger electrons (used for surface analysis of samples; see Chapter
18 and Section 19.3), which are emitted after ionization of an inner-core shell, as
alternative to characteristic X-rays (see Section 14.2.3). By convention, SEs exhibit
energies between 0 and 50 eV, whereas BSEs cover the energy range between 50 eV
and the energy of the primary beam Eb.

SEs are mostly collected outside of the microscope column by a positively biased
collector grid and then accelerated on a scintillator layer in front of a photomul-
tiplier (note that also low-energy BSEs are thus detected). Due to their very small
exit depths of few nanometers and also due to the fact that the SE yield depends on
the tilt of a given surface element, SEs are used to image the surface topography.

SEs are retarded by a positive bias and repelled by a negative one at the sam-
ple surface. Also, these electrons are affected by the electrical field present owing
to differently biased regions. Thus, negatively charged regions appear bright and
positively charged areas dark. Therefore, it is possible to obtain a voltage contrast
and also information on the local doping [3].
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SEs may also be detected inside the microscope column by use of annular detec-
tors. As much as the electron beam is focused by the series of electrostatic and
magnetic lenses when running from top to bottom, it is spread energetically when
emitted from the specimen and traveling up the microscope column. SEs and
BSEs exhibit substantially different trajectories, and therefore, two correspond-
ing annular detectors at different vertical positions in the column may be used
(Figure 14.2). Images recorded by the in-column SE detector rather contain infor-
mation from the surface.

The in-column BSE detector collects mainly Rutherford-type BSEs, that is, mul-
tiple elastically scattered BSEs (by nucleus–electron interaction), emitted into
rather small angles with respect to the impinging electron beam, and the energy
of these BSEs depends on the atomic number Z. This is why the technique is often
referred to as Z contrast imaging, that is, it allows for detecting phases exhibiting
differences in Z. Additional energy filtering of these BSEs may reveal even small
variations in compositions [4].

Apart from Rutherford-type BSEs, also Mott-type (single elastically scattered)
BSEs are emitted, however, at much larger angles (with respect to the impinging
beam). The exit volume is therefore also smaller, that is, the BSEs are emitted close
to the surface, and in consequence, the corresponding detector is positioned just
beneath the end pole piece of the microscope. Modern microscopes provide lens
systems which separate the Mott BSEs, emitted at very large angles (>60∘), from
the Rutherford-type BSEs scattered into smaller angles [5]. Therefore, the contri-
bution from Z contrast in the Mott BSE image is reduced substantially. Rather,
the images exhibit a crystallographic contrast, also termed channeling contrast,
resulting from the fact that the yield in BSEs is high when atomic columns in a
grain are oriented (nearly) parallel to the trajectories of the BSEs, that is, the crys-
tal forms channels for the BSEs. Then, the corresponding grain appears bright in
the BSE image (else, lower intensities are obtained in the images). Sometimes, it
is possible to obtain a channeling contrast also by use of an SE detector, which
forms since channeled BSEs may lead to the release of SEs, carrying on the crys-
tallographic contrast.

The use of gases injected on the specimen during imaging is an important issue,
since, for example, in case of cross-sectional thin-film solar-cell specimens, the
SEM imaging may be complicated by use of insulating materials such as glass or
plastic foil substrates. The idea is to introduce a gas, for example, N2, which is then
cracked by the impinging electron beam, reducing charges present on the speci-
men surface. That is, the impinging electron beam is not substantially deflected,
which may have considerable consequences on imaging and analysis.

14.2.2
Electron Backscatter Diffraction

BSEs may not only be used for imaging of thin films but also give information on
crystal symmetry and orientation when diffracted at corresponding sets of atomic
planes. This is the principle of electron backscatter diffraction (EBSD) [6], which
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Figure 14.3 Schematics of the EBSD measurement (left) and a EBSD pattern from a
Cu(In,Ga)Se2 crystal (right).

is depicted in the schematics in Figure 14.3. When an electron beam impinges into
a crystal residing within a polycrystalline thin film, BSEs are emitted in all direc-
tions, that is, some of these electrons meet the Bragg condition for a specific set of
atomic planes in the crystal. Electron beams diffracted at a specific set of atomic
planes form, when emerging from the specimen, a band on a planar detector, that
is, a charge-coupled device (CCD) camera with a thin scintillator layer. The bands
of the various sets of atomic planes in a crystal result in a diffraction pattern, which
is referred to as Kikuchi or EBSD pattern.

It is apparent from Figure 14.3 that the sample surface is tilted substantially off
the position perpendicular to the electron beam, which is done in order to reduce
the absorption of BSEs by the surrounding material. The tilt angle usually applied
of about 70∘ is a trade-off between reducing absorption of BSEs and still obtaining
good resolution of the EBSD patterns. In a fully automated EBSD system, the posi-
tions (corresponding to the interplanar angles) and widths (related to the Bragg
angles) of few bands are identified, and these bands are then indexed by compari-
son with simulated patterns from specific crystals. In order to increase the speed of
evaluation, the diffraction bands in a given EBSD pattern are transformed to peaks
in a radius–angle coordinate system, the so-called Hough space [6]. In present
EBSD systems, EBSD patterns can be acquired and indexed at various points of a
mesh, when scanning across a region of interest on the specimen, at velocities of
up to above 600 patterns per second, resulting in an EBSD map.

It is important to point out that EBSD is a very surface-sensitive technique. In
spite of the fact that at, for example, 20 kV, the penetration depth of the electron
beam may be few micrometers for the typical absorber materials in inorganic thin-
film solar cells, the exit depths for the BSEs contributing to the EBSD patterns
are only few tens of nanometers. Therefore, the quality of the EBSD patterns and
hence that of the EBSD maps depends mainly on the quality of the surface prepa-
ration of the specimen (see Section 14.4 for details). A very thin graphite layer
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(few nanometers) on top of a polished cross-sectional specimen has shown to aid
in preserving the surface for several weeks and also in reducing the drift during
the EBSD measurement.

Since the local orientation of a crystal (with respect to a reference coordinate
system) at a specific measuring point in the map can be identified, the EBSD pat-
terns can be evaluated such that the EBSD map represents the local-orientation
distribution, given by colors (see Figure 14.4, top, and legend therein). When
acquiring EBSD patterns on a large area of about of 1 mm2 or larger, integral film
textures can be extracted which compare to those from texture measurements
by means of X-ray diffraction (however, showing information depths of only few
tens of nanometers, not several micrometers). Another way of representing EBSD
data is to measure the sharpness of some diffraction bands (or peak intensities
in the Hough space), which is typically expressed as gray values and termed
pattern quality. The grain boundaries are visible in pattern-quality maps (see, e.g.,
Figure 14.4, bottom) as dark lines since, at the positions of grain boundaries, the
EBSD patterns of two neighboring grains superimpose, resulting in zero solutions
and therefore very low gray values.

Recently, a novel measurement setup for EBSD in the scanning electron
microscope has been reported using electron transparent specimens, termed
transmission EBSD (t-EBSD) [7] or transmission Kikuchi diffraction (TKD) [8].
This approach has led to a substantial improvement of the spatial resolution of
EBSD, particularly useful for the analysis of nanocrystalline materials. Combined
with modern acquisition software, microstructure features at scales of 5–10 nm
can be resolved, with a perspective to even smaller values.

Since the local orientations of neighboring grains can be identified, also their
relative orientations, that is, the so-called misorientations, can be quantified from
the EBSD data. The misorientations can be parameterized by, for example, cor-
responding angle–axis pairs, where the point lattice of the first grain has to be
rotated about the axis through the angle in order to result in the point lattice of
the second grain. There are, depending on the crystal symmetry, various symmet-
rically equivalent angle–axis pairs, of which the one with the lowest angle is their
representative, the so-called disorientation (where the disorientation angle can be
used to classify grain boundaries in an EBSD map and to extract corresponding
distributions). The superposition of the point lattices of two neighboring grains
results in the so-called coincidence-site lattice (CSL). The ratio formed by the vol-
ume of the CSL unit cell and that of the point lattices is termed the Σ value, which
corresponds to a specific disorientation (angle–axis pair) and therefore also can
be used to classify grain boundaries. Note that grain boundaries always feature 5
macroscopic degrees of freedom, of which 3 parameters are represented by the
disorientation (which can be measured by means of EBSD) and 2 parameters are
related to the normal of the grain boundary plane (which can generally not be
identified by EBSD).

A maximum misorientation angle in case of a contiguous grain is defined for
neighboring pixels in an EBSD map. Thus, grain-size distributions of a polycrys-
talline thin film may be extracted at high accuracy. However, when acquiring an
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Figure 14.4 (a) Local-orientation distribu-
tion and (b) pattern-quality maps, extracted
from the identical set of EBSD data, acquired
on the cross-sectional specimen of a CuInS2
thin-film solar cell (provided by J. Klaer,
HZB, Berlin, Germany). (c) and (d) EBSD

pattern-quality maps from a CdTe solar cell
and a Si/ZnO/glass stack (also cross-sectional
specimens; samples provided by A.N. Tiwari,
EMPA, Dübendorf, Switzerland, and T. Son-
theimer, HZB).

EBSD map on a region of interest, the microstructural information obtained is
reduced to a two-dimensional section through the polycrystalline thin film, owing
to the low information depth for EBSD of only a few tens of nanometers.

In order to overcome this obstacle, the EBSD technique may be combined with
a scanning electron microscope equipped with a focused ion beam (FIB) (see
Section 14.4 for details). The specimen is alternately sectioned by the FIB and ana-
lyzed by EBSD. A three-dimensional (3D) data cube is then reconstructed from the
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resulting stack of EBSD maps. From this data cube, 3D grain-size distributions can
be extracted, although a large volume has to be analyzed in order to obtain good
statistics of the distributions, which is generally difficult for thin-film specimens.
However, applying 3D EBSD analysis allows for imaging the 3D microstructure of
a thin film at a specific region of interest, which is especially useful when studying
grain boundaries by means of electron-beam-induced current (EBIC) or cathodo-
luminescence (CL), as will be further lined out in Section 14.2.7.

By evaluation of shifts of the diffraction bands in EBSD patterns acquired within
an individual grain with respect to a reference pattern, microstrain information
may be obtained [9, 10]. According to Britton et al. [11], modern EBSD systems
with corresponding calibration routines allow for the detection of strain values
on the order of 10−5. Within individual grains in CuInSe2 and CuGaSe2 thin films,
microstrain values of about 10−4 were measured [12].

14.2.3
Energy-Dispersive and Wavelength-Dispersive X-Ray Spectrometry

When an electron impinges on a specimen, it may scatter with an inner-shell elec-
tron of a specimen atom, transferring energy sufficient for the inner-shell electron
to emerge from the specimen. The empty state is then reoccupied by an electron
from an elevated state, and the difference in potential energy between the two
states is either transferred to a bound electron, which then can leave the atomic
bond as Auger electron, or is emitted as X-ray quantum. The difference in poten-
tial energy between two electronic states in an atom and therefore the energy of
the X-ray quantum is characteristic for a specific element. Thus, by recording all
X-rays emitted from a specimen upon electron-beam irradiation, the chemical
composition can be analyzed.

There are two ways of X-ray detection. One is based on X-ray quanta from the
specimen generating charge pulses in a field-effect transistor, which then are pro-
cessed and assigned to slots according to their energies (right side of Figure 14.5).
This is the principle of the energy-dispersive X-ray spectrometry (EDX). The EDX
spectrum consists of X-ray lines at energy positions according to the character-
istic energy differences between the states of inner-shell electrons. At high beam
currents of several nanoamperes, fast acquisitions of EDX line scan or elemental
distribution maps can be performed when scanning on a line or across a specific
region of interest. The reader is referred to Section 19.5 for further details.

For the other way of X-ray detection, the X-rays emitted from the specimen
are Bragg diffracted at single crystals, and by using crystals with various inter-
planar spacings, a large wavelength range in the spectrum is covered (left side of
Figure 14.5). This is the principle of the wavelength-dispersive X-ray spectrometry
(WDX). The X-ray line resolution of WDX and also its detection limit are by an
order of magnitude lower than that of EDX, and therefore, WDX is predestined
for analyses of compounds where X-ray lines are very close to or even superim-
pose each other and also for the analysis of rather light elements in compounds
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Figure 14.5 Schematics of principles of
WDX (left) and EDX (right) measurements
in a scanning electron microscope. While
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and those present at small concentrations (down to about 0.01 at.%). It should be
noted that by use of present EDX evaluation software, the deconvolution proce-
dures of two superimposing X-ray lines have demonstrated quite effective. Also,
when analyzing compounds with several elements by means of WDX, often dif-
ferent single crystals have to be used for each element, which is time consuming.
Since WDX analyzes X-rays at rather flat angles with respect to the sample surface,
owing to the geometries of analysis crystal and detector, rather high beam cur-
rents are needed in order not to suffer from long acquisition durations for decent
statistics of the measurement.

Speaking of the spatial resolution, for example, in EDX or WDX elemental dis-
tribution maps, it is determined mainly by the excitation volume of the impinging
electron beam (it is important to emphasize that in this sense, there is no differ-
ence between EDX and WDX). That is, high spatial resolution of down to about
100 nm can be achieved by reducing the acceleration voltage of the scanning elec-
tron microscope (e.g., to 5–7 keV). The spatial resolution also depends on the
mean free path of the X-ray quantum of interest. For example, when regarding
Cu-L X-ray quanta with energies of about 1 keV (EDX), the spatial resolutions
extracted from corresponding elemental distribution maps may reach values of
down to 100 nm, whereas they are substantially higher for maps using Cu-K X-
rays (with energies of about 8 keV), which exhibit a much larger mean free path.
In Figure 14.6, an SEM cross-sectional image is shown, which is superimposed by
elemental distribution maps using Zn-L, Cd-L, Cu-L, and Mo-L signals. Although
the CdS layer thickness is only about 50 nm, the corresponding Cd-L signals are
clearly visible in between the Zn-L and Cu-L distribution maps. Also, although
the energies for the Zn-L and Cu-L lines differ only by about 80 eV, the evaluation
software was able to deconvolute the corresponding EDX peaks successfully.
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Figure 14.6 SEM cross-sectional image from a ZnO/CdS/Cu(In,Ga)Se2/Mo/glass stack, super-
imposed by elemental distribution maps using Zn-L (blue), Cd-L (green), Cu-L (pink), and
Mo-L (yellow) signals.

A different scenario for EDX measurements is given when analyzing specimens
with thicknesses of only about 10–50 nm in a transmission electron microscope.
Then, the excitation volume may be very small, when working with a highly
focused electron probe even lower than 1 nm in extension, in spite of the high
acceleration voltages of 100–300 keV. The resulting spatial resolutions may be
below 1 nm [13]. Whenever working with such thin specimens, however, it is
important to realize the substantial reduction in count rates and therefore the
deterioration in statistics.

14.2.4
Electron-Beam-Induced Current Measurements

EBIC in a scanning electron microscope is a widespread method to characterize
electronic properties of thin-film solar cells. Its principle is to measure the current
of the solar cell or any other charge carrier separating and collecting structure
during electron-beam irradiation.

Instead of light as in standard working conditions, the electron beam is used to
generate free charge carriers/electron–hole (e–h) pairs in the semiconducting
absorber material in a defined region around the position of irradiation. These
charge carriers either recombine or they are collected and in this way measurable
as an external current. The probability of collection depends on the position of
generation and other parameters characteristic of the solar cell as, for example,
diffusion lengths of charge carriers in the materials involved, charge distributions,
and potential drops. By means of EBIC, these properties can be studied with a
high spatial resolution. A good overview of the technique is given in a review by
Leamy [14].
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Figure 14.7 (a) Planar configuration of an
EBIC experiment. (b) EBIC cross-sectional or
junction configuration. (c) Depth-dependent
generation function in Cu(In,Ga)Se2 accord-
ing to the equations in Ref. [1] and depth-
dependent collection function f c. (d) Lateral

generation function [15] and collection func-
tion perpendicular to pn junction. f c is the
same in (c) and (d). For calculation of f c in
the quasineutral region, Equation 14.2 was
used assuming L= 500 nm, SBC = 1× 105 cm/s,
D= 1 cm2/s.

14.2.4.1 Electron-Beam Generation
Figure 14.7 shows schematically the setup of an EBIC experiment. The solar-cell
sample is irradiated by a focused electron beam, and charge carriers are generated
in a defined region around the position of irradiation.

The number of generated electron–hole pairs is assumed to be proportional to
the band-gap energy Eg of the irradiated material [16], and the energy necessary
to generate one electron–hole pair Eeh can be expressed as Eeh = 2.1Eg + 1.3 eV. In
EBIC experiments, typical electron-beam energies Eb are between 3 and 40 keV.
Varying Eb changes not only the number of charge carriers generated but also
the extension of the generation region. The spatial distribution is proportional
to the energy deposited by a primary electron along its path through the sam-
ple. For the description of this energy loss versus distance, different approaches
have been chosen. Equations for mostly one-dimensional generation profiles in
different materials have been derived experimentally by EBIC and luminescence
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measurements [1, 17–19] via Monte Carlo simulations[11, 20] and analytically
[21]. The lateral and depth-dependent generation functions shown in Figure 14.7
are derived from equations given in Refs [1, 9]. In Ref. [11], a comparison of vari-
ous profiles gained from different measurements and simulations is shown, which
illustrates that the results vary quite significantly.

Another problem occurs when analyzing a multilayer stack such as a solar cell.
The problem of different densities of the irradiated materials can be solved by nor-
malizing the spatial coordinate to the density of the corresponding material as
shown in Ref. [9], but this procedure still neglects backscattering at the interfaces
between the layers. Profiles for multilayer structures including this effect were
obtained via Monte Carlo simulations or by a simple cut-and-paste method [14].

14.2.4.2 Charge Carrier Collection in a Solar Cell
For charge carrier collection within the solar cell, that is, for obtaining an external
voltage or current, there need to be “selective” contacts for each type of charge
carrier. Upon irradiation, a gradient of the Fermi levels of electrons and holes
develops, which causes an electron current to one contact and a hole current to
the second one. In a “regular” p–n-junction-based solar cell, this is provided by
the potential drop of the space charge region of the p–n junction and ohmic (or
low barrier) contacts to the external circuit.

The relevant equations describing charge carrier transport are the continuity
equations for electrons and holes in the absorber material. When assuming low
injection conditions (i.e., density of generated minority charge carriers much
lower than density of majority charge carriers), the following equation for the
collection function fc(x⃗) can be derived via a reciprocity theorem [22, 23]:

DΔfc(x⃗) + 𝜇E⃗∇⃗fc(x⃗) −
fc(x⃗)
𝜏

= 0, (14.1)

where D is the diffusion constant of the minority charge carriers of the corre-
sponding material, 𝜇 their mobility, 𝜏 their lifetime, and E⃗ a possible electric field.
The collection function fc(x⃗) stands for the probability of a charge carrier gener-
ated at position x⃗ to be collected. If translation invariance in the directions parallel
to the p–n junction (y and z) is assumed, a one-dimensional equation can be
used. Assuming as a boundary condition that the collection probability at the edge
of the space charge region is one (f c(xSCR)= 1) and in case of an infinite semi-
conductor layer where f c(x)→ 0 for x→∞, the solution for a field-free absorber
layer (E = 0) is a simple exponential function f c(x)= exp(−x/L), where L is the dif-
fusion length of the minority charge carriers. Assuming a finite semiconductor
limited by a back contact at position xBC, the second boundary condition changes
to f ′c (xBC) = SBC∕Dfc(xBC), where SBC is the surface recombination velocity of the
minority charge carriers at the back contact. A solution for f c(x) is

fc(x) =
1∕L cosh

(
x−xBC

L

)
− SBC∕D sinh

(
x−xBC

L

)
SBC∕D sinh

(
xBC−xSCR

L

)
+ 1∕L cosh

(
xBC−xSCR

L

) . (14.2)
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In Figure 14.7 (red curve), an exemplary collection function of a Cu(In,Ga)Se2
thin-film solar cell is shown. f c(x) is assumed to be zero in the window and buffer
layers, one in the space charge region, and it is L= 500 nm and SBC = 1× 105 cm/s.

14.2.4.3 Experimental Setups

In this section, an overview of the most commonly used experimental setups for
EBIC measurements on thin-film solar cells is given: the junction, plan view, and
edge-scan configurations. In a lot of cases, it is possible and reasonable to per-
form EBIC measurements not only on a completed p–n-junction solar cell but
also on Schottky contacts produced by depositing a metal on the absorber layer.
In this way, additional information about collection properties of the absorber
layer is provided, especially when comparing EBIC results of Schottky contacts
and p–n junctions. Since a sufficiently thin metal layer is partially transparent for
electrons, it is possible to use a Schottky contact structure for all configurations
described here.

Cross-Sectional or Junction EBIC Junction EBIC can be used to extract quantitative
information about the solar cell like the width of its space charge region and the
diffusion length of the minority charge carriers in the absorber layer. In junction
EBIC, the cross section of the solar cell is irradiated by an electron beam, and the
current signal is measured as a function of the position of irradiation a. An EBIC
profile across the cross section of the solar cell perpendicular to the p–n junction
can be described by integrating the collection function and the lateral generation
profile over the coordinate x (see Figure 14.7):

I(a) = ∫ fc(x)g(x − a)dx. (14.3)

It has to be taken into account that in this setup an additional free surface is
present, where enhanced recombination due to surface defects might take place.
Fitting of the measured profiles to theoretical ones obtained from the previous
equations allows for the extraction of values for the width of the space charge
region, the back contact recombination velocity SBC, and a value not for the bulk
diffusion length but for an effective diffusion length Leff. Leff is influenced by sur-
face recombination and therefore depends on the depth of generation, that is, the
electron-beam energy [24, 25]. Using the equations given in Refs [18, 19], describ-
ing the dependence of the effective diffusion length on the electron-beam energy
Eb, it is possible to extract values for the bulk diffusion length and the surface
recombination velocity [26]. An important assumption, which has to be fulfilled
for this evaluation, is that the collection function is independent of the generation
function (not always the case; see Section 14.2.4.4). In this way, the junction EBIC
method can be used to extract quantitative information about important solar-cell
properties with a high spatial resolution compared to other techniques.

Additionally, junction EBIC can be used to determine the position of the actual
p–n junction [27, 28], to learn more about interface properties and charge and
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defect distributions [20], and to investigate the behavior of grain boundaries [22,
29–32] and possible inhomogeneities in collection properties.

Planar EBIC from Front Side and Backside In such setups, the solar cell is either irra-
diated from the front side like it is under standard sunlight irradiation or from
the backside. The EBIC can then be expressed as (Figure 14.7) I = ∫ fc(z)g(z)dz,
where g(z) is the depth generation profile of the electron beam. Information about
collection properties like the minority charge carrier diffusion length and width
of the space charge region can be obtained by measuring the collection efficiency
(ratio of measured current to incident beam current) for different electron-beam
energies Eb and consequently changed generation profiles g(z). The evaluation of
this data can be performed in different ways [33–35]. Compared with junction
EBIC, planar EBIC from the front side provides the advantage that there is no
artificial surface, which could influence charge carrier collection properties. The
method can also be used to investigate the behavior of grain boundaries concern-
ing charge carrier collection [29, 36]. One difficulty is the topography of the surface
irradiated, which has a huge effect on absorption of incident electrons. This has
to be taken into account especially when investigating grain boundary effects.

Edge-Scan Configuration In this configuration, a charge carrier collecting junction
is deposited only on part of the surface of an absorber layer. The EBIC signal is
measured in dependence of the distance of the position of irradiation to the junc-
tion [31, 37].

EBIC Measurements at Applied Bias When applying a voltage to a solar cell during
an EBIC measurement, a background current through the device is induced (on
the order of microampere or milliampere), which is by several orders of magni-
tude larger than the EBIC values (picoampere to nanoampere). In order to still
obtain access to the (net) EBIC signals, an electron-beam blanker combined with
lock-in amplification can be employed [38]. As a result, the collection of gener-
ated charge carriers can be investigated at operation conditions different from the
short-circuit condition, which is particularly important when studying the effect
of extended structural defects on the device performance at “realistic” solar-cell
operation. Furthermore, the width of the space charge region (among other mate-
rials and device properties) can be extracted from EBIC profiles acquired on cross-
sectional solar-cell specimens at various bias voltages (by use of Equation 14.2),
and doping concentrations can be estimated [39].

14.2.4.4 Critical Issues
When using EBIC in order to investigate charge carrier collection properties of
solar cells, it has to be taken into account that the generation of charge carriers in
a semiconductor using an electron beam might be significantly different compared
to the generation by sunlight. In the following different scenarios are discussed.
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Injection Conditions The different spatial distribution of charge carrier generation
as compared to sunlight generation might influence the charge distribution in the
solar cell and therefore collection properties as, for example, shown in Ref. [40].

As mentioned earlier, the injection level, that is, the density of excess charge
carriers compared to the equilibrium doping level of the semiconductor irradi-
ated, plays an important role. Equation 14.2 describes the collection function of
the quasineutral (i.e., field-free) region of an absorber layer only if low injection
conditions are present. When the density of excess charge carriers is close to or
higher than the doping density, the charge distribution within the device is influ-
enced by these excess charge carriers, which also changes collection properties
[41–43]. This effect can be used to estimate the doping density with a good spa-
tial resolution, which can, for example, be used to exhibit differences in the doping
level of grain boundaries [26].

Temperature When using high electron-beam intensities, it is possible that the
sample heats up during the measurements, which may result in a modified charge
carrier collection behavior of the device. An estimate of the maximum temper-
ature change due to electron-beam irradiation is given by ΔT =EbIbrb/K [44],
where K is the thermal conductivity of the material irradiated, rb the beam radius
(in our case on the order of the extension of the generation volume), Eb the elec-
tron beam energy, and Ib the electron beam current. A more precise equation for
a thin film–substrate structure is also given in Ref. [36].

Interactions of Sample and Electron Beam When investigating charge carrier collec-
tion properties by means of EBIC, one has to be aware of the fact that the electrons
penetrating into the sample have much higher energies compared to light of the
solar spectrum. There might also be reactions taking place which are not possible
under standard conditions but might influence charge carrier collection proper-
ties. As an example, it was found that the electron beam works as a reducing agent
and breaks oxygen bondings passivating compensating donors in a Cu(In,Ga)Se2
layer, thereby changing its doping density [21].

Additional Interfaces/Surfaces The experimental setup might lead to additional
surfaces or interfaces present in the charge carrier collecting device, which are
not present under standard conditions using sunlight as excitation source. At
these interfaces, there might be enhanced recombination due to an accumulation
of defect states as mentioned earlier. A second effect might also be a different
charge equilibrium due to structural reconstruction at the interface (dangling
bonds, etc.). This results in band bending at the surface and therefore modified
collection properties. As an example, it was shown that on InP an oxide causes
band bending which assists charge carrier collection [45]. The EBIC signal results
to be nearly constant with increasing distance to the collecting junction.

In the present section, EBIC was introduced as a powerful experimental
technique to gain information about electrical properties of thin-film solar cells.
There are different configurations in use complementing each other and allowing
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a detailed insight into charge carrier collection properties. As the experimental
setup and generation conditions differ from the ones under standard conditions
using sunlight for generation, interpretation of EBIC data is not always straight-
forward, and care has to be taken. In solar-cell research, EBIC is not only used to
derive values for relevant quantities like diffusion lengths or the width of the space
charge region but also to learn about junction and interface properties as well
as charge and potential distributions. In this way, it helps to develop a profound
understanding of device properties and to improve solar-cell performance.

14.2.5
Cathodoluminescence

In semiconductors, the energy of impinging photons or the electron beam can pro-
mote electrons from the valence band to the conduction band, with the generation
of electron–hole (e–h) pairs. The radiative recombination of these electrons and
holes results in photoluminescence (PL) (see Chapter 11) upon photon excitation
and cathodoluminescence (CL) as a result of electron irradiation. Therefore, the
radiative processes in semiconductors are fundamentally similar in both PL and
CL, only differing in the excitation source. CL thus benefits from the widespread
use of photoluminescence for the interpretation of the emission spectra obtained.

Luminescence spectroscopies are very useful to determine composition in semi-
conductor compounds, assess crystal quality, and detect electronic levels associ-
ated with dopants (down to densities in the 1015 cm−3 range) and electronically
active defects, but do not provide high spatial resolution. Here is where the CL
mode of operation of the electron microscope in both SEM and transmission elec-
tron microscopy (TEM) finds its application.

A summary of the radiative transitions that can be found in the emission spec-
trum of semiconductors is given in Figure 14.8. Process 1 describes the electron
thermalization with intraband transition, a process that may lead to phonon-
assisted luminescence or just phonon excitation. Process 2 is an interband
transition involving the recombination of an electron in the conduction band
and a hole in the valence band with the emission of a photon of energy h𝜈 ≈Eg.
Process 3 is the exciton recombination, which is observable at cryogenic temper-
atures and, in some cases, in quantum structures at higher temperature. For the
excitonic recombination, we can distinguish between free excitons (commonly
denoted by FX) and excitons bound to an impurity (D0X for a neutral donor, A0X
for a neutral acceptor; for the corresponding ionized impurities are D−X and
A−X). Processes 1–3 are intrinsic luminescence because they are observed in
undoped semiconductors. Processes 4–6 arise from transitions involving energy
levels associated with donors and/or acceptors, and they are collectively known
as extrinsic luminescence. Process 4 represents the transition between the energy
level associated with a donor and a free hole (D0h). Process 5 represents the tran-
sition between the free electron and the energy level associated with an acceptor
(eA0). Donor-to-acceptor pair (DAP) recombination is obtained if an electron
bound to the donor state recombines with a hole bound to the acceptor state
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Figure 14.8 Schematic diagram of radiative
transitions in semiconductors between the
conduction band (Ec) and valence band (Ev)
and transitions involving exciton (Ee), donor
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transitions via midgap states and traps are
also shown.

(process 6). Finally, it is worth mentioning that all these radiative recombination
processes will compete with each other, with other nonradiative recombination
mechanisms (process 7, representing recombination through a midgap state
without photon emission), and with trapping levels for both electrons and holes
(process 8). The contribution of each process to the overall recombination will be
reflected in the local emission spectrum and is ultimately the source of contrast
in the photon intensity maps acquired by CL. The possibility to control the
temperature and the excitation level during the experiment makes CL ideal
for investigating in detail the recombination processes in semiconductors. CL
has enabled imaging of the electronic and optical properties of semiconductor
structures with an ultimate resolution of about 20 nm (although 100–500 nm is a
more typical value) and can provide depth-resolved information by just varying
the electron-beam energy (or acceleration voltage).

In general, the CL modes of the electron microscope can be divided into spec-
troscopy and imaging. In the spectroscopy mode, a spectrum is obtained over a
selected area under observation in the SEM or TEM (a point analysis in the termi-
nology of X-ray microanalysis, with the electron beam fixed over one location). In
the imaging mode, an image of the photon intensity (when using a monochroma-
tor at the wavelength range of interest, a monochromatic image; when bypassing
the monochromator, not resolved in energy, a panchromatic image) is acquired
instead. Because spectroscopy and imaging cannot be operated simultaneously,
information is inevitably lost.

Both modes can be combined in one single mode: spectrum imaging. The
objective of the section of this chapter is introducing spectrum imaging as
the most advanced instrumentation developed to date for CL measurements
and illustrate how spectrum imaging can be applied to thin-film photovoltaics.
Figure 14.9 shows the schematics of the instrumentation needed to setup the
spectrum imaging mode in the SEM. The essential requirements for spectrum
imaging are superior efficiency in the collection, transmission, and detection of
the luminescence. High collection efficiency is achieved by a parabolic mirror
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Figure 14.9 Schematics of the cathodoluminescence spectrum imaging setup in the SEM.

attached to the end of a retractable optical guide (the collection efficiency is
estimated to be about 80% when positioning the specimen at the focal point of the
mirror). A hole (about 500 μm in diameter) drilled through the parabolic mirror
and aligned vertically with the focal point allows the electron beam through. The
light transmitted by the optical guide is focused at the entrance slit of a spec-
trograph by a collimating lens. For the detection, multichannel photodetectors
are needed. Both CCD and photodetector array (PDA) architectures are used
for multichannel spectrum acquisition, where the choice of the photodetector
material (Si, GaAs, InGaAs, etc.) depends on the wavelength of interest. Only
at very low operating temperatures (using cryogenic liquids) is when CCDs and
PDAs achieve the high sensitivity and superior performance required for this
application (millisecond readout times, triggering, extremely low dark currents).

Up to this point, the described system is not yet able to perform spectrum
imaging. The principal addition for implementing spectrum imaging is the digital
electronics (DT interface in Figure 14.4) which (i) controls the X–Y scanning
of the electron beam, (ii) sends the triggers to the CCD/PDA electronics for the
acquisition, and (iii) processes the spectrum series by associating each xn, ym
pixel of the scanning with the corresponding spectrum. Thus, spectrum imaging
combines spectroscopy and imaging in one single measurement by acquiring the
emission spectrum at high speed (typically 10–100 ms) in synchronization with
the scanning of the electron beam. With acquisition times of 10–20 ms by pixel on
a 125× 125 pixel scan, the time to acquire the entire spectrum series – consisting
of 15 625 spectra, equivalent to more than 10 million data inputs – is about 5 min.
This high-speed mode is routinely used when measuring thin films at cryogenic
temperatures. When a very low excitation is needed to improve the resolution
or when the emission is very low, we can increase the acquisition time per pixel
(up to 500 ms to 2 s) at the cost of a much prolonged time for the measurement
(hours instead of minutes). After the acquisition is complete, the spectrum series
can be processed to:
• Reconstruct maps of the photon intensity, photon energy, or full width at

half maximum (FWHM) at the wavelength range of interest selected over the
spectrum

• Extract the spectrum from a selected area
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• Output an ASCII file with any of the calculated parameters
• Perform quantitative measurements (relative contributions of different transi-

tions, recombination rate at extended defects, etc.)
• Obtain pixel-to-pixel correlation between images that is inherent to spectrum

imaging
• Display spectrum line scans
• Run spectrum fitting routines
• And much more

Once the spectrum series is saved, it can be reexamined in the future, even
to answer one question that might be asked years after the measurements were
completed.

Applications of spectrum imaging to the investigation of electronic properties
in CdTe are presented in the remaining subsection. This is obviously a minor,
although representative, demonstration of the results published to date, and the
reader is welcome to explore the available literature on this subject.

14.2.5.1 Example: Spectrum Imaging of CdTe Thin Films
Record efficiencies in CdTe solar cells have been produced using closed-space sub-
limation (CSS) which, simply by the thermodynamics of the process, results in
a high concentration of native cadmium vacancies (V Cd). The need to provide a
cost-effective solution by reducing capital and operating costs results in a CdTe
thin film with a very high density of defects: (i) point defects (intrinsic, vacancies
and interstitials associated with Cd and Te; extrinsic, introduced by incorpora-
tion of impurities to the CdTe) and (ii) extended defects (dislocations and grain
boundaries). Because of this, we can anticipate that the emission spectrum will
show all the radiative (and nonradiative) transitions described earlier (represented
schematically in Figure 14.8). CdTe thin films are then a perfect example of what
to be expected in most polycrystalline semiconductors used in solar cells, in which
the crystal quality is good enough to see the intrinsic luminescence associated with
related single crystals of high purity but is otherwise strongly influenced by the
presence of defects.

A luminescence spectrum representative of CdTe thin films is shown in
Figure 14.10 (T = 15.7 K, Eb = 10 keV, Ib = 250 pA). At cryo temperatures, the
spectrum consists of excitonic transitions (free excitons (FX) and bound excitons
(BX)) and a very broad emission at lower energy, which is associated with DAP
recombination. In CSS CdTe, the acceptors are complexes with participation
of V Cd, such as the center A or chlorine center A (after chlorine treatment)
[46, 47]. The density of these complexes is so high that they interact with each
other, forming a band (of acceptor character) located within the band gap. The
fine structure of discrete transitions associated with the DAP recombination is
lost, substituted for a very broad emission. The considerable broadening of the
transitions in the emission spectrum is yet another manifestation of the high
density of defects in polycrystalline semiconductors. Spectroscopy measurements
from single crystals are often required for the interpretation of the spectrum in
thin films.
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Figure 14.11 Spectrum imaging of CdTe thin
films (T = 15.7 K, Eb = 10 keV, Ib = 250 pA).
(a) Microstructure of the CdTe thin film, as
seen by the secondary electron mode of the
SEM. (b) A sequence of spectra selected over
different locations of Figure 14.6d, p1, p2,
and p3, which reveals variations in the local
density of donors and acceptors. (c) Photon

intensity map corresponding to the free exci-
ton (FX). (d) Photon energy map RGB (red,
1.530 eV; green, 1.570 eV; and blue, 1.600 eV)
of the exciton recombination. The transition
A0X1 at 1.570 eV is characteristic of grain
boundaries; this is also shown in the spec-
trum at location p1.

Spectrum imaging is very useful for the microcharacterization of the transitions
identified in the emission spectrum and, more specifically, in determining the elec-
tronic properties of extended defects such as dislocations and grain boundaries.
Results of spectrum imaging measurements completed on a CdTe thin film are
summarized in Figure 14.11. The microstructure of the CdTe film is readily acces-
sible to the electron microscope, as seen on Figure 14.11a, which reveals grains
with 1–5 μm in diameter. When first examining the spectrum series, it becomes
clear that there are large variations in the emission spectrum from location to
location within the micrometer scale, an indication that the distribution of all the
different electronic states present in the CdTe thin film is highly nonuniform. This
is illustrated by the sequence of spectra in Figure 14.11b, selected over different
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locations shown in Figure 14.11a and extracted from the spectrum imaging file.
These local variations certainly contribute to the broadening seen in the emis-
sion spectrum acquired over large areas of the film. This is worth noting, but
the best capability of spectrum imaging is the possibility of correlating directly
electronic properties at the microscale with the microstructure of the film in a
completely different dimension. This is especially interesting to investigate grain
boundaries. Figure 14.11c shows the photon intensity image for the free exciton
(FX) from where it may be concluded that recombination of free excitons is pref-
erential at grain boundaries, because there, the photon intensity associated with
the FX transition is largely reduced. When examining all the excitonic transitions
and then mapping the photon energy of the dominant excitonic recombination
(Figure 14.11d), it becomes evident that there is a characteristic excitonic tran-
sition associated with grain boundaries. To intuitively visualize this, the photon
energy is displayed in an RGB scale covering the selected spectral interval (in
this case red, 1.530 eV; green, 1.570 eV; and blue, 1.600 eV) – grain boundaries
exhibit a green color in the map of Figure 14.11d. With this analysis, a redshift
or blueshift is very intuitive and easy to recognize. In addition to this, and for a
more quantitative analysis, an ASCII file can be produced with the energy of the
transition(s) for each pixel, which can be further examined. This feature is unique
to spectrum imaging. The distinct excitonic transition at grain boundaries (A0X1
at 1.570 eV) reveals that an acceptor with activation energy 𝜀v + 30 meV is prefer-
entially located at grain boundaries, whereas an acceptor with activation energy
level 𝜀v + 70 meV (A0X2 at 1.530 eV) is otherwise preferentially located in grain
interiors. Shifting the energy level of the acceptor toward the valence band seems
to be beneficial to the solar-cell performance.

14.2.6
Scanning Probe and Scanning Probe Microscopy Integrated Platform

Scanning probe microscopy (SPM) is becoming the instrument of choice in
nanoscience characterization. In addition to providing excellent resolution and
sensitivity, the tip (the central component of the microscope) represents de facto
a nanoprobe that can be adapted to measure multiple properties in different
modes of operation [48]. Among them, scanning tunneling microscopy (STM)
(see Chapter 13), atomic force microscopy (AFM) (see Chapter 13), and near-field
scanning optical microscopy (NSOM) (see Chapter 10) are routinely used in the
laboratory. On the other hand, much progress remains to be made with novel
modes of operation and applications. With this motivation, we have integrated
SPM (STM/AFM/NSOM) with SEM in one integrated platform. There are
obvious benefits from this approach: (a) the tip can be manipulated with high
precision under constant observation in the SEM; (b) the tip and the electron
beam are two independent probes that can be controlled simultaneously – one
acting as excitation probe and the other acting as sensing probe – depending on
the experimental configuration; and (c) SEM- and SPM-based measurements can
be performed at the very same location during the same experiment. The final
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Figure 14.12 Schematics of the STM inte-
grated inside the SEM. The STM is primarily
designed to perform tunneling luminescence
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subsection is dedicated to introducing the modes of operation that are available
to this integrated platform as well as describing its application to luminescence
spectroscopy and electrical measurements in thin-film solar cells.

Figure 14.12 shows the schematics of the STM integrated inside a scanning elec-
tron microscope equipped with cathodoluminescence optics (which is described
in the previous section dedicated to cathodoluminescence spectrum imaging). The
STM is based on a three-axis nanopositioning system (basically a digitally con-
trolled piezoscanner, commercially available from various vendors) that can be
mounted on top of the mechanical stage of the SEM. Inertial motion is used for
the approaching of the STM tip, which is mounted on the side of the piezoscan-
ner. Specialized cantilevered tips are needed to accommodate the tip between the
parabolic mirror and the specimen, which is limited to 2–3 mm when the end
of the tip is positioned at the focal point of the mirror. Another requirement to
the geometry of the cantilevered tip is that the end of the tip must be observable
in the electron microscope; otherwise both the electron beam (as the excitation
probe) and/or the potential luminescence excited at the tip – depending on the
experimental configuration – will be blocked by the tip itself. One of the advan-
tages of this approach, though, is that the STM tip can be accurately positioned
into the focal point of the parabolic mirror, improving dramatically the collection
efficiency.

This setup is primarily intended to perform tunneling luminescence microscopy,
in which tunneling electrons are responsible for the excitation of the lumines-
cence. In semiconductors, the high localization of the tunneling electrons at the
STM tip enables the controlled excitation of luminescence within a nanoscale
volume underneath the tip. Therefore, tunneling luminescence exceeds the best
spatial resolution of cathodoluminescence. On the other hand, the quantum
efficiency of the tunneling luminescence is only about 10−4 photons/electron,
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Figure 14.13 (a) STM image of a
Cu(In,Ga)Se2 thin film and (b) correspond-
ing photon energy map of the tunnel-
ing luminescence (Vt =−5 V, It = 50 nA). (c)
SEM image matching the previous STM

and (d) corresponding photon energy map
of the cathodoluminescence (Eb = 5 keV,
Ib = 750 pA). The red–green–blue (RGB) scale
in (b) and (d) corresponds to R: 1.17 eV, G:
1.20 eV, B: 1.22 eV.

and, therefore, a highly efficient collection optics is absolutely critical. With the
optics of the cathodoluminescence setup, a external quantum efficiency as high as
106 photons/nA can be obtained, which is close to collecting every single photon.
With this, the possibility of running spectrum imaging (spectrum-per-pixel
measurements) of the tunneling luminescence is within reach. Now the digital
interface (see Figure 14.12) controls the scanning of the STM tip and sends the
triggers to synchronize the spectrum acquisition with the STM scanning. Because
of the integration of both SEM and STM, cathodoluminescence and tunneling
luminescence spectroscopies can be performed over the same location. This is very
interesting for the thin films used in solar cells, in which the surface electronics
can play a critical role in the solar-cell response. Because of the small volume of
excitation, the STM-based luminescence can be used to measure the electronic
states present near the surface. A comparison of the tunneling luminescence and
cathodoluminescence spectra over the same location can be useful to compare
the electronic properties of the surface against the bulk of the film.

For illustration of the capabilities of this STM–SEM platform, we present the
results for Cu(In,Ga)Se2 thin films, in which the surface electronics is critically
involved in the formation of the junction [49]. Figure 14.13a and b shows the
STM image and the corresponding photon energy map for the tunneling lumi-
nescence (color-coded so that red- and blueshifts in the emission spectrum are
intuitive). Figure 14.13c and d shows the SEM image (over the same area) and
the corresponding photon energy map for the cathodoluminescence excitation.
This film is deposited in the regime of selenium deficiency and shows larger varia-
tions in energy from grain to grain when compared to the standard Cu(In,Ga)Se2
deposited under Se overpressure, as clearly evidenced by the photon energy map
of Figure 14.13d.

The most interesting result when comparing the photon energy maps (same
RGB energy scale used in both) is that variations in the luminescence are
largely mitigated at the Cu(In,Ga)Se2 surface (Figure 14.13b). The naturally
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Figure 14.14 Schematics of the AFM integrated inside the SEM.

occurring depletion of Cu makes the surface more uniform than the underlying
Cu(In,Ga)Se2.

Cu(In,Ga)Se2 is very accessible to observation in the STM, but for other systems,
such CdTe, organic semiconductors, or silicon thin films, the intrinsic low conduc-
tivity will cause unstable operation of the STM under constant current conditions
(current feedback), with the crashing of the STM tip as the most likely outcome.
This can be solved by using the force feedback of the AFM instead. Figure 14.14
shows the schematics of the AFM implemented inside the SEM. The STM tip is
now substituted by a force sensor consisting of an ultrasharp metallic tip attached
to a self-sensing and self-actuating piezo tuning fork (TF). This is the most com-
pact force sensor that can be built and inserted in the confined space between
the parabolic mirror and the specimen. The TF is driven by an oscillating voltage
source near its resonance frequency V tf(𝜔r). The interaction between the tip and
the specimen causes a reduction of the oscillation amplitude [monitored by the
current Itf(𝜔r)] and a shift in the resonance frequency and phase of the oscilla-
tion. One maintains the distance Z constant by controlling the amplitude of the
TF oscillation during the scanning of the tip while applying a voltage to the tip
to create pulses of tunneling current in synchronization with the TF oscillation.
Tunneling current pulses as high as about 100 nA have been observed without sig-
nificant degradation of the AFM operation. In consequence, we can run tunneling
luminescence measurements in both the STM and AFM configuration.

There are other benefits from using the AFM setup. First, the oscillation
amplitude of the TF and the set point can be selected to drive the tip into the
intermittent-contact or tapping mode. In this mode, the tip can establish a contact
at the bottom of each oscillation. If, for example, a p–n junction is present in the
specimen, the tip can locally forward bias the cell and excite electroluminescence
(EL). A map of the AFM-based EL will be specific to the depletion region of the
solar cell and not so much to the surface electronic states, such as in tunneling
luminescence measurements, which are inherently noncontact measurements.
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The second, and probably best, advantage of using the AFM is decoupling the
Z-feedback from the electrical measurements that can be performed with the con-
ductive tip (in the STM, the current is fed to the Z-feedback electronics to follow
the topography of the film). This opens up the possibility of performing conduc-
tive AFM measurements (topography vs conductivity) and measuring local I–V
characteristics. This is available to any commercial AFM, however.

What is unique to the combination of AFM and SEM in the characterization of
thin films is the possibility to measure the lateral electron transport across grain
boundaries and estimate the diffusion length locally at individual grains. In this
configuration, the lateral electron transport across a single grain boundary can
be measured by maintaining the tip over one grain and measuring the difference
in the current/voltage sensed by the tip when the electron–hole pairs are excited
(by the e-beam) within the grain interior and the adjacent grain across the grain
boundary. This is basically an EBIC measurement in which one of the terminal
contacts is substituted by the AFM tip. Using this method, we have found evi-
dence for a significant barrier for electron transport across grain boundaries in
CuGaSe2, which is not present in CuInSe2 or Cu(In,Ga)Se2. On the other hand,
the exponential decay of the current (voltage) sensed by the tip when the elec-
tron beam moves away from the tip (similar to the method used by EBIC) can be
applied to estimate the diffusion length locally at specific locations of interest in
the film, under observation in the SEM.

Figure 14.15 illustrates the application of the AFM-based measurements
of the electron transport to polycrystalline silicon films (of n-type polarity).
Figure 14.15a and b shows SEM and AFM images revealing the microstructure of
the film, and Figure 14.15c corresponds to an image of the current sensed by the
tip at a specific location. There are two sources of contrast in the current images.
First, the tip can establish a local Schottky diode, and the holes excited by the
electron beam (minorities in n type) can be collected from regions close to the tip.
This collected current, of positive polarity in our setup, extends from the tip the
local (hole) diffusion length (see Figure 14.15c). Second, in this contact scheme
with remote ground, the silicon film acts as a current divider. Thus, a fraction
of the primary electrons from the electron beam (the specimen current) flows
to the tip and the rest to the ground, depending on the relative resistance along
these two different paths – this is referred to as REBIC for remote EBIC [50]. This
current is of negative polarity in this EBIC image. In the case of a film of uniform
resistivity, the current detected by the picoamplifier is a straight ohmic line, but
if there are grain boundaries impeding the electron transport, the ohmic baseline
becomes stepped (meaning that the signal drops sharply at the boundary). This
is because the slope of the detected current is proportional to the local value
of resistivity. Figure 14.15c shows this sharp drop in the detected current when
the electron beam moves across the grain boundaries, which is due to their high
resistance to the electron flow. Although electrons flow with ease across certain
grain boundaries (see, e.g., A–B in Figure 14.15b and c), most of the boundaries
present a very high energy barrier to the electron transport (see A–C–D in the
same figure), and the current toward the tip decreases rapidly when increasing
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Figure 14.15 AFM-based EBIC measure-
ments performed on polycrystalline silicon
thin films. Figure (a) and (b) shows the SEM
and AFM images acquired over the same
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the number of boundaries to be crossed by the electrons in order to reach the
tip. This illustrates how the combination of SEM and AFM can be very useful to
determine the electrical behavior of individual grain boundaries in microsized
grain semiconductors.

14.2.7
Combination of Various Scanning Electron Microscopy Techniques

Apart from combining SEM and AFM imaging, it is also possible to unite various
other SEM techniques in order to gain information on microstructure, compo-
sition, charge carrier collection, and radiative recombination, with high spatial
resolutions of down to 20–100 nm. These are especially useful when acquired on
the identical region of interest. Examples for an SE image, EBSD pattern quality
and orientation distribution maps, monochromatic CL images, an EBIC image,
and EDX elemental distribution maps, all acquired on the identical position on a
ZnO/CdS/CuInS2/Mo/glass cross-sectional specimen, are given in Figure 14.16.
By combination of, for example, the EBSD maps and the CL images, it is possi-
ble to relate the local orientations to the local recombination behavior. The EDX
maps suggest that the strongly varying local CL intensities are not due to a change
in composition, and it is apparent that the EBIC intensities are high where the CL
signals are rather low.

14.3
Transmission Electron Microscopy

Whenever aiming for imaging and analyses at scales of down to the angstroms
range, TEM and its related techniques are appropriate tools. In many cases, also
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Figure 14.16 SE image (at 3 keV), EBSD
pattern-quality (with Σ3 grain boundaries
highlighted by red lines) and orientation dis-
tribution maps (at 20 keV), monochromatic
CL images at 10 keV, 8 K, and at 820 (yel-
low, band–band transitions) and 1150 nm
(pink, defect-related transitions), super-
imposed on an SE image, an EBIC image

(8 keV) and EDX elemental distribution maps
(7 keV) from Zn-L (yellow), Cu-L (pink), and
Mo-L (green) signals. All images and maps
were acquired on the identical position of a
ZnO/CdS/CuInS2/Mo/glass stack. (Provided
by courtesy of Dr B. Marsen, HZB, Berlin, Ger-
many; CL images in collaboration with Dr U.
Jahn, Paul-Drude Institut Berlin, Germany.)

SEM techniques provide the access to various material properties of the indi-
vidual layers, not requiring specimen preparation as time consuming as TEM
techniques (details on the preparation can be found in Section 14.4). Still, TEM
exhibits unique possibilities, especially when studying the properties of interfaces
between individual layers, of grain boundaries, or of any other (sub)nanometer-
scale features.

Transmission electron microscopes consist of an electron gun, emitting an
electron beam, which is accelerated to energies typically ranging between 80 and
1200 keV. The way these electrons impinge on the sample differs for the conven-
tional TEM (CTEM) and the scanning TEM (STEM) modes (Figure 14.17). In
CTEM mode, the specimen is irradiated by a (nearly) parallel electron beam,
and imaging as well as electron diffraction is performed on a specific region of
interest. The beam may also be focused on a spot and scanned across this region
of interest for modern microscopes with electron-probe sizes down to below
0.1 nm. This allows for imaging, electron diffraction, and compositional analysis
of high spatial resolutions.

The present section will give an overview of the various techniques in CTEM
and STEM modes, that is, imaging, electron diffraction, electron energy-loss
spectroscopy, and electron holography. Details on TEM/EDX can be found in
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urations in the upper part of transmission
electron microscope and their influences on
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probe for STEM. (Reproduced from Ref. [43].).

Section 14.2.3. Further more detailed introductions into TEM can be found, for
example, in Refs [51–53].

14.3.1
Imaging Techniques

14.3.1.1 Bright-Field and Dark-Field Imaging in the Conventional Mode

When a parallel electron beam is scattered at a crystalline specimen, a part of the
electrons is diffracted at atomic planes. All electrons transmitted by the specimen
are imaged by the objective lens into the image plane. The electrons diffracted into
same angles go through the identical reflection in the diffraction pattern, which
is formed in the back-focal plane of the microscope (Figure 14.18). The center
reflection of the diffraction pattern (000) is generated by the direct (undiffracted)
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Figure 14.18 Schematics of BF and DF imag-
ing in the CTEM mode of the microscope.
The diffraction pattern is formed in the back-
focal plane of the objective lens. Exemplary
BF and DF images, acquired at the identical

position on a cross-sectional specimen of a
Cu(In,Ga)Se2 thin-film solar cell, show the
changes in contrast when selecting either
direct or diffracted beams by means of the
objective aperture.

beam, whereas the other reflections are indexed according to the hkl values of the
set of atomic planes at which the electrons are diffracted. By use of projection
lenses, either the image of the sample or the diffraction pattern can be projected
on the view screen or the imaging device.

In order to enhance the contrast in a TEM image, an (objective) aperture may be
introduced into the back-focal plane of the objective lens in order to select either
direct or diffracted electron beams for imaging. When the objective aperture is
positioned on the central (000) reflection in the diffraction pattern, mainly the
direct electron beam contributes to the image, whereas diffracted beams are (at
least in part) screened. The result is that the hole in the image (Figure 14.18)
appears bright, and therefore the type of imaging is termed bright-field (BF).
When diffracted beams are selected by use of the objective aperture, the hole
becomes dark, which is why the method is called dark-field (DF) imaging. Grains
with sets of atomic planes at which the impinging electron beam is diffracted into
wide angles appear dark in a BF image and bright in the DF image (where the
reflection is selected by the objective aperture corresponding to the set of atomic
planes). It may be concluded that BF and DF imaging makes use of diffraction or
amplitude contrasts.

14.3.1.2 High-Resolution Imaging in the Conventional Mode

In the present section, the term “high resolution” (HR) is used for imaging of
the atomic lattice of polycrystalline thin films. In contrast to BF and DF imag-
ing, where an objective aperture with rather small opening is applied in order to
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Figure 14.19 HR-TEM image from the interface between the p-type Cu(In,Ga)Se2 absorber
and the n-type In2S3 buffer. An intermediate layer of about 10 nm thickness formed
between the absorber and the buffer (see Ref. [54] for further details).

select either the direct (including also forward scattered) or diffracted beams for
HR-TEM, the objective aperture should be sufficiently large in order to include
the direct and at least one diffracted beam [44]. HR-TEM images (as the one in
Figure 14.19) must not be considered as direct images of the atomic lattice, but
they are interference patterns formed by phase relationships of the direct and the
diffracted beams. Therefore, HR-TEM imaging is based on phase contrast. Note
that in order to image an atomic lattice, corresponding atomic columns have to be
oriented parallel to the impinging electron beam, which is realized by tilting the
specimen in the microscope. In addition, it is important to correct the aberrations
of the objective lens as much as possible.

Then, spherical aberration and defocus are used to optimize phase-information
transfer, resulting in an atomic lattice image since the interference fringes in
HR-TEM images are related to the atomic positions. The appearance of these
fringes is affected considerably by the focus and the specimen thickness (only for
uncorrected transmission electron microscopes). By varying these parameters,
contrasts may be inverted, that is, white spheres on black backgrounds (as in the
HR-TEM image in Figure 14.19) may be changed into black spheres on white
backgrounds. Therefore, the unambiguous interpretation of HR-TEM images
requires in general the acquisition of a series of TEM images from the identical
region of interest at varying focus and also the comparison of these experimental
images with simulated ones [55]. Currently, high point resolutions of down to
0.05 nm [56] have been demonstrated by use of a series of lenses correcting for
the spherical [57] and chromatic [58] aberrations of the objective lens (a similar
corrector for spherical aberrations may be applied for the condenser system in
order to enhance the point resolution in the STEM mode).
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Figure 14.20 Schematics of HAADF imaging in the STEM
mode of the microscope.

14.3.1.3 Imaging in the Scanning Mode Using an Annular Dark-Field Detector
Electrons transmitted through the sample in the STEM mode can be detected by
use of either a BF detector, residing on the optical axis of the microscope, or a DF
detector, which has the form of a ring and is therefore termed annular DF (ADF).
By varying the camera length of the ADF detector, it is possible to image using
mostly Bragg-diffracted electrons (large camera lengths), obtaining a crystallo-
graphic contrast, or to perform Z contrast imaging at high scattering angles (short
camera lengths; see Figure 14.20). Note that the aim of Z contrast is to achieve
images dominated by single-atom scattering, which is incoherent. The contrast
in these images is then formed by differences in the average atomic number Z of
the position probed since the intensity in the image I is proportional to about Z2,
according to the Rutherford scattering cross section. Modern microscopes pro-
viding an STEM mode are equipped with high-angle ADF (HAADF) detectors
which exhibit a very large central aperture.

14.3.2
Electron Diffraction

14.3.2.1 Selected-Area Electron Diffraction in the Conventional Mode
The basic setup for electron diffraction in CTEM mode with (nearly) parallel illu-
mination of the specimen has already been given in Figure 14.18. It was shown that
the electron diffraction pattern forms in the back-focal plane of the objective lens.
In order to confine the diffraction pattern to a specific region of interest, an aper-
ture may be positioned on the corresponding position in the image plane. (Note
that additional projection lenses – not shown in Figure 14.18 – project either the
image of the sample in the image plane or the diffraction pattern in the back-focal
plane on the view screen or the imaging device.) This is the concept of selected-
area electron diffraction (SAED). The basic concepts of neutron and X-ray diffrac-
tion at materials, introduced in Chapter 15, apply also to electron diffraction. Thus,
they shall not be addressed further at this point.

Aperture sizes of down to about 50 nm in diameter (on the specimen) may be
applied. Similar as for HR-TEM, grains of interest are oriented such that atomic
columns are parallel to the incident electron beam. An example of an SAED pat-
tern acquired at the interface between a Cu(In,Ga)Se2 absorber and an In2S3 buffer
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Figure 14.21 SAED pattern acquired at the
interface between Cu(In,Ga)Se2 absorber
and In2S3 buffer. In addition to reflec-
tions attributed to the perfect crystals, also

reflections from twin boundaries are visible,
which are present in the Cu(In,Ga)Se2 (cir-
cles) and In2S3 layers (squares).

layer is given in Figure 14.21. Note that in this diffraction pattern, it is possible to
identify an orientation relationship between the Cu(In,Ga)Se2 and the In2S3 layers
since the corresponding 112 and 206 as well as the 004 and 220 reflections super-
impose each other. (Remark: The orientations of individual crystals with respect
to the incident electron beam, also termed zone axes, have the notation [uvw] (u,
v, and w being the coefficients of a vector in real space), whereas atomic planes (or
rather the whole set of these) is given by hkl (h, k, and l being the coefficients of a
vector in real space).)

14.3.2.2 Convergent-Beam Electron Diffraction in the Scanning Mode
Although SAED is very useful for giving information on the crystal structures of
individual thin films and also on the orientation relationships of two neighboring
layers, the region of interest probed is in general much larger than many crys-
talline features present in individual grains. Also, the crystallographic information
obtained is in many cases not precise due to a relaxation of the Bragg conditions for
a thin specimen and small grains present in the specimen. A technique overcom-
ing these limitations is convergent-beam electron diffraction (CBED) in the STEM
mode of the microscope. Using this technique, the illumination of the specimen
is not parallel but convergent, with probe sizes in the range of few nanometers
to few tens of nanometers, that is, sufficiently small in order to probe very small
specimen volumes. The result is that instead of an array of sharp maxima as in
SAED, the diffraction pattern in the back-focal plane consists of a pattern of disks
of intensity. The size of these disks depends on the beam convergence angle, which
is controlled by the size of the condenser aperture. The larger this angle, the larger
the size of the CBED disks.
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The camera length (magnification of the diffraction pattern) is also an impor-
tant parameter since it defines the angular range of the pattern. At large camera
lengths, mainly the central 000 disk is visible, whereas a wide area of the reciprocal
space comes into sight for small-camera-length values, containing also electrons
scattered into high angles. By acquiring CBED patterns at varying convergence
angles and camera lengths, not only small deviations in lattice parameters within
individual grains may be detected, but also specimen thicknesses and crystal sym-
metries of unknown materials may be determined.

14.3.3
Electron Energy-Loss Spectroscopy and Energy-Filtered Transmission Electron
Microscopy

Two related analysis techniques in a TEM are electron energy-loss spectroscopy
(EELS) and energy-filtered TEM (EFTEM, sometimes also referred to as energy-
selected imaging (ESI). Both techniques are based on the loss of kinetic energy
of the beam electrons due to the interaction with the specimen. The double-
differential cross section of the interaction d2

𝜎/(dE dΩ) describes the angular
distribution of the beam electrons after the scattering as a function of their
energy loss. This distribution depends strongly on the elements and the bond
types within the specimen and is a fingerprint of the material or compound under
investigation. In EELS and EFTEM, the energy distribution of beam electrons
after interaction with a specimen is exploited to analyze the specimen.

14.3.3.1 Scattering Theory
A good knowledge of electron scattering theory [59] is required, in order
to interpret the acquired energy-loss spectra and energy-filtered images. In
electron microscopy, beam electrons with kinetic energies EB interact with the
constituents of a specimen material via electromagnetic interactions. Two types
of interactions are usually distinguished: elastic and inelastic interactions.

In elastic or quasielastic scattering, no or little energy is transferred between the
beam electrons and the specimen. This is the interaction of the beam electrons
with atomic nuclei in the specimen, which have a much larger rest mass than the
beam electrons and phonons. Although the energy transfer is negligible, momenta
may be transferred between the beam electrons and single nuclei or phonons. This
transfer can change the momentum directions of the primary beam electrons but
affects their absolute value only to a negligible extent.

In inelastic scattering, a significant amount of energy and momentum is trans-
ferred between the beam electron and the specimen. This is the interaction of
the beam electron with electrons within the specimen. Due to the energy trans-
fer, these specimen electrons can be excited from a lower into a higher unoccu-
pied electronic state. This includes single-electron excitations as well as collective
excitations such as plasma resonances (plasmons). The energy distribution of the
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Figure 14.22 (a) The principle of an electron
energy-loss spectrometer. Beam electrons
with energy loss ΔE are focused on spots dif-
ferent from those for beam electrons with
the initial energy E0. 𝛼c denotes the collec-
tion angle of the spectrometer. (b) Principle
of a postcolumn energy filter. The magnetic

field B deflects electrons emanating from
the object point O on monochromatic spots
along the z-axis, where the intensity distri-
bution Iz is formed. The lines with arrows
indicate the path of electrons without energy
loss, and the dashed lines the path of elec-
trons that lost some energy.

beam electrons having been scattered at the specimen is therefore strongly cou-
pled with the electronic structure of the specimen.

14.3.3.2 Experiment and Setup
In general, both types of scattering, elastic and inelastic, occur and together deter-
mine the double-differential cross section of the interaction d2

𝜎/(dE dΩ), which
is unique for each specimen. It is not (yet) convenient in TEM to record the total
scattering intensity as function of scattering angle and energy loss. This is due to
technical reasons and storing capacities. For EELS and EFTEM, only electrons
within a specific angular range (i.e., within a cone) are utilized (see Figures 14.17
and 14.22a). The aperture angle 𝛼c (i.e., the collection angle of the spectrometer;
see Figure 14.22a) of this cone is either limited by the lens system or by an aper-
ture in the optical path. In order to gain access to the energy distribution of the
primary beam electrons scattered at the specimen, these electrons are focused
on monochromatic spots, which are spatially separated along one axis according
to their kinetic energies, as shown in Figure 14.22a. Ideally, the position of these
spots in the resulting spectrum would be independent of the initial momentum of
the electrons and the position of the interaction within the specimen. In practice,
this is realized by means of imperfect electromagnetic prism devices (i.e., spec-
trometers and energy filters), within or below the TEM column. An example of a
postcolumn filter installed below the TEM column is shown in Figure 14.22b. If
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Figure 14.23 (a) Data cube of the inten-
sity distribution I(x, y,ΔE). With EFTEM, the
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loss spectrum of a Si sample. The zero-loss
peak, a plasmon peak, and the Si-L2,3 edge
are indicated.

properly aligned in a TEM, such spectrometers exhibit an energy-dispersive plane,
containing the spectrum, and an image plane where the image or diffraction pat-
tern of the sample is formed. For a review of EELS and EFTEM instrumentation
and spectrometer devices, see Refs [51, 60].

The measured quantity in EELS and EFTEM is the electron intensity as function
of sample position and energy loss I(x, y,ΔE) (sometimes also of scattering angles
and energy loss I(𝜑, 𝜃 ,ΔE)). These intensity distributions I(x, y,ΔE) are obtained
by applying one of the following two approaches.

• EELS: Energy-loss spectra (diffraction spectra) I(ΔE) are acquired on positions
(x, y) within a region of interest (see Figure 14.23a). For this approach, the pro-
jective lens system projects the spectrum (energy-dispersive) plane of the spec-
trometer on the detecting device (e.g., a CCD camera). The procedure described
is performed in STEM mode.

• EFTEM: Images or diffraction patterns with intensity distributions I(x, y) are
acquired by use only of electrons within selected energy intervals (from ΔE to
ΔE + dE) (see Figure 14.23a). For this approach, an energy-selecting slit (with
width dE) is placed into the spectrum plane of the spectrometer at position ΔE,
and the projective lens system projects the image plane of the spectrometer on
the detecting device (e.g., a CCD camera).

The energy resolution of the intensity distributions I(x, y,ΔE) is not only
dependent on the quality of the spectrometers but also on the initial momen-
tum and energy distribution of the beam electrons prior to the interaction
with the specimen. The resolution can be improved substantially by applying
monochromators to minimize the FWHM of the initial energy distribution.
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14.3.3.3 The Energy-Loss Spectrum
Figure 14.23b shows an example of an electron energy-loss spectrum of a Si sam-
ple. In general, such a spectrum can be divided into several sections (correspond-
ing to different causes for energy loss):
• Zero-loss region (0 eV): The peak at zero energy loss is called “zero-loss” or

“elastic” peak. Its intensity represents all electrons which traveled through the
specimen without measurable energy loss within the resolution limit of the
spectrometer, such as Bragg-diffracted electrons.

• Low-loss region (0–50 eV): The first few hundred millielectron volt energy loss of
the spectrum contains intensity fluctuations due to phonon scattering and intra-
band excitation. The subsequent region up to an energy loss of 50 eV contains
beam electrons that have excited plasmons, Cherenkov radiation, and interband
transitions. It is therefore possible to extract local band-gap energies [61] by
evaluating the low-loss signals.
While penetrating the specimen, beam electrons polarize the dielectric
medium. In turn, the medium exerts a force on the beam electrons which
results in energy loss. Hence, the energy-loss distribution is related to the
polarizability of the specimen [51], and the low-loss region can be analyzed in
order to determine the local complex dielectric function 𝜀(ΔE) of the specimen
[62]:

• Ionization edges (50 eV to few kiloelectron volts): These edges or peaks (see
Figure 14.23b) appear at approximately energy-loss values of the binding energy
of electrons in core shells. Interactions with the beam electrons excite these
inner-shell electrons into unoccupied electronic states or into the continuum.
The heights of and the area under the edges are very sensitive to the local
composition. Up to 50 eV beyond an ionization edge, the so-called energy-loss
near-edge structure (ELNES) can be studied. This structure contains infor-
mation on the binding state and the coordination of the involved atoms and
depends on the joint density of states, which includes the density of ground and
excited states. The two energy-loss spectra in Figure 14.24 show how the shape
and the onset of the Si-L2,3 edge changes from Si to SiO2. In state-of-the-art
microscopes, EELS and ELNES analyses can be performed down to the atomic
scale [64] using the STEM mode.
The extended energy-loss fine structure (EXELFS) covers a few hundred elec-
tron volts beyond the ionization edge and can be analyzed to obtain information
about the distance of neighboring atoms. It arises through interference between
the electron wave backscattered from neighboring atoms and the outgoing wave
of the excited electrons.

• Background: Background signals, generated by various electron energy-loss
processes, additional to the ones mentioned earlier, are superimposed on the
characteristic features. These processes include beam electrons which excited
quasi-free electrons and electrons that lost energy owing to bremsstrahlung.
The local decrease of the background intensity at higher energy loss can be
described well by a power law of the energy loss ΔE−n. However, the exponent
n may change with varying energy loss ΔE.
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Figure 14.24 EEL spectra of the Si-L2,3 edge acquired for a Si and SiO2 sample [63]. The
onset and the shape of the Si-L2,3 edge change for different adjacent atoms.

• Thickness effect: The electron energy-loss spectrum is very sensitive to the col-
lection angle (Figure 14.22a) and the thickness of the specimen. The thicker the
sample, the higher the probability for multiple scattering of beam electrons in
the specimen. The resulting energy loss of an electron is the sum of the energy
losses of the individual scattering events.

For the evaluation of an EEL spectrum, a single-scattering distribution is favor-
able, where each electron has been scattered only once or not at all. It is therefore
beneficial to work with specimen thicknesses smaller than the mean free path 𝜆

of electrons in the specimen material (which is typically 50–100 nm and can be
estimated by use of an algorithm given in Ref. [51]). The effect of multiple scat-
tering on a spectrum can be compensated in part by applying signal-processing
methods, for example, Fourier-log or Fourier-ratio deconvolution [51].

Although sometimes obstructive, the thickness dependence is the reason why
the local thickness of specimens can be measured with EELS and EFTEM. Assum-
ing that the number of scattering events per electron follows a Poisson distri-
bution, the specimen thickness t can be calculated from the ratio of the total
electron intensity It and the intensity of the unscattered electrons I0 according
to t/𝜆= ln(It/I0). A thickness distribution map from a region of interest can be
computed from corresponding unfiltered and zero-loss filtered images:

Limitations: The energy and spatial resolutions of EELS and EFTEM are
limited because of several effects. First of all, imperfect instrumentation
affects these resolutions, which may be in part be compensated by the use
of monochromators, aberration-corrected lenses, and spectrometers. How-
ever, not only the instrumentation has an effect but also the material and
thickness of the specimen. Delayed or deformed ionization edges or edges
at high energy losses are difficult to be evaluated. In addition to beam dam-
age, contamination of the specimen surface with C or Si from the residual
gas in the column can change the energy-loss spectrum substantially.
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14.3.3.4 Applications and Comparison with Energy-Dispersive X-Ray Spectroscopy

With the information of the energy-loss distribution, a variety of specimen prop-
erties are accessible. However, the successful application of EELS and EFTEM
requires good knowledge about the microscope and the scattering theory and
may involve also modeling and simulation [65], as well as an optimized sample
preparation.

One main application is the analysis of the local chemical composition of ele-
ments in the specimen, for which both techniques compete with energy-dispersive
X-ray spectroscopy (EDX) in TEM. Sigle [66] gives an overview of state-of-the-art
applications of EELS and EFTEM and a detailed comparison with EDX. A sum-
mary of this comparison is given in the following:

• Resolution: EELS in the STEM mode offers a slightly better spatial resolution
than EDX (sub-angstrom), because the sample volume which provides the infor-
mation can be defined by apertures confining the collection angle of the spec-
trometer [51]. This may compensate for beam broadening in the sample. The
energy resolution, especially when using a monochromator, is much better in
an electron energy-loss spectrum (<1 eV) compared with an EDX spectrum
(down to few tens of electron volt, depending on the element). Therefore, EELS
provides access to further specimen properties apart from composition (see
preceding text).

• Count rate and background: In comparison with EDX, EELS profits from a bet-
ter count rate but suffers from a higher background. This is partly because the
X-ray fluorescence yield is very low, especially for light elements. In addition,
the scattered electrons have an angular distribution peaked in forward direc-
tion, while characteristic X-rays are emitted isotropically. In the EDX signal,
the background arises mainly from bremsstrahlung X-rays, whereas in the EELS
signal, there are several contributions (see paragraph on “Background”).

• Quantification and detection limit: Although EELS has advantages in the case
of the detection of light elements, the detection limit strongly depends on the
specimen material. In some cases, even single atoms can be detected [67]. The
detection limit for EDX is approximately 0.1–1 at.%. Compared with EDX,
EELS allows for a standardless quantification (without reference specimen)
of the local composition. However, very thin specimens are required, and
modeling is needed for a quantitative specimen analysis. While EDX in a TEM
is a well-established acquisition technique, EELS is more demanding for the
operator during acquisition and quantification.

• EELS is usually better for the detection and quantification of light elements,
and EDX can be advantageous for the detection and quantification of heavy ele-
ments.

• Information content: In general, the information content is higher in EELS, since
the spectra contain features like ELNES and EXELFS and information about
the polarizability of the specimen and provide information about the specimen
thickness.
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14.3.4
Off-Axis and In-Line Electron Holography

In CTEM, the exit-plane electron wavefunction (i.e., of electrons emerging from
the specimen at the bottom surface, having interacted or not) may be written in
the form a(x, y) exp[i𝜑(x, y)], where a and 𝜑 are the amplitude and the phase of
this wavefunction, whereas x and y are spatial coordinates. The objective lens of
the microscope images this electron wave on the image plane of the objective lens.
This image of the original wavefunction shall have the form A(x, y) exp[i𝛷(x, y)],
where A and Φ are the corresponding amplitude and phase. The intensity distri-
bution of a TEM image, I(x, y), does not contain information on the phase of the
electron wave since it can be considered the square of the corresponding ampli-
tude distribution: I(x, y)=A2(x, y). Thus, in CTEM, the information on the spatial
phase distributionΦ(x, y) and thus also that of the exit-plane wavefunction,𝜑(x, y),
is lost.

A way to overcome this obstacle is the application of off-axis electron holog-
raphy [68]. Figure 14.25a shows a schematic representation of the experimental
setup of this technique. The key principle is to make use of an unscattered refer-
ence electron wave (since the wave goes through a hole in the specimen) and the
electron wavefunction of the scattered electrons (at the specimen) interfering with
one another. This process results in a hologram, which contains the information on
both the amplitude and the phase distribution A(x, y) and Φ(x, y). The interference
of the direct (unscattered) and the scattered electron wave is realized by a biprism,
which is a positively charged wire. In a second step, the amplitude and phase dis-
tribution of the exit-plane wavefunction (i.e., a(x, y) and 𝜑(x, y)) are reconstructed
from the hologram. Figure 14.25b and c shows the reconstructed amplitude and
phase images from a ZnO/CdS/Cu(In,Ga)Se2 layer stack. The amplitude image is
governed mainly by the contrasts due to Bragg diffraction (mainly visible in the
ZnO and Cu(In,Ga)Se2 layers) and variations in thickness.

If the primary electron beam is not dynamically scattered (e.g., Bragg diffracted)
in the specimen (for applying medium-resolution electron holography), the spatial
phase distribution 𝜑(x, y) of the exit-plane electron wave is proportional to the
electrostatic potential V (x, y) via

𝜙(x, y) = 𝜎t(x, y)V (x, y), (14.4)

where 𝜎 is an electron interaction constant dependent on the acceleration
voltage and t is the effective specimen thickness, taking also in account possible
contamination layers on the top and bottom surfaces of the specimen. That is, the
contrasts in the phase image can be attributed to a spatially varying electrostatic
Coulomb potential in the specimen which the impinging electrons experience
when they travel through it. In a crystalline sample, the electrostatic potential
V (x, y) contains contributions from the ionic lattice of the crystal, also termed
mean-inner potential (MIP), and from the redistribution of charges (via the
Poisson equation). Twitchett et al. [70] demonstrated the application of phase
imaging by means of off-axis electron holography at a bulk Si p–n junction. Since
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Figure 14.25 (a) Schematics of the experimental setup of off-axis electron holography.
(Reproduced from Ref. [69].) Reconstructed amplitude (b) and phase (c) images from a
ZnO/CdS/Cu(In,Ga)Se2 layer stack. (Data by courtesy of M. Lehmann, TU Berlin/TU Dresden.)

the contribution from the ionic crystal lattice to V (x, y) is the same for p-type
and n-type Si, the contrast in the phase image is due to the distribution of space
charges at the junction. However, this approach is complicated substantially
when applied to a p–n heterojunction (as ZnO/CdS/Cu(In,Ga)Se2 shown
in Figure 14.25). It should also be noted that in general, off-axis holography
(at medium resolution) is performed on specimens with thicknesses of few
hundreds of nanometers in order to provide sufficiently high signal-to-noise
ratios.

Even when working at a microscope without biprism, phase contrast images
may still be obtained by the acquisition of a series of TEM images, for example, at
varying focus, where the exit-plane electron wave interferes with itself. This tech-
nique (for medium resolutions) is termed Fresnel contrast analysis or in-line elec-
tron holography [71] and particularly useful at phase or grain boundaries, that is,
where the phase is likely to change. The corresponding TEM images feature Fres-
nel fringes (Figure 14.26) at these boundaries, and the contrasts and spacings of
these fringes vary with varying defocus value Δf . By use of a reconstruction algo-
rithm [72], not only the spatial phase distributions 𝜑(x, y) but also the amplitude
a(x, y) of the exit-plane electron waves are calculated. From these distributions,
corresponding electron-static potential images can be obtained via Equation 14.4.

If not measured by high-resolution TEM, the phase shift of atomic columns
cannot be detected, and the images reconstructed from the through-focus series
are, in the absence of superimposed electromagnetic fields [73], projections of the
3D potential. Note that, depending on the exact method and application, in-line
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Figure 14.26 TEM images from a region
around a grain boundary in a CuInS2 thin
film (top), acquired at varying focus value.
In the images recorded at underfocus and
overfocus conditions, Fresnel fringes around
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was reconstructed (bottom). In addition,
profiles across various grain boundaries in
Cu(In,Ga)Se2 and CuInS2 absorber layers
were extracted from electrostatic potential
distribution images, calculated from corre-
sponding phase distribution images by use
of Equation 14.4.

electron holography may only give information about the changes in the phase
(and not absolute values, as off-axis electron holography).

Unless intended by experienced users, the determination of the electrostatic
potential by use of electron holography is more convenient when working on areas
with constant thicknesses and by avoiding dynamical scattering conditions, that
is, by tilting samples away from low-index zone axes, since dynamical scattering
conditions can have a substantial influence on the exit-plane wave. In any case,
simulation of the exit-plane wavefunction is necessary.

When extracting profiles from spatial distributions in the electrostatic potential
obtained on Cu(In,Ga)(S,Se)2 grain boundaries (Figure 14.26 shows an example
from a CuInS2 layer), the general result is potential wells with FWHM of about
1–2 nm and depths of 1–2 V. The width and depth of a potential well can depend
on the grain boundary symmetry and may be interpreted in terms of whether vary-
ing space charge densities [74], changes in composition, or, more general, changes
in the ionic lattice of the crystal are responsible for the changes in phase detected
[75, 76]. The spatial resolution of the electrostatic potential profiles exhibits values
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of about 0.4–0.6 nm and is limited by the size of the objective aperture. Note
that the spatial amplitude distribution a(x, y) was almost homogeneous around
the phase object (in the present case, the grain boundary).

A decent comparison of off-axis and in-line holography and also a further intro-
duction into the techniques can be found in Ref. [77].

14.4
Sample Preparation Techniques

The last section of the present chapter is dedicated to specimen preparation for
electron microscopy. The position in the chapter suggests a minor importance;
however, the preparation decides indeed on the quality of imaging and analyses.
It is specifically the specimen surface to which one should always pay the great-
est attention. All contamination, scratches, and further disturbances complicate
the interpretation of images and the evaluation of the analysis data. Special care
is advised when dealing with materials which are incongruently sputtered by an
ion beam, for example, Cu(In,Ga)Se2, since the surface treatment of these mate-
rials by ion beams may lead to the formation of agglomerates at the specimen
surface [78].

The focus of the present section is put on the preparation of cross-sectional
specimens. A more general introduction may be found in Ref. [79].

14.4.1
Preparation for Scanning Electron Microscopy

A very simple cross-sectional preparation not only for thin-film solar cells on glass
substrates but also for those on foils is to fracture or cut the cell, which normally
takes only seconds. However, since these solar cells in general consists of rather
brittle materials, the result may be disappointing, yet justified when aiming for a
quick glance on the sample or when surface roughness on the cross section is not
a severe issue. Furthermore elaborated (and also more time-consuming) methods
are described in the following:

• Combination of mechanical and ion polishing: Stripes of the solar cell are cut,
which then are glued face-to-face together, best by use of epoxy glue which
is suitable for high vacuum. From the resulting stack, slices are cut, of which
the cross sections are mechanically polished. Care is advised not to apply too
much pressure during the polishing, and the scratches remaining on the cross-
sectional surface are in the range of 100 nm or smaller in depth. Then, this
cross-sectional sample is introduced in an ion polishing machine, equipped
with, for example, Ar ion beams. In order to obtain rather flat cross-sectional
surfaces, small incident angles of about 4∘ should be chosen. A thin layer of
graphite (of about 5 nm in thickness) reduces drift during the measurement and
also preserves the cross-sectional surface, often for several weeks. The graphite
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seems also to enhance the signal intensities for EBIC (Section 14.2.4) and CL
(Section 14.2.5) measurements, probably since it reduces the surface recombi-
nation substantially.

• FIB in a scanning electron microscope: A focused Ga ion beam can be used
to sputter trenches into specimens, exposing cross sections at positions of
interest. In a scanning electron microscope, the progress of the sputtering can
be monitored by corresponding electron detectors. Also, by alternately FIB
slicing and SEM imaging, a 3D image of the specimen may be reconstructed.
Similarly, also EBSD and EDX/WDX may be combined with FIB slicing. It
is of advantage to be able to prepare cross-sectional specimens and perform
imaging and analyses on these specimens without breaking the vacuum, that
is, reducing the effects of surface contaminations substantially. It should be
pointed out that by means of FIB, cross-sectional specimens from thin-film
solar cells may be prepared independent of the substrate, which should
be particularly helpful when working with, for example, sensitive foils as
substrates.

• Plasma etching in a glow-discharge apparatus: Apart from polishing or slicing
cross sections by means of ion beams, also plasmas may be used for this purpose
[80]. Particularly, instruments used for glow-discharge optical emission or mass
spectrometry (see Chapter 19.1 for details) may be employed. The specimen
functions as cathode in the glow-discharge setup, and the Ar plasma ignited
sputters the specimen atoms. Few seconds of sputtering is sufficient for reduc-
ing surface roughness substantially.

14.4.2
Preparation for Transmission Electron Microscopy

The ultimate goal is always to obtain specimens which are transparent for elec-
trons, that is, which exhibit thicknesses ranging from few to several hundreds of
nanometers (you would like to work, e.g., with rather thin specimens for HR-TEM
and with relatively thick ones for off-axis electron holography). When aiming for
very thin regions in the specimens, this is generally achieved by forming a hole,
preferably at positions within the layer stacks of the thin-film solar cells. At the
fringe of this hole, the layer thicknesses are rather small, which increase moving
away from the hole according to the angle of the wedge formed (see Refs [81–84]
for overviews and more details). Another very helpful preparation method is FIB,
providing a tool for selecting precisely the position from where a lamella is to be
extracted:

• Combining mechanical and ion polishing: An approach applied frequently for
preparing cross-sectional specimens from thin-film stacks is the combination
of mechanical and ion polishing. There are various ways to the final TEM
specimen:

• Stripes of the solar cell are cut, which then are glued face-to-face together
by use of epoxy glue (similar as for the preparation of SEM specimens).
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One may also glue a piece of Si single crystal to the sample stripe. The
resulting stack is introduced into a small tube of about 3 mm in diameter,
filled with epoxy glue. From the tube, disks are cut, which are polished on
both sides down to thicknesses of about 100 μm. A dimple grinder intro-
duces a circular deepening in the sample, so that the resulting minimum
specimen thickness is about 20–30 μm. Finally, Ar-ion milling at rather
small angles (3.5–6∘) is performed until a hole forms, preferably at the
interface between the two stripes of the solar cell (i.e., the fringe of the
hole intersects the thin-film stacks; see Figure 14.27a).

• From the stack formed by gluing to stripes of solar cells together face-to-
face, also directly disks may be cut. These disks are polished on both sides
until they exhibit thicknesses of about 10 μm. Rings made of Mo or Ni
are glued on these very thin cross-sectional specimens, which will then
support them. The Ar-ion milling process is somewhat shorter than in the
procedure described earlier, due to the reduced thickness of the specimen
(Figure 14.27b). Also for this approach, the result is a specimen with a
hole at the interface between the solar-cell stripes. That is, in side view,
the specimen has the shape of a wedge, with decreasing thickness toward
the hole (Figure 14.27c).

• Tripod polishing: The stack form by gluing two stripes of solar cells face-to-face
together may also be polished by use of a so-called Tripod [85], where the polish-
ing plane is defined by three points. Two points are given by Teflon legs, which
are kept coplanar, while on the third point at a corresponding leg, the sample

Ar ion beams
Ar ion beams

Fe tube

Epoxy glue

Electron
beam

Thin specimen region

Layer stack

Substrate

Mo support ring

Hole

Hole

Substrate
with layer
stack

Thin specimen regions, transparent
for electron beam

(a)

(c)

(b)

(d)

Figure 14.27 Schematics for conventional
TEM preparation methods for cross-sectional
specimens. (a) Forming a stack by gluing
to two stripes of solar cells face-to-face
together and embedding the stack in a Fe
tube (cross-sectional and plan views). (b)
Polishing the stack and gluing it to a Mo

support ring (cross-sectional and plan views).
(c) Cross-sectional view of the geometry of
the final TEM specimen with respect to the
incident electron beam. (d) Preparation of a
wedge-shaped specimen by means of a Tri-
pod. At the tip of the wedge, the specimen
is transparent for the electron beam.
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Gas
injection

(a) (b)

Electron
beam

Focused
ino beam

Pt CIGS

Mo Glass

5 μm

Sample

Figure 14.28 (a) Schematics of the con-
figuration of the electron and Ga ion
sources as well as of the gas injection in a
focused ion beam system within a scanning

electron microscope. The preparation of
a TEM lamella is indicated. (b) SEM image
of a TEM lamella prepared by FIB from a
CdS/Cu(In,Ga)Se2/Mo/glass stack.

is mounted. The pod heights are adjustable by micrometer screws. By use of a
Tripod, either plan-parallel specimens may be polished, which are then glued
to supporting rings (as described earlier), or wedge-shaped specimens may be
produced (see Figure 14.27d). Often, specimens prepared by use of a Tripod
are posttreated in an Ar-ion polishing machine in order to further reduce the
thicknesses and to optimize the surface qualities.

• Using an FIB in a scanning electron microscope: Similarly as for SEM specimen
preparation, trenches may be formed on two sides of a specific region of inter-
est (Figure 14.28). The residual specimen lamella between the two trenches can
be thinned further, until it is transparent for the electron beam. This lamella
is then extracted by use of a micromanipulator needle and usually put on a
TEM grid or welded (e.g., by use of Pt gas) to an appropriate TEM holder. Sur-
face contamination layers formed as consequences of the ion-beam bombard-
ment can be reduced substantially by decreasing the voltage and current of the
impinging ion beam. FIB preparation may be also combined with polishing of
the specimen in order to reduce the FIB milling duration. Further information
of specimen preparation for TEM by use of an FIB can be found in, for example,
Refs [86, 87].
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15
X-ray and Neutron Diffraction on Materials for Thin-Film
Solar Cells
Susan Schorr, Christiane Stephan, Tobias Törndahl, Rene Gunder, and Daniel M. Többens

15.1
Introduction

In order to understand natural and artificially produced materials, a detailed
understanding of their crystal structures is required. This information is a basis
for research in physics, chemistry, biology, and materials science. Among the
various experimental methods, neutron and X-ray (photon) scattering have
become key techniques of choice. Both techniques are complementary. In X-ray
scattering, it is almost exclusively the electrons in atoms which contribute to the
scattering, whereas neutrons interact with the atomic nuclei. This has an impor-
tant consequence: The response of neutrons from light atoms (such as hydrogen
or oxygen) is much higher than for X-rays, and neutrons easily distinguish atoms
of comparable (or even equal) atomic number (see Figure 15.1). Due to the fact
that neutrons interact with atoms via nuclear rather than electrical forces and
nuclear forces are very short range (of the order of a few Fermis, i.e., 10−15 m), the
cross section for such an interaction is very small. The size of a scattering center
(nucleus) is typically 105 times smaller than the distance between the centers.
As a consequence, neutrons can travel large distances through most materials
without being scattered or absorbed. Thus, neutrons penetrate matter much
more deeply than X-rays.

While neutron scattering provides insights into the crystal structure with high
resolution, X-ray scattering has the advantage that (due to a larger scattering cross
section) measurement durations are usually much shorter, compared with neu-
tron scattering. Additionally, lab-scale X-ray sources are broadly available.

15.2
Diffraction of X-Rays and Neutron by Matter

Most of all inorganic, solid materials can be described as crystalline. When X-rays
or neutrons interact with a crystalline substance, coherent elastic scattering may
occur, which is also termed diffraction.
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Figure 15.1 Example of scattering amplitudes of two isoelectric cations. (a) The atomic
form factor f of Cu+ and Zn2+. For better visibility the atomic form factor of Ga3+ was not
shown. (b) The coherent neutron scattering length b for Cu and Zn.

Elastic X-ray scattering can be described accurately in terms of classical electro-
magnetic theory. An electron in an alternating electromagnetic field will oscillate
with the same frequency as the field. When an X-ray beam hits an atom, the elec-
trons around the atom start to oscillate with the same frequency as the incoming
beam. According to classical electromagnetic theory, an accelerated charge – here
the oscillating electron – emits electromagnetic radiation. The sum of the contri-
butions of these radiations to the scattered amplitude of all the electrons of an
atomic species in the crystal is expressed by the atomic scattering factor f . At
zero angle, all the scattered waves are in phase, and the scattered amplitude is
the simple sum of the contributions from all Z (where Z is the atomic number of
the atom) electrons, that is, Z = f . As the scattering angle increases, f becomes
smaller than Z because of the increasing destructive interference effects between
the Z-scattered waves (Figure 15.1a and b).

The scattering of neutrons by nuclei is a quantum mechanical process. Formally,
the process has to be described in terms of the wave functions of the neutron
and the electrostatic potential caused by the nucleus. The scattering of a neu-
tron by a single nucleus can be described using the cross section 𝜎, measured in
barns (1 barn= 10−28 m2), which is equivalent to the effective area presented by
the nucleus to the passing neutron. If the neutron “hits” this area, it is scattered
isotropically. This is due to the fact that the range of the nuclear potential is very
small compared with the wavelength of the neutron; thus, the nucleus is effec-
tively a point scatterer. X-rays, on the other hand, are not scattered isotropically
because the electron clouds around the atom are comparable in size to the wave-
length of the X-rays. The amplitude of the neutron wave scattered by the nucleus
depends on the strength of the interaction between the neutron and the nucleus.
Because the scattered neutron wave is isotropic, its wave function can be writ-
ten as (−b/r)eikr if the scattering nucleus is in the origin of the coordinate sys-
tem (k is the wave vector of the neutron with k = 2𝜋/𝜆, and r is the position).
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Figure 15.2 Coherent neutron scattering length in dependence on atomic number Z. Cop-
per, zinc and gallium are marked.

The scattering amplitude, b, is referred to as the scattering length of the nucleus,
which expresses the strength of the interaction between the neutron and the scat-
tering nucleus. It varies in an irregular way with the atomic number (Figure 15.2).
The relatively large scattering amplitudes of, for example, hydrogen and oxygen
atoms in comparison with heavy metal atoms allow these atoms to be located
within the unit cell. The scattering cross section 𝜎 is related to b by the simple
relation 𝜎 = 4𝜋b2 [1].

The atoms in a crystal are arranged in a regular pattern. In almost all directions
into which waves are scattered, destructive interference occurs. That is, the inter-
fering scattered waves are out of phase, and not any residual energy leaves the
solid sample. However, for a small fraction of these directions, the coincidence of
the scattered waves results in constructive interference. The waves are in phase
and scattered X-rays or neutrons leaving the sample into various directions. The
scattering amplitude of a unit cell is determined by summing the scattering ampli-
tudes f or b from all atoms in the unit cell, respectively. The summation must take
into account the path or phase differences between all the scattered waves and
is expressed by the dimensionless number Fhkl, the structure factor. Fhkl must not
only express the amplitude of scattering from a lattice plane with the Miller indices
hkl but also the phase angle of the scattered wave. Therefore, Fhkl is represented
mathematically as a complex number, that is,

Fhkl =
N∑

n=0
fn exp{2𝜋i(hxn + kyn + lzn)} structure factor for X-rays

Fhkl =
N∑

n=0
bn exp{2𝜋i(hxn + kyn + lzn)} structure factor for neutrons.

(15.1)

In Equation 15.1, N is the number of symmetrically nonequivalent atomic posi-
tions in the unit cell, and xn, yn, and zn are the atomic coordinates. The intensities
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Figure 15.3 Schematic representation of the reflection of
waves from lattice planes. The vector n is the normal of
the plane; 𝜃 represents the diffraction or Bragg angle.

Ihkl of scattered X-ray or neutron waves are proportional to the squares of their
amplitudes or Fhkl multiplied by its complex conjugate F∗

hkl; hence Ihkl ∝ |Fhkl|2.
The wavelengths 𝜆 of neutrons are related to their velocity 𝜈 through de Broglie’s

equation 𝜆= h/m𝜈. Neutrons emerge from a nuclear reactor with a range of veloc-
ities and hence wavelengths of which the maxima are typically in the range 1–2 Å,
that is, close to X-ray wavelengths. Similarly as for X-rays, useful single wavelength
beams are achieved by the use of crystal monochromators. Therefore, neutron
diffraction is geometrically similar to X-ray diffraction (XRD).

For simplicity, the scattering of X-rays and neutrons from a family of lattice
planes hkl is often considered as reflection from a series of parallel planes inside
the crystal. The two parallel incident rays 1 and 2 make an angle 𝜃 with these planes
(Figure 15.3), which have a lattice plane distance dhkl. A reflected beam of max-
imum intensity (Bragg peak) will result if the waves represented by 1′ and 2′ are
in phase. The difference in path length between 1 and 1′ and 2 and 2′ must then
be an integer multiple of the wavelength 𝜆. This relationship is expressed math-
ematically in Bragg’s law (Equation 15.2). The angle at which a reflected beam of
maximum intensity occurs is termed Bragg angle 𝜃:

n𝜆 = 2dhkl sin 𝜃. (15.2)

Polycrystalline diffraction methods may be classified as “fixed𝜆, varying 𝜃” tech-
nique. For these techniques, a sufficiently large number of more or less randomly
oriented crystallites are present in the specimen such that hkl planes in some of
the crystallites are oriented, by chance, at the appropriate Bragg angles for reflec-
tion. The family of planes of a given dhkl interplanar spacing reflects at the same 2𝜃
angle with respect to the direct beam. In situations where the crystallites are ran-
domly oriented, the diffracted intensities are uniform. Else, the analyzed ensemble
of crystallites exhibits a texture or preferred orientation. The analysis of preferred
orientations in thin films is important since it almost invariably arises as a con-
sequence of the processes of crystallizations and recrystallizations or sintering
during the growth processes of the thin films.

15.3
Grazing Incidence X-Ray Diffraction (GIXRD)

XRD from randomly oriented polycrystalline thin films often suffers from low
peak intensity and poor peak to background ratio for symmetrical XRD measure-
ments such as 𝜃–2𝜃 powder diffraction techniques. The low diffraction intensity
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from a thin top layer in a 𝜃–2𝜃 scan is mainly related to the fact that the path length
of the X-rays in the thin film is short. Therefore, most of the radiation instead inter-
acts within the underlying substrate. In addition to lower peak intensity in 𝜃–2𝜃
scans, the thin-film reflections may also be superimposed and difficult to distin-
guish from substrate reflections, which complicate the evaluation of the XRD data.
To be able to improve the situation for weakly diffracting thin films, low-angle
XRD techniques such as grazing incidence X-ray diffraction (GIXRD) have been
developed. In a symmetric 𝜃–2𝜃 measurement, the scattering vector is perpen-
dicular to the sample surface, and only lattice planes in parallel to the substrate
surface contribute to the diffractograms. Furthermore, the angle of the incom-
ing X-rays to the sample surface is changed during the measurement to always be
equal to 𝜃, that is, half of the scattering angle 2𝜃. GIXRD is an asymmetric XRD
scan where the path length of the X-rays in a thin film is increased by using a fixed
angle of incidence, 𝛼, for the incoming X-rays. Since the GIXRD measurement is
performed at a constant angle of incidence where only the detector is moved over
a 2𝜃 range of interest, it is also called a detector scan. In contrast to a 𝜃–2𝜃 scan,
the direction of the scattering vector changes during a grazing incidence (GI) mea-
surement and is no longer perpendicular to the sample surface. This implies that
the angle between the diffracting lattice planes and the sample surface changes
during the course of a GIXRD measurement. A GIXRD measurement is best per-
formed on a randomly oriented thin film in order to fulfill the Bragg condition for
diffraction for every chosen angle of incidence, 𝛼 (Figure 15.4).

A diffractogram measured by grazing incidence may in fact not show any reflec-
tions at all if the analyzed thin film is highly textured or epitaxial, because such
thin layers all have their grains aligned to the underlying substrate in a specific
way. However, a good way for thin-film analysis is to perform a symmetric 𝜃–2𝜃
scan for information about the film texture in combination with an asymmetric
GIXRD scan for information regarding the random orientation contribution from
the same film.

For grazing incidence measurements, a nonfocusing diffractometer geometry is
used since a divergent beam, which is commonly used in 𝜃–2𝜃 focusing geometry
setups, will not end up on the focusing circle of the diffractometer which leads to

Sample
surface 

θX-rays
2θ 

n

α θ

Detector
'

Figure 15.4 Principle geometry of a GIXRD experiment: 𝛼 is the incident angle, 𝜃 the Bragg
angle, and n the normal of the lattice plane which fulfills the Bragg equation.
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large focusing errors. One example of a nonfocusing geometry, commonly used
for GIXRD, is a parallel beam setup with a parabolic multilayer X-ray mirror on
the primary side coupled with a parallel-plate collimator on the detector side. The
advantage of the X-ray mirror is that it yields high intensities due to reflecting a
large portion of the divergent X-rays from the X-ray tube in a parallel beam and
that displacement errors or sample roughness do not lead to peak shifts in 2𝜃.

The attenuation of the intensity of an incoming X-ray beam in matter is
defined by the Lambert–Beer law I = I0e−μl. Here 𝜇 is the linear attenuation
coefficient, l the traveled path length of the beam in the medium, and I0 the
intensity prior to entrance into the material. The linear attenuation coefficient is
wavelength dependent and defined by 𝜇=𝜇m𝜌, where 𝜇m is the mass absorption
coefficient and 𝜌 the density of the material. The mass absorption coefficient
value, with the unit of square meter per kilogram, is usually tabulated instead of
𝜇. For Cu-Kα radiation 𝜇 is normally found in the region from 104 to 106 m−1,
which corresponds to penetration depths of 1–100 μm. The traveled path length
l of the X-rays in a sample can be described by l = 2d/sin 𝜃 for a 𝜃–2𝜃 scan
and by l = d(1/sin 𝛼 + 1/sin(2𝜃− 𝛼)) for grazing incindence (GI) scan. The path
length l is the sum of the distance traveled by the X-rays in the material prior
to scattering takes place and the exit length after scattering occurs, and d is the
penetration depth perpendicular to the sample surface. The problem for thin
films is that the given penetration depth, d, for the X-rays is commonly much
larger than the actual film thickness of the sample. Thus, the most obvious gain
by using the grazing incidence technique is that the total diffraction volume
is increased by increasing the path length of the X-rays within the thin film
itself, which leads to higher peak intensities and overall improved statistics. For
example, if a parallel beam setup with a beam width of 1 mm is used, which is
typical for an X-ray mirror, the sample projection length is (sin 𝛼)−1 mm. Thus,
an 𝛼-value of 1∘ results in a projection length of 57 mm, which largely increases
the total diffraction volume. At such an angle of incidence, less of the X-rays
penetrate down into the substrate, and the presence of the substrate peaks in the
diffractogram is reduced. However, caution is advised when performing small
angle of incidence measurements because the projection length may extend
the size of the analyzed sample. This may lead to unknown reflections in the
diffractogram that originate from the sample holder.

The surface sensitivity of GIXRD may be increased further by using 𝛼-values of
only a few tenths of a degree. For flat film surfaces, GIXRD measurements using
small 𝛼-values cause the X-rays to be refracted at the air/sample interface. The rea-
son for this refraction of the X-rays is that the refractive index, n, at X-ray energies
is slightly smaller than 1, indicating that the X-rays traverse the air/sample inter-
face into a less dense medium. n is approximated by n= 1− 𝛿 − i𝛽, where both 𝛿

and 𝛽 are in the 10−6 range for X-rays. One effect of refraction is that the X-rays
are totally reflected if 𝛼 is smaller than the critical angle for total external reflec-
tion, 𝛼c. 𝛼c is roughly dependent on the density of the thin film and is usually in the
region of 0.1–0.5∘ for Cu-Kα radiation. For GIXRD measurements on flat samples,
where 𝛼 <𝛼c, the penetration depth of the X-rays is usually below 100 Å, which
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makes the measurement very surface sensitive. At 𝛼 >𝛼c, the penetration depth
increases rapidly as it is influenced more strongly by the linear attenuation coef-
ficient. One important effect for GIXRD measurements with 𝛼-values around the
critical angle is that the measured scattering angle 2𝜃 is different from the actual
Bragg angle 2𝜃B due to the refraction of the X-rays at the sample surface. The
corresponding peak shift Δ2𝜃 is always positive and defined by Δ2𝜃 = 2𝜃 − 2𝜃B.
The actual expression of Δ2𝜃 has been derived by Toney and Brennan [2] and is
expressed as

Δ2𝜃 ≈ 𝛼 − 1∕(2)1∕2{[(𝛼2 − 𝛼c
2)2 + 4𝛽]1∕2 − 𝛼c

2 + 𝛼
2}1∕2. (15.3)

From this expression it follows that the maximum value ofΔ2𝜃 is obtained close to
the critical angle and is 𝛼c − 𝛽

1/2, which is 𝛼c for 𝛽 = 0. Furthermore, the peak shift
is zero in GIXRD at zero and large angles of incidence, whereas Δ2𝜃 varies linearly
with 𝛼 for 𝛼 <𝛼c and by using a small-angle approximation: 𝛼c

2/2𝛼 for 𝛼≫𝛼c. Due
to the peak shift that occurs in GIXRD close to the critical angle, it is important to
make corrections to the measured data prior to analysis. This is especially true if
properties that can depend on the actual 2𝜃 value such as strain and film composi-
tion are to be evaluated. If the critical angle for a material is known, the measured
data can be corrected if the diffractometer is carefully aligned. However, it may
be a good idea to measure the position of the film reflections at 𝛼-values of a few
degrees or even by a 𝜃–2𝜃 scan to estimate the peak shift, Δ2𝜃. It is clear that the
average information depth of a GIXRD measurement is dependent on the angle
of incidence, where changing 𝛼 and performing the same detector scan for sev-
eral 𝛼 results in depth resolved structural information of the analyzed sample.
Thus, if a multilayer sample is analyzed by GIXRD, the intensity from peaks orig-
inating from the topmost layer increases with 𝛼 for 𝛼 <𝛼c, toward an intensity
maximum reached for 𝛼 = 𝛼c. Above 𝛼 >𝛼c the intensity of the reflections from
the top film decreases, and the intensity of the peaks from the underlying layers
increases as the X-rays reach further down into the sample. An example of depth
profiling by GIXRD is demonstrated by Toney et al. for iron oxide thin films [3].
The total diffraction volume at a certain angle of incidence is also dependent on
the substrate surface roughness. For thin films on rough substrates, a maximum
scattering intensity can sometimes be found at 𝛼-values higher than that of 𝛼c.

15.3.1
Example: Microstructure of CZTSe Thin Films Studied by GIXRD

The microstructural analysis of polycrystalline thin films is performed by conduct-
ing a Le Bail analysis [4] using the program WinPLOTR [5] enclosed in the FullProf
Suite software package. A Le Bail analysis is favorable because it enables an opti-
mal fit of the peak profile, which is the most important parameter for the purpose
of microstructural characterization since it relies on the (isotropic) peak broaden-
ing 𝛽sample caused by microstrain and/or small average domain size. In contrast to
the full width at half maximum Γ, the integral breadth 𝛽 does include information
on the integral intensity IA, that is, the area enveloped by the peak (≡ ∑

h ⋅ 𝜈X-ray).
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The integral breadth is calculated by the ratio between the integral intensity and
the Γ and can be represented as the width of a rectangle, which is as high as Imax
and includes the area of the peak.

In order to describe the shape of a peak appropriately, both Gaussian and
Lorentzian profile usually must be considered in union. According to the Caglioti
(Gaussian) function [6]

Γ2
G = U ⋅ tan2ΘΓ + V ⋅ tanΘΓ + W (15.4)

and the Cauchy (Lorentzian) function (e.g., Ref. [7])

ΓL = X ⋅ tanΘΓ + Y∕ cosΘΓ, (15.5)

the width of each peak is calculated at half the maximum intensity for the respec-
tive function, given in units of degrees (∘).

The calculation of the integral breadth 𝛽 by combining ΓG and ΓL is manda-
tory in order to perform a proper microstructural analysis. However, since the
convolution of Gaussian and Lorentzian by applying the Voigt function is mathe-
matically complex, they are treated by the approximating pseudo-Voigt function
(e.g., Ref. [8]):

𝛽pV = 0.5 ⋅ 𝜂 ⋅ 𝜋 ⋅ ΓL + (1 − 𝜂) ⋅ 0.5 ⋅ ΓG ⋅
√
𝜋∕ ln 2, (15.6)

where Γ is computed as

Γ = (Γ5
G + 2.69269Γ4

GΓL + 2.42843Γ3
GΓ

2
L + 4.47163Γ2

GΓ
3
L + 0.07842ΓGΓ4

L + Γ5
L)

1∕5

(15.7)

and the mixing parameter 𝜂 is computed as

𝜂 = 1.36603(ΓL∕Γ) − 0.47719(ΓL∕Γ)2 + 0.11116(ΓL∕Γ)3. (15.8)

This empirical expression for the pseudo-Voigt approximation is referred to
as Thompson–Cox–Hastings pseudo-Voigt function [9]. The Caglioti function
(Equation 15.3) was not considered for the microstructure analysis since only pro-
file parameter U may be influenced by the microstructure, while V and W do
exclusively reflect the profile emanating from the instrument. Consequently, only
the profile parameters for the Lorentzian profile (i.e., X and Y in Equation 15.4)
were used to deduce microstrain and domain size, respectively. The influence of
the finite instrumental resolution was previously determined using standard refer-
ence material lanthanum hexaboride (NIST SRM 660b – LaB6), from which, ulti-
mately, an instrumental resolution function providing Gaussian and Lorentzian
could be created. Once the integral breadth is known and corrected for the instru-
mental resolution, both the microstrain and the domain size of a sample can be
obtained. The isotropic broadening due to the domain size 𝛽size is separated from
the total sample broadening 𝛽sample by the Scherrer equation [10]:

𝛽size = 𝜆X-ray∕D
<V>

⋅ cosΘ (15.9)

where D
<V> refers to the volume averaged coherently scattering domain size.

This means a particular grain or even a particular crystallite can contain several
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domains if the periodicity of the three-dimensional arrangement of atoms is inter-
rupted by, for instance, stacking faults and dislocations. So, the size broadening
is caused by imperfections and, in principle, ranges between the limit cases “fully
crystalline” (i.e., completely coherent) and “amorphous” (completely incoherent).
That is why the domain size cannot be directly related to the grain or crystallite
size, respectively. The domain size obtained from Equation 15.8 does deliver a
volume weighted mean value because the columnar lengths being probed in a
crystallite depend both on its shape and its orientation. In addition, the resolu-
tion limit of a laboratory XRD device restricts the detectable broadening 𝛽size to
D

<V>
≤ 100 nm, because larger domain sizes do not contribute significantly to

incoherent scattering. The broadening 𝛽strain induced by microstrain is extracted
by the Wilson equation [11]:

𝛽strain = 4 ⋅ 𝜀 ⋅ tanΘ, (15.10)

where 𝜀 is treated as the volume averaged microstrain derived from the basic def-
inition of the strain

e = Δd∕d. (15.11)

In contrast to the macrostrain, the microstrain emerges from a nonuniform
stress field (related to the scale of probed sample volume) caused by lattice defects,
chemical heterogeneities, or lattice mismatch at phase boundaries, though the
reasons of microstrain also affect the domain size as they control the periodic-
ity, but the different broadening effects can be separated in terms of the different
angular dependencies (Refs [7, 11]; see Equations 15.8 and 15.9).

Kesterite-type compound semiconductors such as Cu2ZnSn(S,Se)4 (CZTSSe)
have been investigated absorber layers for application in thin-film solar cells. This
compound crystallizes in the kesterite-type structure with symmetry group I4 but
with a Cu–Zn disorder on the structural sites 2c and 2d [12, 13].

The polycrystalline CZTSe thin films studied for the present example were pro-
vided by IREC (Barcelona, Spain). These films were processed by a two-stage direct
current magnetron sputtering process (PVD) on substrates (austenitic steel and
soda-lime glass) already coated with a molybdenum back contact. In case of the
steel substrate a chromium barrier layer was used to prevent the diffusion of iron
and other contaminants into the back contact. Additionally, the thin films are
equipped with a thin (∼10 nm) ZnO layer in order to reduce the lattice mismatch
between the CZTSe absorber and the Mo back contact. In the first stage the met-
als contained in kesterite-type CZTSe were supplied by corresponding targets
and deposited sequentially at ambient temperature. The sputtering sequence of
the metals is Cu/Sn/Cu/Zn. In the second stage the metallic stack is treated by a
reactive annealing process under Se+Sn atmosphere (30 min at 400 ∘C and in the
second step for 15 min at 550 ∘C).

The cation ratios of the absorber layer processed on austenitic steel resulted
in [Cu]/([Zn]+[Sn])= 0.75 and [Zn]/[Sn]= 1.25, whereas the layer processed on
soda-lime glass shows values of [Cu]/([Zn]+[Sn])= 0.81 and [Zn]/[Sn]= 1.14. The
absorber thicknesses are on the order of 2 μm.
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Figure 15.5 Lattice parameters a (closed symbols) and c/2 (open symbols) of CZTSe thin
films deposited on different substrates, in dependence on the thin-film depth (correspond-
ing to incident angle 𝛼).

The CZTSe thin films were analyzed in grazing-incidence configuration on a
PANalytical X’Pert MPD Pro X-ray diffractometer operating with Cu-Kα radia-
tion (𝜆= 1.54059 Å). Detector scans with various incident angles (0.5, 1, 2, 3, and 5)
were acquired to probe different sample depths. The diffraction patterns were ana-
lyzed by the procedure described at the beginning of section 15.3.1.

Figure 15.5 shows the lattice parameters a and c of the CZTSe thin film in depen-
dence on the sample depth. Figure 15.6 shows the resulting microstrain on the
CZTSe absorber layer.

Using the glass substrate leads to lower microstrain in the CZTSe thin film, com-
pared with the austenitic steel substrate. At the CZTSe/Mo interface, the micros-
train of the CZTSe thin film on the austenitic steel substrate is considerably higher,
which is probably induced by much larger lattice parameters found for the Mo
back contact (i.e., compared with “unstrained” Mo). Unlike austenitic steel, glass
substrate favors a [110] preferred orientation of the molybdenum. The microstrain
of the CZTSe thin film processed on soda-lime glass, however, exhibits a strong
increase not only in direction of the molybdenum back contact but also in the
uppermost region of the absorber.

15.4
Neutron Diffraction of Absorber Materials for Thin-Film Solar Cells

Ternary and quaternary compound semiconductors used as absorber materials
in thin-film solar cells often contain electronically similar elements, for example,



15.4 Neutron Diffraction of Absorber Materials for Thin-Film Solar Cells 431

0
0.0000

0.0002

0.0004

0.0006

M
ic

ro
st

ra
in

0.0008

0.0010

0.0012

Incidence angle (˚)
1 2 3 4 5

CZTSe on austenitic steel substrate
CZTSe on soda lime glass substrate

0.0 0.3 0.7 1.0
~Sample depth (μm)

1.3 1.7

Figure 15.6 Microstrain of the CZTSe thin films on different substrates in dependence on
the thin-film depth (incident angle 𝛼).

Cu and Ga (chalcopyrites CuGaS2, CuGaSe2, Cu(In,Ga)S2, or Cu(In,Ga)Se2) or
Cu and Zn (kesterites Cu2ZnSnS4 and Cu2ZnSnSe4). The cations Cu+, Ga3+,
and Zn2+ have the identical number of electrons (28). Since atomic scattering
form factors f are proportional to the atomic number Z, the positions of the
unit cell atoms of similar atomic number are not easy to be determined. Hence
these cations named earlier are not distinguishable in the atomic structure
by conventional XRD. The problem can be solved using neutron diffraction
because of the different neutron scattering lengths of copper, gallium, and zinc
(bCu = 7.718(4) fm, bGa = 7.288(2) fm, bZn = 5.680(5) fm [14]).

Moreover, since atomic nuclei cross sections are very small, the destructive
interference effects which in the case of X-rays lead to a decrease of the scattering
amplitude with angle are also small, and neutron scattering amplitudes do not
decrease rapidly with angle. This gives the advantage that in a neutron diffraction
experiment, Bragg peaks with high intensity can be observed also in the high-Q
region. In Figure 15.7a and b, the X-ray and neutron diffraction pattern of a
kesterite sample are shown for comparison.

15.4.1
Example: Investigation of Intrinsic Point Defects in Nonstoichiometric CuInSe2

by Neutron Diffraction

The concentration of intrinsic point defects in Cu(In,Ga)Se2 can be determined
by Rietveld analysis of X-ray and neutron powder diffraction data by using refined
cation-site occupancy values [16]. This compound crystallizes in the chalcopyrite-
type crystal structure with space group I42d. In general, Cu(In,Ga)Se2 exhibits
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Figure 15.7 Rietveld analysis of a diffraction pattern of a kesterite sample with the chemical
composition Cu1.99Zn0.49Fe0.51Sn1.01S4 using X-rays (a) and neutrons (b) [15].

a nonstoichiometric composition, which can be expressed with the overall for-
mula Cuy(In,Ga)1−y(Se,S)1/2+y (y ranging from 0 to 1). Within the chalcopyrite-
type structure, monovalent Cu is situated on the positions 4a (0 0 0) and trivalent
In or Ga on the positions 4b (0 0 1/2) in the unit cell. The cations are tetrahedrally
coordinated by the anions and vice versa.

In principle, 12 different types of intrinsic point defects may exist in this crystal
structure, which are vacancies, antisite, and interstitial defects. Introducing non-
stoichiometry into the structure can cause various kinds of these defects. Copper
deficiency in Cu(In,Ga)Se2 leads to the presence of Cu vacancies (V Cu). Moreover,
unoccupied 4a sites in the unit cell may be occupied by In or Ga, where an InCu or
GaCu antisite defect is formed. For the determination of the fraction of the amount
of In, Ga, Cu, and vacancies occupying the two possible cation positions 4a and
4b, neutron diffraction is applied. The distribution of the cations within the crystal
structure can be revealed by the method of average neutron scattering length [17]
on the basis of the refined site occupancy values. The average neutron scattering
length bj (j is either 4a or 4b) is given by

bj = Cuj ⋅ bCu + Inj ⋅ bIn + Gaj ⋅ bGa + Vj

bj = Cuj ⋅ bCu + Inj ⋅ bIn + Gaj ⋅ bGa + Vj (15.12)

where bCu = 7.718 (4) fm, bIn = 4.065(2), and bGa = 7.288 (2) fm are the neutron
scattering lengths of Cu, In, and Ga2 and V j is the vacancy fraction on the corre-
sponding position. The requirement for the calculation of defect by this method
is given by

Cuj + Inj + Vj = 1. (15.13)

The procedure for calculation of defect concentrations after neutron diffraction
experiment is explained using the example of nonstoichiometric CuyIn1−ySe1/2+y

(y≠ 0.5). First, the experimental average neutron scattering length b
exp
j for

both cation positions has to be calculated using the site occupancy factors
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resulting from the Rietveld analysis (occ4a and occ4b). The Rietveld method is a
least-squares fit-based method for structural refinement of an experimentally
determined diffraction pattern to a structure model and described in detail by
Young [18]. Assuming in the Rietveld calculations that Cu is situated only on the
4a positions and In only on the 4b positions, the experimental average neutron
scattering lengths b

exp
4a and b

exp
4b are defined as follows:

b
exp
4a = occ4a ⋅ bCu b4b

exp
= occ4b ⋅ bIn. (15.14)

The experimental average neutron scattering length has to be compared with
a theoretical neutron scattering length (b

calc
) calculated on the basis of a cation

distribution model, defining the theoretical occupancies of Cu and In on the 4a
and the 4b position:

b
calc
4a = occ(Cu)theor

4a ⋅ bCu + occ(In)theor
4a ⋅ bIn + occ(V )Cu

b
calc
4b = occ(Cu)theor

4b ⋅ bCu + occ(In)theor
4b ⋅ bIn + occ(V )In (15.15)

The sum of the theoretical occupancies of Cu and In on the 4a and 4b posi-
tions (occ(Cu)theor

4a and occ(In)theor
4b ) should not exceed the concentrations of Cu

and In within the sample, which has to be determined by quantitative, composi-
tional analysis, as, for example, wavelength-dispersive X-ray (WDX) spectrometry
(see Chapter 14).

In order to determine the distribution of the cations Cu+ and In3+ on the two
possible positions (4a and 4b), the next step is to minimize the difference between
b

exp
j and b

calc
j by building up a reasonable cation distribution model. Since bCu >

bIn a difference between experimentally determined and calculated average neu-
tron scattering length of the 4a site like b

exp
4a < b

calc
4a is caused by indium occupying

this site (In4a) or copper vacancies (V Cu) that are present on this position. Thus, a
dropping of b

exp
4a can be caused by copper vacancies and/or indium on the 4a posi-

tion. Moreover it has to be taken into account that in dependence of the Cu/In
ratio (copper-rich or copper-poor CuyIn1−ySe1/2+y), both cations can also occupy
interstitial positions. On the other hand, a CuIn defect would elevate the value of
the experimental average neutron scattering length b

exp
4b due to bCu > bIn.

In Figure 15.8, an example for the increase and decrease of the experi-
mental average neutron scattering length of the two possible cation sites in
the chalcopyrite-type structure (b

exp
4a , b

exp
4b ) in dependence of stoichiometry in

CuyIn1−ySe1/2+y is shown. To prove the assumed cation distribution model, the
experimental and theoretical average neutron scattering lengths of both cation
sites have to be compared. First the amount of copper necessary to lift up b

exp
4b

is calculated and subtracted from the total amount of copper in the sample. The
amount of copper left can be distributed on the 4a site (Cu4a) and on interstitial
positions (Cui). In the case of a copper-poor composition, the amount of copper
left is required completely to achieve b

exp
4a = b

calc
4a ; thus the possibility of a Cui

defect can be excluded. This conclusion also corresponds with the high formation
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Figure 15.8 Experimentally determined average neutron scattering length of the 4a and 4b
position in the chalcopyrite-type structure in comparison to the neutron scattering length of
copper (bCu) and indium (bIn).

energy needed to form such a defect in copper-poor CuInSe2 calculated by Zhang
et al. [19]. The knowledge of the total amount of CuIn, InCu, CuCu, and InIn leads
to an easy identification also of the fractions of V Cu and V In.

For further reading about the analysis of intrinsic point defects in chalcopyrite-
and kesterite-type compound semiconductors by neutron diffraction, the corre-
sponding book chapters in Refs [20, 21] are recommended.

15.5
Anomalous Scattering of Synchrotron X-Rays

Isoelectric cations can be distinguished in XRD analysis by making use of anoma-
lous scattering effects. At wavelengths close to an absorption edge of an element,
the scattering power of the atom changes. This allows an analysis of the refined
site occupation factors similar to the method described for neutron diffraction
(Section 15.4). As this is achieved by selecting specific wavelengths, the use of
a tunable X-ray source is necessary. In praxis this requires synchrotron radia-
tion. Bremsstrahlung from a sufficiently intense source, for example, a liquid metal
jet, might offer an alternative. However, at the writing of the chapter, this is still
untested.

The elastic scattering of X-rays by an atom is described by the atomic scatter-
ing or form factor f = f 0(2𝜃)+ f ′(𝜆)+ if ′′(𝜆). In this sum, f 0(2𝜃) is the form factor
sensu stricto. It is given by the Fourier transform of the electron density in the
atom and decreases monotonously toward higher diffraction angles (see Section
15.2). Resonances of the inner-shell electrons change the scattering rates of the
photons. This is considered by adding a complex term, the anomalous dispersion
correction f ′(𝜆)+ if ′′(𝜆) [22]. Both f ′(𝜆) and f ′′(𝜆) depend on the wavelength of
the radiation but are constant with respect to the diffraction angle.
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Figure 15.9 Dispersion correction for Cu (dotted) and Zn (solid) at the respective
K-absorption edges. The data according to Cromer and Liberman [23, 24] are available
online [25].

Under most experimental conditions the wavelength dependency of the
anomalous dispersion is small, and correction terms for atoms with similar
atomic number Z differ very little. This is different for photon energies close to
the absorption edge of the respective element (Figure 15.9). Usually f ′(𝜆) and
f ′′(𝜆) are given as function of the photon energy, which is connected to the
wavelength by the electromagnetic wave equation E = hc/𝜆≈ 12398.42 Å/eV/𝜆.
Plotted are the dispersion correction terms for copper and zinc. As these elements
are neighbors in the periodic system, Z(Cu)= 29 and Z(Zn)= 30, their form
factor is very similar and is even more so for the isoelectric cations Cu+ and Zn2+.
At photon energy of 8048 eV, corresponding to the Cu-Kα1 radiation widely used
in laboratory X-ray powder diffractometers, their anomalous dispersion factors
are close, too. The elements are nearly indistinguishable by XRD.

At the absorption edge of the respective element, the real term f ′ shows a sharp
negative spike, and the imaginary term f ′′ increases abruptly. Close to the absorp-
tion edge, negative values of about eight electrons can be reached for f ′, which
significantly reduces the scattering power for the respective element. The posi-
tion of the absorption edge is different for different elements. As a result an energy
range exists, at which anomalous dispersion factors differ quite significantly. Con-
trasts of about six electrons can be reached in the example of Cu and Zn.

Together with periodic tables of the energies of absorption edges, theoretical
values for f ′ and f ′′ are readily available in the literature [25]. Most widely used
are the calculations according to Cromer and Liberman [23, 24] and corrected for
relativistic effects [26]. Those are in general sufficiently good to be used without
further correction. However, this does not hold close to the absorption edge.
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The anomalous dispersion correction is a function of the atomic electrons. As
a result, the values of f ′ and f ′′ change with the electronic state of the element,
which in turn is influenced by the charge of cations and anions as well as the geom-
etry and type of neighboring atoms. Three effects are most important for practical
purposes:

1) The position of the absorption edge can shift significantly. Close to the
absorption edge, where changes in f ′ are large, such a shift translates into
significant deviations of f ′. Changes in f ′′ are smaller, as long as the shift
does not result in a crossing of the edge. In example, the absorption edge
for copper is typically given as 8978.9 eV. This is valid for the pure element
as neutral atoms in its metallic form. For Cu+ in Cu2S the absorption edge
is shifted by 0.7 eV toward higher energies; for Cu2+ in CuS the increase is
1.2 eV [27]. As a result, at an energy of 8974 eV, 5 eV below the tabulated
edge, the absolute value of f ′ of Cu+ is about 0.1e smaller than for neutral
Cu. The change in total scattering power would result in deviations of the
refined occupation factors in the range of 1%.

2) In real structures the geometry of the atoms at a specific site is not ideal but
is subject to a range of deviations. This is especially true for disordered mixed
crystals, which are the prime object of site occupation analysis. This results
in a smoothing and broadening of f ′(𝜆) and f ′′(𝜆). Most affected by this is the
sharp spike in f ′(𝜆) close to the absorption edge. Achievable changes in f ′ are
limited by this effect.

3) The influence of neighboring atoms gives rise to a fine structure of additional
minima and maxima. Their positions and intensity reflect the bonding con-
ditions of the atom. In XAS experiments, this fine structure is analyzed in
order to gain information about the local coordination of an atom. The fine
structure is more pronounced at the high energy side of the absorption edge.
In anomalous diffraction experiments therefore energies at the low side of
the edge should be used. Another reason is the increased background from
fluorescence, which appears above the absorption edge.

Essentially, f ′ and f ′′ are different for each sample, even for each crystal-
lographic site in a single sample. It is thus advisable to not rely blindly on the
theoretically calculated values of f ′ and f ′′. While these generally are in good
agreement, especially close to the absorption edge, significant deviations can be
expected. Various methods for the experimental determination of the dispersion
correction are described in the literature [22]. X-ray interferometry, total external
X-ray reflection, X-ray refraction, and the Kramers–Kronig transformation of X-
ray absorption data all can be used. Applied to a suitable calibration sample, they
allow to derive proper values for f ′ and f ′′. For the purpose of site occupation
analysis from structure refinement, it is most practical to employ the same method
eventually to be used: Collection of diffraction data sets from a well-characterized
calibration sample with known site occupancy factors for the respective elements
and refining the values of f ′ and f ′′ instead of occupation factors.
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In contrast to neutron diffraction, the anomalous atomic scattering power
for X-rays is not defined by a constant. Instead, the atomic form factor
f = f 0(2𝜃)+ f ′(𝜆)+ if ′′(𝜆) is a complex value, depending both on diffraction
angle and wavelength. This makes analysis of the data less straightforward. Two
different approaches, valid both for single-crystal and powder diffractions, each
have their own advantages and drawbacks:

1) The crystal structure could be refined simultaneously against multiple data
sets. This allows the independent refinement of more than one occupation
factor for the same crystallographic Wyckoff site. This approach avoids the
need for approximations. Atomic form factors are modeled correctly, and
all parameters are refined within a common least-squares matrix. However,
depending on the algorithm used in the software, numerical instabilities can
prevent convergence of the refinement. Even if this is avoided, extremely
high correlation factors between structural parameters are common with
this approach. In such a situation a single bad data set or a wrong assumption
in the model can result to strong deviations from the correct results, without
an obvious decrease in the overall quality of the fit. As the method effectively
acts as a “black box,” this is easily overlooked.

2) The alternative approach requires some approximations but is more robust.
It is similar to the analysis of neutron diffraction data presented in the previ-
ous section. The crystal structure is modeled with only one species per site.
Occupation factors are refined independently from individual data sets. It is
easy to show that if a site j contains two elements A and B at occupancies
occ(A) and occ(B) but is modeled only as element A, the refined value of the
occupancy is

occ(A)calc
j = occ(B)j ⋅

f (B)j

f (A)j
+ occ(A)j.

From two occupation factors occ(A)calc
j refined from data sets with a different

atomic scattering power ratio f (B)j/f (A)j, the site occupancy factors occ(A)j
and occ(B)j can be derived in a straightforward way as zero-point intercept
and slope, respectively. In order to transform the complex atomic form factor
f = f 0(2𝜃)+ f ′(𝜆)+ if ′′(𝜆) into a single number, two approximations are necessary:
First, the effects of the imaginary term f ′′ are neglected, and second, the angular
dependent term f 0(2𝜃) is replaced by a constant f 0. The correct value for f 0,
resulting in a slope equal to occ(B)j, to a degree, depends on the experiment
conditions. It has to be determined either from a calibration sample or from
simulated data. The advantage of this approach results from the linearity that
is expected for multiple results derived at different energies at the absorption
edges of A and B. Deviations from this linearity indicate problems with either
experimental data or the analysis. (Többens, D. M., Gurieva, G. and Schorr, S.
(2015) Thermal dependence of Cu/Zn ordering in CZTSe kesterites by anomalous
diffraction, unpublished.)
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15.5.1
Example: Investigation of Intrinsic Point Defects in Nonstoichiometric CZTSe
by Anomalous Scattering of X-Rays

The second approach is demonstrated in Figure 15.2, showing the analysis
of a sample of a Cu-poor, Zn-rich (B-type) off-stoichiometric kesterite-type
CZTSe compound semiconductor (Cu1.949Zn1.059Sn0.983Se4) from a study on
temperature-induced Cu/Zn disorder. (Többens, D.M. and Schorr, S. (2015)
Quantitative anomalous powder diffraction analysis of photovoltaic kesterites,
unpublished.) Powder diffraction data sets were collected at KMC-2, BESSY II
[28], at a total of 10 different energies. Four each were taken 5–60 eV below
the absorption edges of Cu and Zn, giving a range of f ′ from −2e to −7e for
each element. Two data sets were taken at energies with nearly equal scattering
power for Cu+ and Zn2+, at 8048 eV and between the absorption edges. From
these the anion position could be refined without prior knowledge of the cation
distribution. Extremely strong correlations between the structural parameters
prevented simultaneous Rietveld refinement. On the other hand, the strong
overdetermination from 10 energies allowed full exploitation of the strengths
of the linearization method. The structure was modeled as ordered kesterite,
space group I4. In this structure type, Wyckoff sites 2a and 2c are occupied
by copper, while 2d is occupied by zinc. The occupation factors derived from
the final Rietveld refinements are plotted in Figure 15.10 as function of the
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respective scattering power ratios. For sites modeled as Cu, this is f (Zn)/f (Cu)
and f (Cu)/f (Zn) for the 2d site modeled as Zn. In disordered kesterite, sites
2c and 2d would be evenly occupied by Cu and Zn, increasing the symmetry
to I42m. The sample had been quenched from 225∘C; therefore a high degree
of disorder could be expected. This is confirmed by the results. The nearly
horizontal line for 2a shows that this side is occupied by copper only, with only an
insignificant fraction of zinc. Consequently, refinement of a model with Cu(2a)
yields a constant occupation factor for all energies. On the other hand, the values
for Cu(2c) and Zn(2d) give slopes of 0.44(2) and 0.55(3), respectively. As for a
site modeled as Cu, the value of the slope is the amount of Zn and for a site
modeled as Zn the amount of Cu; in this case copper and zinc are distributed
evenly over the two sites. All lines cross through total occupation 1.0 at ratio
1.0, in agreement with fully occupied sites without vacancies. It should be noted
that data acquired at the Cu edge and at the Zn edge are on the same line, each
forming one of the branches. By doubling the range of scattering power ratios,
this decreases the uncertainty of the results.
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16
In Situ Real-Time Characterization of Thin-Film Growth
Paul Pistor, Roland Mainz, Marc Daniel Heinemann, Thomas Unold, and Roland Scheer

16.1
Introduction

Most of the characterization techniques presented in this book analyze thin films
after completed fabrication and rely on their analysis far away from the prepara-
tion conditions. Information from the sample is generally obtained ex situ, ana-
lyzing the result of a preparation process after applying a set of conditions, while
details of the sample during the growth process are missing.

In contrast, real-time in situ characterization techniques as described in the
present chapter probe the sample properties continuously during deposition, giv-
ing insight into how the processing conditions influence the formation of the thin
film. For this approach, a reasonable time resolution is necessary to allow moni-
toring of the entire evolution of the sample. This resolution in time can vary from
below seconds to exceeding minutes, depending on the experimental conditions
of the growth process. Real-time measurements allow the researcher to obtain a
detailed portrait of the sample characteristics at different times of the processing,
without a need to interrupt the process, to cool down the sample or to expose it
to air.

In general, analytical real-time techniques can be helpful in research and
production in two different ways: as an advanced growth analysis that eluci-
dates details of the growth dynamics or as a real-time process control. In an
advanced growth analysis, in situ measurements enable direct analytical access
to the reaction routes of the thin films during their growth, allowing a detailed
understanding of the reaction paths and their limitations. In research, in situ
characterization techniques are often implemented into specialized equipment,
designed for specific experiments aiming at the analysis of certain details of the
process dynamics.

An example is the process chamber built for synchrotron-assisted growth anal-
ysis presented later on in the section on X-ray methods. The growth of compound
semiconductors can be very complex, where the course of the film growth may
crucially determine the final absorber characteristics. This means that even films
with the same final composition are expected to show drastically different film
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Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
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properties and microcrystalline structure if they have been prepared following dif-
ferent reaction paths involving different transient and secondary phases at some
point of their preparation.

A prominent example is the improvement of the electronic absorber properties
and grain sizes if Cu(In,Ga)Se2 thin films have passed through a Cu-rich growth
phase [1]. For a knowledge-based improvement of complex thin-film deposition
processes, a profound understanding of the phase evolution during the process is
therefore of major interest. Together with posterior ex situ measurements of the
specific thin-film properties, this growth analysis often allows to optimize pro-
cesses in a more systematic manner.

In a production environment, process monitoring with real-time measurements
greatly enhances the process control, as the analyzed parameters can be fed back
into adjustments of the process parameters. For example, this may include moni-
toring the elemental composition of the films to adjust growth rates/times and to
more accurately determine endpoints.

In this chapter, we will give an introduction into different real-time in situ
characterization techniques. The focus will lay on the growth of Cu(In,Ga)Se2
(CIGS) films, which will be taken as an example of how real-time methods can
help to elucidate different aspects of the thin-film growth and in which way these
methods and principles can be extended and adapted to different preparation
methods. Following the introduction, the chapter is divided into three sections:
In the first section, an overview over some of the most common real-time in situ
characterization techniques will be given with short descriptions of the basic
measurement principles accompanied by references. We will then provide some
detailed examples on the use of X-ray-based techniques in the second section and
light-scattering and reflection techniques in the third section. We will show how
angle-dispersive X-ray diffraction (ADXRD) in a laboratory environment can
monitor the phase transitions undergone during the growth process and which
useful information can be extracted from the data interpretation. Due to the high
brilliance of the excitation source, synchrotron-based energy-dispersive X-ray
diffraction (EDXRD) allows tracking faster processes while taking advantage of
additional X-ray fluorescence (XRF) and will be presented thereafter. The last
section with details and examples of light-scattering techniques as growth mon-
itor and process control is divided into the description of laser-light scattering
(LLS) and white-light reflectometry (WLR).

16.2
Real-Time In Situ Characterization Techniques for Thin-Film Growth

For the application of an in situ method in a specific experimental setup, it has
to be tolerant to potentially problematic process conditions for this application:
rotating, nonstationary substrates, reactive gases, deposition of material on
the viewports, rough samples at elevated temperatures, and so on. The specific
process and growth conditions of the great variety of materials and deposition
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Table 16.1 Real-time in situ measurement techniques (listed and explained in the following
paragraphs).

Name Probe Feature

Optical
Thermometry Temperature Phase transition
IR emission IR radiation Phase transition
LLS Scattered light intensity Thickness, phase transition
WLR Reflected light intensity Band gap, thickness, Urbach energy
Ellipsometry Polarization angle and phase Thickness, refractive index
Raman Raman-scattered light Crystalline phases, composition, defects
OES Emitted light Source flux

X-ray
XRD Diffracted X-rays Crystalline phases, microstructure, stress
XRF Fluorescent X-ray lines Composition, thickness

Electrons
RHEED Diffracted high-energy electrons Crystallographic properties of the surface

methods call for an equally great variety of in situ techniques, making an
exhaustive enumeration a difficult task.

In this paragraph, a general introduction into some of the most common tech-
niques is intended together with references for the further interested reader. This
comprehensive overview is summarized in Table 16.1, which lists the abbrevi-
ated names, probed parameters, and features for the characterization techniques,
which have been grouped in optical, X-ray, and electron-based techniques. In the
following paragraphs, the principles and limitations of these techniques will be
discussed in short:

Thermometry and IR emission Thermometry and infrared (IR) emission have
been widely used in Cu(In,Ga)Se2 three-stage growth, specifically to detect
the Cu-rich growth phase. They go back to the work of Nishitani et al. [2]
who reported that the infra-red (IR) emissivity of the samples is affected
by the Cu/III ratio of the films. Both methods make use of the fact that
Cu(In,Ga)Se2 builds Cu-selenide secondary phases on the surface for Cu-
rich stoichiometries. The appearance of these Cu selenides at the surface
is the origin of drastic changes of the IR emissivity of the sample, which in
turn can be used to detect the stoichiometry point when the Cu/III ratio
exceeds 1. The change of emissivity can either be detected directly with a
pyrometer [3] or analyzing a reflected/scattered IR signal [4]. Alternatively,
the change in emissivity can be detected by thermometry [5]. Thermometry
refers here to a simple measure of the sample temperature with a thermo-
couple. Applying a constant heating power, the substrate temperature varies
when passing through the stoichiometric point due to the changed thermal
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emissivity of the sample. Alternatively, a change in heating power can be
detected if the heating power is adjusted to a set substrate temperature. The
optical methods have the advantage of being noncontact techniques and
also allow monitoring the deposition rate by an interpretation of the inter-
ference fringes.

LLS LLS is a standard process control technique for thin-film growth, for
example, in the three-stage Cu(In,Ga)Se2 growth process. A laser beam is
directed onto the sample, and the intensity of the scattered light, off angle
to the directly reflected beam, is detected during the process. Interferences
cause oscillations of the detected LLS signal and can be used to monitor the
film growth. More information on surface roughness and phase transitions
can be obtained by this method as will be explained in more detail in the
corresponding section on LLS (Section 16.4.1).

WLR Similar to LLS, WLR is based on the illumination of the sample and mea-
surement of the reflected light. In contrast to LLS, the specular reflection
is measured and the illumination and data acquisition are extended to a
polychromatic spectral range. This extension allows the extraction of fur-
ther valuable information of the sample including roughness, band gap, and
Urbach energy as will be discussed in the corresponding section of this
chapter (Section 16.4.2).

Ellipsometry Ellipsometry is a technique well established for the in situ moni-
toring of semiconductor thin-film growth in general but has not extensively
been used in polycrystalline PV applications. An introduction into this
technique is given in References [6, 7] as well as in Chapter 9 of the present
book. The measurement principle consists of measuring the change in phase
(Δ) and polarization angle (Ψ) of a polarized laser beam reflected from the
sample surface. In conjunction with appropriate models, these measured
(Δ,Ψ) data are used to derive sample thickness and refractive index, which
in turn can be interpreted in terms of composition. As this measurement
technique is highly accurate and sensitive down to subnanometer film
growth, it has been widely applied in growth for thin-film coatings. Unfor-
tunately, accurate measurements require relatively smooth surfaces, which
is probably the reason why with few exceptions it has not been applied
to the polycrystalline growth of thin-film PV materials (CdTe: [8, 9],
Cu(In,Ga)Se2: [10, 11]). Fujiwara states the maximal allowed surface rough-
ness for optimized measurement conditions at 30% of the applied laser
wavelength [6].

Raman spectroscopy Raman spectroscopy is introduced and explained in detail
in Chapter 17. We will stick here only to the aspects most important for in
situ applications. The features of the Raman signal can give detailed infor-
mation on the crystalline phases present, as well as their composition and
defects [12, 13]. Resonant multiwavelength Raman is especially suited for
the detection of minor amounts of secondary phases. Its surface sensitivity
makes it a valuable tool for the monitoring of the sample surface during the
process. Some in situ applications can be found in Refs [14, 15].
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Optical emission spectroscopy (OES) In OES (see also Chapter 19.2 of the
present book), the detection of characteristic emission lines from excited
atoms is used to determine the concentration of different species within
a gas or plasma. It can be very useful to monitor the source flux during
the deposition, for example, during sputtering processes, and has been
applied in the preparation of Cu(In,Ga)Se2 [16, 17] and CdTe [18] as well
as thin-film silicon [19, 20].

X-ray diffraction (XRD) The principles of XRD are introduced in Chapter 15,
and a more detailed description of its in situ applications will be given in
Section 16.3. Main advantage of XRD is the access to global bulk crystal-
lographic properties of the sample (phases, composition/defects, stacking
faults). The need for appropriate security measures such as X-ray shield-
ing, the limitation to crystalline phases, and the availability of bright X-ray
sources for the synchrotron-based experiments are the major drawbacks of
this technique.

XRF XRF is a standard technique commonly used as in-line composition
control in many manufacturing processes. Yet it has also been used and
developed in applications as an in situ characterization technique to control
the reaction process [21]. In the energy-dispersive setup used for XRD
with polychromatic X-ray excitation from a synchrotron, XRF can also be
detected giving useful additional information on compositional changes
within the sample [22]. This aspect will be handled in Section 16.3 of this
chapter.

Reflection high-energy electron diffraction (RHEED) An introduction into the
RHEED technique can be found in Refs [23, 24]. High-energy electrons
(3–100 keV) are focused and strike the sample under low incident angles,
limiting the interaction of the electrons to the sample surface. This way the
electrons are only reflected by the two-dimensional surface crystal struc-
ture and cause a characteristic diffraction pattern on a phosphor screen
or CCD camera mounted opposite to the electron gun. For well-defined
RHEED patterns, a very clean and flat crystalline surface and high to
ultrahigh vacuum conditions are needed, which is why the most common
application of RHEED analysis is the measurement of epitaxial thin-film
growth, for example, by molecular beam epitaxy. Introductions into the
RHEED technology and examples for its use in photovoltaic thin-film
growth are given in Refs [25–27].

16.3
X-Ray Methods for Real-Time Growth Analysis

In contrast to many surface-sensitive techniques, the main advantage of X-ray-
based techniques such as XRD or XRF is their bulk sensitivity: The relatively long
penetration depth of X-rays in common semiconductor materials allows prob-
ing the properties of thin films of several microns all the way from the surface to
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the backside. In addition, due to its nondestructive nature, X-ray analysis is suit-
able to monitor bulk properties of thin films during the growth process. Here,
we will elaborate on the use of XRD. Additionally, real-time XRF analysis will be
introduced as it is measured simultaneously in EDXRD. The basic principles of
XRD are explained in Chapter 15.

In ADXRD, monochromatic X-rays are used and the diffraction angle 𝜃 is varied
to probe the different lattice planes according to the Bragg equation (see Chapter
15). In a standard laboratory XRD setup, the angle is typically varied by mechani-
cally moving the goniometer. This way a high angular resolution can be achieved,
but such measurements are time intense and therefore not very suitable for real-
time measurements. However, acquisition times can be reduced with linear detec-
tor arrays or areal detectors that measure a given angular range all at once. With
modern detectors, the time resolution is nowadays determined by the brilliance
of the X-ray source rather than the photon counting speed of the detector. With a
standard laboratory X-ray tube, a time resolution of some tens of seconds can be
achieved. Advanced synchrotron X-ray sources allow acquisition times of around
a second. Schematic drawings of two exemplary setups for an ADXRD and an
EDXRD setup are depicted in Figure 16.1 and will be explained in more detail in
the corresponding sections.

Substrate
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Substrate

Detector
array

Heating element

Substrate

Detector
Reaction
chamber

Vacuum pump

Polychromatic

synchrotron
radiation

2θ

Effusion
cells

X-ray
source

(a)

(b)

Figure 16.1 Schematic representation of (a) a laboratory-based ADXRD setup for the analy-
sis of thin-film growth by coevaporation and (b) a synchrotron-based EDXRD setup for the
analysis of the selenization of metallic precursors.
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Table 16.2 Features of X-ray diffractograms and the information extracted from them.

Feature Information

Peak positions Identification of crystal phase, lattice spacing

Peak position shift Thermal expansion, composition change, stress

Peak broadening (FWHM) Domain size, microstructure, microstrain, structural defects,
compositional gradients

Relative peak intensities Crystallographic phases, preferential grain orientation (film
texture), cation ordering

The detected diffraction pattern with its characteristic Bragg peaks holds infor-
mation on the lattice spacings of the probed crystal structure. This is the main
information gained by XRD and allows the identification of crystal phases. A vari-
ety of additional details can be extracted from the diffractograms: The intensity
of the diffraction peaks as a whole relates to the probed volume of the thin film
and can therefore give an indication for the changes in phase fraction and film
growth. However, it has to be kept in mind that the peak intensities are influ-
enced by a number of other factors (see Table 16.2). If the dependence between
the lattice spacing and composition is known, shifts in XRD peak positions can
in some cases be related to compositional changes. However, care has to be taken
as thermal expansion and stress also induce peak shifts. In consequence and as
the whole thin-film thickness is probed at once, compositional gradients are man-
ifested and can be identified by a peak broadening [28]. But again, care has to
be taken for the interpretation of the peak widths, as an increase of peak width
may also be caused by a decrease of the average domain size or an increase of
microstrain. In Table 16.2, we have summarized the information that in principle
can be obtained from the different features of diffracted X-rays. From the table
it is obvious that the interpretation of the data is often not unique, since sev-
eral film properties may affect the XRD pattern in a similar way and a unique
deconvolution of these factors is not always possible. Whole pattern fitting or
Rietveld refinement (see Chapter 15) can help to increase the reliability of the data
interpretation.

For high-quality XRD measurements, special attention has to be paid to provide
a good sample alignment throughout the process even for varying temperatures.
One possibility to adjust the sample height currently being implemented at the
Martin-Luther-University is the use of a feedback system measuring the sample
height in high resolution with an interferometer. If the viewports are not heated,
one has to be aware of the damping of the signal as a result of the X-ray absorption
of condensed materials on the entrance and exit windows.

The following sections will provide examples for the use of laboratory-based
ADXRD techniques and more specialized approaches using polychromatic syn-
chrotron X-ray excitation.
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16.3.1
ADXRD: Angle-Dispersive X-Ray Diffraction

16.3.1.1 Experimental Setup
Figure 16.1a shows a schematic drawing of the laboratory XRD setup utilized at
the Martin-Luther-University Halle-Wittenberg. Here, the monochromatic X-ray
source is a Cu X-ray tube with a Ni filter mounted on a goniometer arm and located
at the side of the system chamber. Inside the chamber, the X-rays hit the sample
mounted upside down. The diffracted X-rays leave the chamber on the opposite
wall and are detected by a linear detector array consisting of three segments. This
detector array is also mounted on a goniometer arm and is capable of probing an
angular range of 28∘ with a resolution of 0.007∘ within one single measurement. As
no mechanical movement is required, integration times of 20–30 s are generally
sufficient. The two windows through which the X-rays enter and leave the cham-
ber are covered with fresh 125 μm thick Kapton foils before each new deposition
run. Direct X-ray transmittance measurements before and after a process allow
the estimation of beam attenuation due to window deposits and the subsequent
intensity correction.

16.3.1.2 Example: Monitoring the Cu(In,Ga)Se2 Three-Stage Coevaporation Process
The well-known three-stage process with Cu-poor/Cu-rich/Cu-poor growth
regimes has been developed for the preparation of highest-efficiency
Cu(In,Ga)Se2 solar-cell absorbers exceeding power-conversion efficiencies
of 20% [29]. The following section will show how in situ ADXRD can be used to
monitor the evolution and transformation of phases during this process.

In the three-stage approach, the Cu(In,Ga)Se2 absorber is deposited by coevap-
oration of the elements in a sequence of three phases: (I) In,Ga,Se, (II) Cu,Se,
and (III) In,Ga,Se evaporation. During the whole sequence, a continuous excess
of Se is offered, usually at a constant Se rate. Film growth starts with the deposi-
tion of (In,Ga)2Se3 precursor films in stage I at moderate temperatures (400 ∘C in
this example). At the beginning of stage II (time t1), the substrate temperature is
increased to 600 ∘C and the evaporation of Cu is started. During this stage, the film
undergoes various crucial phase transitions. Cu-deficient crystal phases such as
Cu(In,Ga)5Se8 and Cu(In,Ga)3Se5 can be formed before the film reaches the chal-
copyrite Cu(In,Ga)Se2 stoichiometry (first stoichiometric point, s1, in Figure 16.2
marked as dotted lines). Upon further Cu incorporation, the film becomes Cu rich
and a Cu-selenide secondary phase starts to grow. At the end of stage II (t2), the
[Cu]/([In]+[Ga]) (CGI) ratio is usually around 1.1. As no further Cu is offered in
stage III, the Cu2Sex is gradually consumed due to the ongoing In,Ga,Se supply.
As a consequence, the CGI decreases again during this stage, and after passing
through the second stoichiometric point (s2), the film deposition is terminated at
slightly Cu-poor compositions (CGI usually between 0.8 and 0.95).

Figure 16.2a shows the growth of an In-rich Cu(In,Ga)Se2 absorber, with an
overall [Ga]/([Ga]+[In]) ratio (GGI) of 0.33 as is commonly used for highest-
efficiency devices. For comparison, in Figure 16.2b the growth of a Ga-rich
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Figure 16.2 Examples of color-coded
maps representing the XRD signature of
chalcopyrite growth during a three-stage
coevaporation for an (a) In-rich Cu(In,Ga)Se2
(GGI= 0.33) and (b) Ga-rich Cu(In,Ga)Se2
film (GGI= 0.55). Each column of this repre-
sentation corresponds to a single full X-ray

diffractogram taken at different times during
the deposition. The intensity of the diffracted
X-rays is color-coded in a logarithmic scale.
The Cu-rich growth phase between the two
stoichiometric points s1 and s2 is marked
with a red bar at the bottom of the graphs.
(Reprinted with permission from Ref. [30].)

Cu(In,Ga)Se2 absorber (GGI= 0.55) is displayed. Following the description of the
three-stage process previously, the sequence of (In,Ga) selenide, vacancy com-
pounds, chalcopyrite, and Cu2Sex can be easily identified in these graphs. Several
(In,Ga) selenide modifications might be observed during the Cu(In,Ga)Se2
growth. The preference for one or the other is determined by the Se flux and the
In/Ga ratio during the first stage and can in turn strongly influence the texture
of the final chalcopyrite film [31]. For the In-rich film, the transition to the
Cu(In,Ga)5Se8 and to the Cu(In,Ga)3Se5 vacancy phases can be observed, which
are missing for the Ga-rich film.

Following the details given in Section 16.2 (Table 16.2), the complete mapping
of the XRD features during the thin-film growth allows the discussion of the
microcrystalline structure, texture, composition, and so on by an interpretation
of peak shifts, peak broadening, and changing peak intensities. As an example,
the Cu incorporation into the (In,Ga) selenide/chalcopyrite structure leads to
an increase in the lattice spacing, which can be observed by a general shift of
the Cu(In,Ga)Se2 peaks to lower diffraction angles during the second stage. In
Figure 16.2b, the chalcopyrite 220/204 peak is split into several very broad peaks
before the stoichiometric point is reached. This region is marked in the color-
coded map by a red rectangle and indicates phase segregations between In-rich
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and Ga-rich regions in the sample. Similar phase segregations have often been
reported in rapid sequential processes as a result of different diffusion coefficients
for In and Ga [32]. In this sample, approximately 10 min. before the stoichiometric
point is reached, a recrystallization takes place which is best observed in a strong
decrease of the FWHM of the 112 peak (top graph of figure 16.2 b). While a drop
of the FWHM has also been observed for pure CuGaSe2 and CuInSe2 samples,
we repeatedly found increased FWHMs for the 112 peak in In-rich Cu(In,Ga)Se2
samples [30]. Comparison with experimental compositional profiles has shown
that this increased FWHM cannot be explained with GGI gradients alone and
therefore its origin still remains unclear. A more detailed description of the
experimental details and data interpretation can be found in Ref. [30]. This is
an example of a typical growth process for device-grade absorbers grown in an
evaporation chamber used for the evaporation of chalcopyrite and kesterite films
on a regular basis. The advantage of this setup is that the full fingerprint of phase
formations is always recorded for each deposition giving a detailed insight into
the process evolution, which can then easily be correlated with other ex situ
measurements and device properties.

16.3.1.3 Further Applications
ADXRD setups have also been used to monitor the growth of various other thin-
film reaction processes. Examples include the selenization/sulfurization of metal-
lic Cu–In–Ga precursors [33, 34] or the formation of kesterite thin films [35, 36].
The effect of CdCl2 treatment on the structural properties of CdTe thin films has
been studied with XRD in an in situ heating experiment [37]. Recently, the applica-
tion range has been extended to monitor the phase formation of hybrid lead halide
absorbers for perovskite thin-film solar cells and their decomposition [38, 39].

16.3.2
EDXRD/XRF: Energy-Dispersive X-Ray Diffraction and Fluorescence Analysis

16.3.2.1 Principle and Setup
In a standard ADXRD setup, the diffraction angle 𝜃 is varied and a monochromatic
excitation at a constant wavelength 𝜆 is used. Instead, it is also possible to obtain
a diffractogram by varying the wavelength 𝜆 at a constant diffraction angle 𝜃 as is
done in EDXRD. The variation of wavelength is realized by the use of polychro-
matic (typically synchrotron) radiation in combination with an energy-dispersive
detector. Since the photon energy E and its wavelength λ are related by E = hc/𝜆
(where h is Planck’s constant and c is the speed of light), the Bragg equation (see
Chapter 15) can be rewritten in its energy-dispersive form as

dhkl = hc∕(2E sin(𝜃)). (16.1)

Polychromatic synchrotron radiation consists of a high flux of photons with a
wide range of energies [40]. Only those photons which fulfill Equation 16.1 for a
given interplanar distance dhkl are diffracted in the direction of the detector kept
at a fixed angle (additional to incoherent scattering), as shown in Figure 16.1b.
Owing to the high intensity of synchrotron radiation and the high detection speed
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of modern energy-dispersive detectors, it is still possible to obtain a complete
diffractogram within seconds with an energy range of typically 6–100 keV [41].

An obvious difference to ADXRD is that in EDXRD the diffraction intensity is
plotted versus energy E instead of the diffraction angle 2𝜃. In both cases the lattice
spacings are calculated from the positions of the diffraction peaks using the Bragg
equation in its angle-dispersive or energy-dispersive form. A major motivation for
the use of EDXRD is that XRF signals are measured simultaneously and with the
same high time resolution as the diffraction signals. XRF signals provide informa-
tion about material adsorption and desorption as well as on elemental depth dis-
tributions [42, 43], which complement the information about phase formations,
domain growth, and strain evolution obtained from the diffraction signals. More-
over, since the XRD signals are detected by the same detector as the diffraction
signals, they stem from exactly the same sample volume. Hence, the combination
of EDXRD and XRF (termed EDXRD/XRF) helps to gain a comprehensive under-
standing of the reaction and diffusion processes taking place during film growth.
Disadvantages of EDXRD compared with ADXRD are a lower peak resolution
stemming from the limited energy resolution of energy-dispersive detectors [40],
and that for high time resolution, a highly brilliant polychromatic X-ray source of
modern synchrotrons is needed.

In the following the potential of in situ EDXRD/XRF for the analysis of the
growth of chalcopyrite thin films will be demonstrated. While in situ EDXRD has
been used for the analysis of phase formations during film growth processes for
several decades [44], the focus here will be on the combination of EDXRD and
XRF analysis rather than on EDXRD alone.
16.3.2.2 Example: Rapid Thermal Processing of Cu(In,Ga)Se2

In the first example a real-time investigation of the formation of Cu(In,Ga)Se2
during selenization of a metallic Cu–In–Ga precursor film by a rapid thermal pro-
cess (RTP) is shown [32]. For this fast process, knowledge about the incorporation
velocity of Se into the film is important in order to be able to judge for how long
a high Se pressure has to be maintained. Figure 16.3a presents time-dependent
EDXRD/XRF spectra recorded during the selenization with a time resolution of
5 s. The diffraction signals reveal that the crystalline phases in the film evolve from
the metallic phases present in the precursor (ternary Cux(In,Ga)y and pure In)
via intermediate selenides – mainly InSe and In4Se3 – to the final Cu(In,Ga)Se2
phase. Besides the diffraction signals, a number of fluorescence signals can be seen
in the lower energy range in Figure 16.3a. The Se fluorescence signals (Se-Kα and
Se-Kβ) show a quick increase, indicating fast incorporation of Se into the film.
The peak intensities plotted over process time shown in Figure 16.3b reveal that
complete Se incorporation only takes around 30 s. In contrast, complete cation
ordering of Cu(In,Ga)Se2 (CIGS) in the chalcopyrite structure – indicated by the
intensity increase of the CIGS 101 and 211 signals – takes up to 6 min and can
therefore be identified here as the time-limiting reaction step. This means that
already after 30 s the final film stoichiometry is reached, but five to six additional
minutes are needed to enhance the crystal quality of the films and improve its
electronic properties. (See Ref. [32] for more details.)



452 16 In Situ Real-Time Characterization of Thin-Film Growth

600

Log(Intensity)(a.u.)400

T
(°

C
)

P
ho

to
n 

en
er

gy
 (

ke
V

)
200

60

55

50

45

40

35

30
In-Kβ

Mo-Kβ

[Esc]
Se-Kα + Kβ

Mo-Kα

In-Kα25

20

15

10

1.2

1.0

0.8

0.6

0.4

0.2

0.0
0 100 200

In4Se3

CIGSe 112

InSe Se-Kα

C
u x

(I
n,

G
a)

y

CIGSe 211

CIGSe 101

In

Processing time (s)(b)

(a)

In
te

ns
ity

 (
a.

u.
)

300 400

0 100 200
Processing time (s)

300 400

Figure 16.3 (a) Time-resolved EDXRD/XRF
spectra during synthesis of Cu(In,Ga)Se2
by a rapid thermal process (RTP). The com-
plete reaction of the metallic precursor with

selenium takes place within a few minutes.
(b) Peak intensities versus time extracted
from the time-resolved spectra in (a) by peak
fitting. For more details see Ref. [32].

In contrast to the incorporation of Se described previously, volatile compounds
can also evaporate off the sample during reactive annealing processes. This can
cause a major problem for the development of reliable film growth processes, and
therefore quantitative knowledge of the dependency of the compound evapora-
tion on the process conditions is desirable. A well-known example is the loss of
Sn during synthesis of kesterite-type Cu2ZnSnS4 and its relatives, which are used
as absorber layers in thin-film solar cells [45]. EDXRD/XRF has been proven to be
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well suitable to study the dynamics of the Sn loss – detected by intensity changes
of the Sn-Kα signals – and its interplay with phase formations during a wide range
of process conditions [42].

16.3.2.3 Analysis of the depth distribution of phases with combined EDXRD/XRF
In the previously described examples, the intensity increase or decrease of the
fluorescence signals is taken as a qualitative measure for the incorporation or loss
of elements into or off the thin film. However, with a shallow incidence and/or
exit angle, the fluorescence intensities are additionally influenced by the depth
distributions of the elements inside the film due to the attenuation of incidence
and fluorescence radiation in the sample. Therefore, fluorescence signal intensi-
ties contain information about depth distributions as a function of time. This is
demonstrated in the example shown in Figure 16.4: The dots present Cu fluo-
rescence intensities recorded during the second stage of a CuInSe2 three-stage
process, in which Cu and Se are deposited with a constant rate. In this graph the
solid and dashed lines present simulated fluorescence intensities resulting from
different depth distribution models [46]. In the beginning of the Cu–Se deposi-
tion, the increase of the measured Cu fluorescence intensity can be explained by
a homogeneous incorporation of Cu into the Cu–In–Se film. However, at a Cu
concentration near the CuInSe2 stoichiometry, the slope of the measured fluo-
rescence intensity suddenly becomes steeper, even though the deposition rate did
not change. This increase can be explained with a growing Cu2Se layer positioned
on top of a CuInSe2 layer (dashed line), whereas the model for homogeneous Cu
incorporation clearly fails here (solid line). Hence, while diffraction shows that
Cu2Se forms somewhere in the film, the analysis of the Cu fluorescence intensity
reveals the position of the Cu2Se phase within the film. Using a double-detector
setup for EDXRD/XRF, the segregation of Cu2Se can be precisely correlated with
relaxation of lateral stress, grain growth, and texture changes [47].
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More complex depth profile evolutions, for example, during the chalcogeniza-
tion of metallic precursors, can be resolved by taking into account several fluo-
rescence signals for the comparison between modeling and measurement. A sim-
ple parameterization of the depth distributions – where the knowledge of phase
formation gained from the simultaneously measured Bragg reflexes are taken as
additional constrains – can been used to obtain qualitative in situ information
about depth distributions and diffusion coefficients. The method has been applied
to analyze depth distributions and diffusion parameters during sulfurization of
Cu–In precursors [43]. The resolution of the method can be increased by using
more than one detector to simultaneously measure fluorescence signals under dif-
ferent exit angles or in future possibly even by the usage of energy-dispersive area
detectors.

16.4
Light Scattering and Reflection

16.4.1
LLS: Laser-Light Scattering

The measurement of the diffusively scattered light during thin-film growth is a
very simple real-time in situ method. Light scattering, earlier introduced to assess
surface finishes of metal films [48], has been used to monitor the growth of vari-
ous semiconductors [49–53]. It can give information on film thickness, roughness,
and even phase transitions. The reflectivity, that is, the intensity of diffusively scat-
tered light, is measured at an angle (far) off the specular direction. In this way, the
method can only be used for rough or structured surfaces. A typical LLS experi-
mental configuration uses zenith anglesΘ of 20–30∘ for both the incident (Θi) and
scattered light (Θs). In order to avoid specular reflection, the difference between
the azimuth angles 𝜑i,s should be below 180∘ (see Figure 16.5a) [54]. A laser with a
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Figure 16.5 Sketches of different measure-
ment geometries for LLS. (a) Angles at the
stationary substrate. (b) Entrance and exit
ports for measurement in a cassette. (c) and
(d) Principle of scanning LLS to detect the
entrance into the Cu-rich growth regime in
an in-line deposition system. The substrate

moves in direction of the arrow in (c). The
laser scans along angle 𝛽 while the detector
is at a fixed position (not shown). At a cer-
tain angle 𝛽s(1), the laser hits the stoichiom-
etry point s(1). As a result, the LLS signal
varies as shown in (d) at the angle 𝛽s(1) in an
intensity versus angle plot.
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Figure 16.6 LLS transient of CuInS2 epitaxial growth
on Si(111) with Cu-poor composition. Substrate tem-
perature was 400 ∘C and deposition rate 1.5 Å/s.
Diode laser irradiation (633 nm) was operated at
0.5 mW. The reflected intensity measured by a pho-
tomultiplier at 𝜑i −𝜑s = 32∘ with respect to the spec-
ular beam. For further details see Ref. [57].

wavelength of 635 nm and roughly 1 mW CW power is typically appropriate. Also
an infrared laser [55] or a white-light source [56] may be used. The detector can
be a semiconductor diode covered with one or more interference filters to block
stray light in the chamber. The use of the lock-in technique is recommended. The
window ports may be heated in order to avoid absorbance from window deposits.

The intensity of scattered light from a film surface depends on the optoelec-
tronic and morphological properties of the film, and often a combination of effects
renders a clear assignment difficult. Therefore, empirical observations rather than
analytical evaluations may be the basis for the application of this method for in situ
monitoring. Nevertheless, the optical effects can sometimes be narrowed down to
a particular event during film growth as will be shown later. A more comprehen-
sive discussion of physical effects influencing the intensity of the scattered laser
light can be found in Ref. [53].

In situ LLS basically is a dynamical method which detects the varying scattering
power of the growing film. The simplest example is molecular beam epitaxy where
the fluxes from evaporation sources are constant in time as in Figure 16.6. Here,
a continuous signal increase is caused by film roughness increments where the
size of surface features is less than the laser wavelength (633 nm). In addition, if
interference fringes are observed, they can be used to monitor the increase in film
thickness.

16.4.1.1 Example: Cu(In,Ga)Se2 Three-Stage Process
A more complicated example is the growth using a follow-up of different growth
phases. Again, we choose the example of the three-stage process for Cu(In,Ga)Se2
growth by coevaporation with its different Cu–In–Ga flux sequences as described
in Section 16.3.1. As explained there, the composition of the film varies during
growth, and there is a period of excess Cu which leads to the formation of the
secondary phase Cu2Se [58]. In order to control a three-stage deposition process,
we need to know the following:

• Thickness of the (In,Ga)xSey film at the end of stage I
• Ga/In ratio of the (In,Ga)xSey film at the end of stage I
• Time or position of Cu-poor→Cu-rich transition within stage II (s1)
• Time or position of Cu-rich→Cu-poor transition within stage III (s2)
• Cu/IIIfinal ratio at the end of stage 3
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Figure 16.7 LLS transients during the growth
of CIGS films within the three-stage process
on glass substrate and on metal foil. Sub-
strates are covered with Mo back contacts.
Ga/III= 0.3 in final film. Substrate temper-
atures stage I (300 ∘C) and stages II and III

(550 ∘C). Labels e(1)–e(3) mark the end of
stages 1–3. Stoichiometry points s(1) mark
the entrance into a Cu-rich growth regime.
Stoichiometry point s(2) is only visible for the
glass substrate and marks the exit from the
Cu-rich growth regime.

Figure 16.7 gives the LLS transients of three-stage processes using glass and
metal substrates. The layer thickness at e(1) (end of stage I) can be calculated from
the number of interference fringes occurring between the start and e(1), provided
that the Ga/In flux ratio is known. The thickness increase for one interference
period is

Δd = 𝜆

2

⎛⎜⎜⎝ 1
n

cosΘ′
i
+ tanΘ′

i sinΘs sin
(
90 − 𝜙i + 𝜙s

)⎞⎟⎟⎠ , (16.2)

where n is the refractive index of the (In,Ga)xSey film, Θi,s and 𝜑i,s are
the zenith and azimuth angles of the incident and scattered light, and
Θ′

i = arcsin(n−1 sin(Θi)). For the film on glass, the amplitude of the interfer-
ence oscillations increases with roughness but decreases with time. For the film
on the metal substrate, the rough substrate leads to scattering from the start of
the deposition. Here, the damping is dominant. As the band gap of (In,Ga)xSey
increases with the Ga/In ratio, use of multiple light sources or even spectroscopic
white-light scattering allows access to the Ga/In ratio by evaluating the damping
of the interference fringes for different wavelengths (see next section on WLR).
Another way to control the Ga/In ratio is to use multiple phases of In–Se and
Ga–Se deposition, the length of which are determined by the interference
periods. This procedure has successfully been used to achieve CIGS solar-cell
efficiencies close to 19% [59]. It may, however, not be suitable for production.
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The time of the Cu-poor to Cu-rich transition (s(1) in Figure 16.7) can be recog-
nized from a step or peak [56] in the LLS transient. The particular type of the LLS
feature (step or peak) at s(1) depends on the reflection geometry, laser wavelength,
and process details. The optical constants of CuxSe differ from those of CIGS,
and at s(1), the LLS signal increases due to the increased scattering from small
CuxSe crystallites formed on the surface [56]. Figure 16.7 reveals that if the same
deposition process is performed in the same deposition chamber but on different
substrates, the s(1) LLS features are very similar. Knowing the time differences
tp2 = ts(1) − te(1) and tr2 = te(2) −ts(1) and verifying a constant Cu–Se deposition rate
in stage II allow one to calculate the maximum Cu excess during film growth [60]
according to R2 =Cu/IIImax = 1+ tr2/tp2.

Knowing the second stoichiometric point of the three-stage process is also
important because it allows an estimation of the deposition rate in stage III and
therefore adjustment of the final Cu deficiency in the film. Figure 16.7, however,
already reveals that the s(2) transition is not always observable by LLS. For a
stationary substrate, here, thermometry is the more reliable method [4]. Knowing
the time interval tr3 = ts(2) − te(2) and tp3 = te(3) − ts(2) also allows determining
R3 =Cu/IIIfinal at the end of stage III according to

R3 =
R2

1 + tp3

tr3

(
1 − 1

R2

) (16.3)

if a constant flux of group III elements in the 3rd stage is assumed [60].

16.4.1.2 Further Multistage Applications
In the laboratory, LLS has been used to control the Se flux rate [4]. It is a very
useful technique if it comes to low temperature deposition of CIGS [61]. In par-
ticular, the failure of Cu diffusion during the 2nd stage of the three-stage process
can be detected [4]. White-light scattering using a CCD camera has been success-
fully tested [62]. The described methodology has also been used to monitor the
growth and detect endpoints during the preparation of Cu2ZnSnSe4 thin films by
coevaporation in multistage processes [36, 63].

16.4.1.3 In-Line Applications
We now turn to moving substrates. If a deposition process as in Figure 16.7 is
accomplished in an in-line deposition, the period of Cu-rich growth needs to be
detected. As there is an intensity step at s(1), we may be able to see a variation
of the LLS signal if the laser is scanned along the substrate. Thus, imagine that
the abscissa in Figure 16.7 is not the time but the position. Then s(1) would mark
a particular point on the substrate axis in the direction of the moving substrate.
LLS could be used to assess the process stability by requiring that the transition
s(1) should be constant in space. In practice, it was suggested to move the laser
across the substrate comparable to a bar code laser scanner [64]. The principle of
this method is shown in Figure 16.5c and d. A step in an intensity versus angle
plot would indicate the entrance into the Cu-rich growth regime and thus the
position s(1). During constant substrate movement and under the assumption of
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Figure 16.8 Example of scanning LLS for
the growth of Cu(In,Ga)Se2. The color rep-
resents the LLS intensity. On the abscissa is
the position on the substrate. Different scans
are plotted along the ordinate representing
different scan times, thus different locations

of the substrate in direction of the substrate
movement. Constancy of the color contrast
for the four substrates demonstrates the sta-
bility of the deposition process. (Reproduced
with kind permission of Dr Stefan Paetel.)

stable deposition parameters, this angle 𝛽s(1) will be constant in time. A shift of
the step in the LLS intensity toward smaller or larger 𝛽 would indicate a change
in the deposition rate (e.g., of the Cu source) and could be used as a control sig-
nal for the Cu source controller. Thus, stage 2 could be controlled. The technique
has been realized in-line in a pilot Cu(In,Ga)Se2 deposition line at ZSW, Ger-
many [65]. Figure 16.8 shows an example of four substrates subsequently moving
through the zone of the Cu-poor => Cu-rich transition in a three-stage deposi-
tion chamber. The position of the transition is clearly visible and stable, demon-
strating the reliability of the LLS signal (and the deposition process). Using the
same technique on stage I and II of a three-stage process, interference oscillations
would be interpreted as due to the thickness at e(1) and would allow to control
stage I.

16.4.1.4 Example: Sulfurization of Cu-Rich Metallic Precursors in a Rapid Thermal
Process
Another example of LLS on stationary substrates is the reaction of metal films
with sulfur or selenium during chalcogenide film formation. In Figure 16.9a, the
characteristic LLS intensity variations are displayed. The dominating feature is
the transition between metallic reflection and semiconductor reflection with a
characteristic strong decrease in reflectance. But the LLS transients display more
features; combining the LLS intensity variations with structural information from
in situ XRD, it was possible to elucidate even phase transitions by LLS [57, 66].
The goal was to explore the method for production processes. In Figure 16.9b we
see the same principle process as in (a) but with a pilot production type sulfur-
ization furnace. Also here, the sulfurization process can be traced by in situ LLS.
There are strong similarities between the LLS transients from the lab process (a)
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Figure 16.9 Sulfurization of Cu-rich metal-
lic precursor layers, (a) in an experimental
setup connected to in situ X-ray diffraction
and (b) in a pilot line sulfurization chamber.
In (a), the sulfurization was performed in a
sulfur flux provided by a sulfur evaporation
source. XRD pattern is recorded simultane-
ously and the XRD peak intensities are evalu-
ated as a function of process time. Substrate

size was 5× 5 cm2. In (b), sulfurization was
performed in a sealed graphite box housing
elemental sulfur shots. The graphite box was
equipped with glass windows for entrance of
the laser beam and exit of the scattered light
as depicted in Figure 16.5b. Indicated tem-
peratures are nominal temperature readouts
not displaying the real substrate tempera-
ture. The substrate size was 30× 30 cm2.

and from the pilot production process (b). Accordingly, the sulfurization method
with LLS control has been used in the former Sulfurcell company.

16.4.2
WLR: White-Light Reflectometry

Within the method of WLR, the full spectrum of the specular optical reflection
from the growing film is analyzed. This allows obtaining absolute values for the
surface roughness and the deposition rate as well as for optoelectronic material
properties such as band gap and Urbach energy. Therefore, information extracted
from WLR data recorded during film growth can give detailed insight into the
evolution of the desired material properties and may serve to optimize or redesign
the growth process. However, compared to LLS, WLR requires the use of more
expansive equipment, as it requires a Si CCD and an InGaAs photodiode array.
The light source can be a simple halogen lamp.

The method described here is based on the analysis of the specular reflection
of white light from a semiconductor layer which grows onto an opaque reflect-
ing substrate, for example, Mo-coated soda-lime glass as currently used for most
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Figure 16.10 (a) Time development of the
reflection spectra during a three-stage CIGS
deposition process. (b) Isolated spectrum of
the specular reflection, recorded after cool
down of the sample to room temperature.
The solid gray line shows the experimental
data and the dashed line the fitted spec-
trum. From the different regions within the

spectrum, it is possible to extract the sur-
face roughness 𝜎RMS = 60 nm, layer thick-
ness dSC = 2.17 μm, minimum band gap
Eg = 1.09 eV, and Urbach energy EU = 48 meV.
Although this Urbach energy is higher than
typically reported in the literature, it is con-
sistent with values extracted from T/R mea-
surements for this sample.

thin-film solar cells or modules. An example is presented in Figure 16.10a, which
shows the time development of the reflection spectra during a three-stage CIGS
deposition process as explained already in detail previously. In Figure 16.10b, the
final reflection spectrum in the wavelength range of 700–1600 nm is depicted.
The spectrum originates from the interference between the light reflected at the
surface of the growing film and the surface of the metal substrate. Thus, the signal
intensity IWLR can be described by the sum of both waves, whose intensities are IS
and IM:

IWLR = IS + IM + 2
√

ISIM cos
[4𝜋dSCnSC (𝜆)

𝜆 cos(Θ)

]
+ Δ𝛿. (16.4)

Here, Θ is the angle to the substrate normal, dSC the layer thickness, nSC the
refractive index of the semiconducting layer, and Δ𝛿 = 𝜋 for the example of
CIGS/Mo.

Three wavelength regions within the spectrum are marked in Figure 16.10b.
From each region different information can be obtained. The wavelength region
corresponding to photon energies above the band gap, which is between 600 and
1000 nm in this example, is determined by the specular reflection of the surface, IS,
which depends on the refractive index and the surface roughness. Thus, this part
can be well described with the Fresnel equation combined with the scalar scat-
tering theory for rough surfaces [67, 68]. Assuming a nonwavelength-dependent
refractive index in this region, a fit to this part gives the refractive index and
the surface roughness value. Comparison to measurements obtained from atomic
force microscopy (AFM) shows a good correlation between the root mean square
(RMS) roughness values obtained from AFM and from the fit to the optical data.
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The second wavelength region is around the band-gap energy, which is between
1000 and 1300 nm in this example. The reflected signal in this region is strongly
influenced by the absorption of the growing film, which allows extracting the
absorption coefficient in this wavelength region. The envelope of the interfer-
ences is described by the prefactor of the cosine function in Equation 16.4,
2
√

ISIM. IS and IM depend on the refractive index, the surface roughness,
and the absorption coefficient. For a given refractive index, the absorption
coefficient can be extracted from the amplitude of the interference. In a first
approximation, the refractive index is used from the fit of the first region. From
the shape of the wavelength-dependent absorption coefficient, the optical band
gap and the Urbach energy can be extracted [69]. For graded semiconductors like
Cu(In,Ga)Se2, it is the minimum band gap which is obtained from the optical fit.

In order to calculate the absorption coefficient, the layer thickness is required.
This can be obtained from the interference extrema in the part of the spectrum
free of absorption losses. This is the third region in Figure 16.10b, which is between
1300 and 1700 nm in the given example. According to Equation 16.4, the interfer-
ence minima are located at wavelengths whose multiples are equal to the optical
path length, dSCnSC∕ cos(Θ), within the growing film. By using the refractive index
obtained from the subbandgap region as a first approximation, it is possible to
extract the film thickness from the separation of two minima. The in situ monitor-
ing of the thickness in real time thus also allows the calculation of the deposition
rate. As a last step, the whole spectrum can be fitted to the experimental data by
refining a parameterized wavelength dependence of the refractive index – which
was previously kept constant. With the newly obtained refractive index, nSC(𝜆),
the values for layer thickness, roughness, and absorption coefficient are recalcu-
lated. The process is repeated until convergence of the fit is achieved.

Care has to be taken for smooth films, since multiple reflections within the
growing film cannot be neglected in the analysis. To analyze smooth films with
RMS roughness values below 30 nm, it is recommended to extend the formalism
to multiple reflections. Further, if the thin film is grown on nonopaque layers like
transparent oxides or thick layers of MoSex (>10 nm), a multilayer system has to
be used. However, this makes the in situ data fitting more fragile.

The in situ determination of the properties obtained from WLR allows to control
and to adjust the minimum band gap during the deposition process. Further, by
knowing the Urbach energy, the process can be adjusted to minimize the Urbach
energy and therefore increase the electronic quality of the deposited film. A pro-
cess and quality control based on WLR is supposed to increase the reproducibility
and the quality of the deposition of complex semiconductors like CIGS in the
future. Further details about the method and the results of this method applied to
a CIGS three-stage process as well as the correlation with structural data obtained
from EDXRD are given in Ref. [70].

Spectral reflectometry has also been used in situ to determine the etch rate of
polycrystalline silicon thin films [71]. In principle, the use of a CCD camera com-
bined with adequate illumination and optics even enables the spectral imaging
of the sample’s reflectance [72]. In an in situ application, Urbanek et al. recorded
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reflectance images during the growth of silicon nitride and silicon oxide thin films
grown by ion beam sputtering and monitored the etching of thermally grown sili-
con oxide thin films using a monochromator to select different wavelengths from
a simple halogen lamp [73].

16.5
Summary

In the present chapter, we showed that detailed growth analysis and advanced
process control options motivate the use of in situ real-time characterization tech-
niques during the growth of semiconductor thin films. In the first section of the
chapter, a general overview of some of the most common real-time in situ char-
acterization techniques has been given with short explanations on the principles
and limitations of these techniques, providing further references for the interested
reader.

We provided several detailed examples of the use of X-ray-based techniques
and techniques based on light scattering/reflection for the characterization of the
growth of chalcopyrite thin films. Laboratory-based ADXRD was demonstrated
in the first example to be a powerful tool to monitor the complex phase transitions
during the three-stage coevaporation process. Based on synchrotron-based poly-
chromatic X-ray excitation and energy-dispersive detectors, EDXRD was used to
resolve fast reaction processes within seconds in the second example. Here, the
information on the crystalline phases from EDXRD could be correlated to com-
positional information from XRF detected simultaneously within the same ED
X-ray detector to yield a more detailed picture on Se incorporation and modeling
of depth profiles.

Light scattering has been introduced as a versatile tool to monitor phase changes
and thin-film thicknesses. The power of LLS in the detection of the phase transi-
tions during the CIGS growth (stoichiometric points in the coevaporation, phase
transitions in rapid thermal processes) could be demonstrated for application in
research and production. As last example, the method of WLR has been estab-
lished and shown to provide access to real-time monitoring of diverse sample
properties such as roughness, band gap, and Urbach energies.
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17
Raman Spectroscopy on Thin Films for Solar Cells
Jacobo Álvarez-García, Víctor Izquierdo-Roca, Paul Pistor, Thomas Schmid, and Alejandro
Pérez-Rodríguez

17.1
Introduction

In the present chapter, the capabilities of Raman spectroscopy for the advanced
characterization of thin films for solar cells are reviewed. Raman spectroscopy
is an optical nondestructive technique based on the inelastic scattering of
photons with elemental vibrational excitations in the material. The line shape
and position of the Raman bands are determined by the crystalline structure
and chemical composition of the measured samples, being sensitive to the
presence of crystalline defects, impurities, and strain. The presence of peak
characteristic of different phases also allows for the identification of secondary
phases that are strongly related to the growth and process conditions of the
films. All these aspects account for a strong interest in the analysis of the Raman
spectra, providing a powerful nondestructive analytical tool for the structural
and chemical assessment of the films. In addition, the combination of a Raman
spectrometer with an optical microscope also allows for achieving a high spatial
resolutions (of below 1 μm) when mapping surfaces and analyzing depth-resolved
phase distributions in thin films.

The present chapter is divided into four main sections: The two first ones are
devoted to a revision of the fundamentals of Raman spectroscopy (Section 17.2)
and vibrational modes in crystalline materials (Section 17.3). Section 17.4 deals
with the main experimental considerations involved in the design and imple-
mentation of a Raman scattering setup. This is followed by a detailed description
of the application of Raman scattering for the structural and chemicophysical
analysis of thin-film photovoltaic materials (Section 17.5), with the identification
of crystalline structure and secondary phases, evaluation of film crystallinity,
analysis of chemical composition of semiconductor alloys, and characterization
of nanocrystalline and amorphous layers, stress effects, and crystal orientations.
This includes the description of corresponding state-of-the-art and recent case
examples that illustrate the capabilities of the Raman technique for the advanced
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characterization of layers and process monitoring in thin-film photovoltaic
technologies.

17.2
Fundamentals of Raman Spectroscopy

Raman spectroscopy relies on the analysis of the electromagnetic radiation inelas-
tically scattered by a material. The macroscopic theory, introduced in this section,
provides a simple and consistent description of the underlying physical processes.
Nevertheless, in order to fully describe the light–matter interaction process, it
is necessary to take into account quantum mechanical considerations. A detailed
description of light-scattering theory can be found in Ref. [1]. Further detailed
information on the fundamentals of Raman scattering and its application for the
analysis of semiconductor materials is given in Refs [2–4].

Transmission, reflection, refraction, and absorption constitute the fundamental
processes that describe most of the photon–matter interactions. However, a small
fraction of light undergoes different interaction mechanisms resulting in the radi-
ation of electromagnetic energy. These processes are known as light scattering and
typically account for <1% of the photon–matter interactions. When a photon is
scattered by a medium, it may either retain its energy (elastic scattering) or lose
part of it (inelastic scattering).

In the case of the interactions between light and semiconducting materials,
light scattering is a straightforward consequence of the dielectric properties of
the medium. In the presence of an externally applied electric field, atoms within a
dielectric material redistribute their electrical charge, creating an internal electric
field (polarization), which tends to compensate the external field. In linear and
isotropic materials, the polarization response P⃗ is linear with the electric field of
the incoming radiation, according to

P⃗ = 𝜒 ⋅ E⃗I = 𝜒 ⋅ E⃗0
I ⋅ cos(k⃗I ⋅ r⃗ − 𝜔I ⋅ t). (17.1)

In this equation, E⃗0
I is the amplitude of the electric field from an electromagnetic

incident wave with wavevector k⃗I and frequency 𝜔I. The factor 𝜒 is the electri-
cal susceptibility of the medium and may be interpreted as the density of electric
dipoles per unit volume, which is a characteristic of the material. When the applied
field is oscillating, such as the one associated with the electromagnetic radiation,
the induced polarization field is also time dependent, and therefore, according to
the basic electrodynamic theory, it radiates energy. Consequently, light scattering
may be interpreted as a result of the radiative processes associated with the exis-
tence of electric dipoles at the atomic scale, distributed throughout the material.

While the previous description provides a simple picture of elastic light scat-
tering, Raman scattering involving inelastic interactions requires a more accurate
analysis of the polarization mechanisms. Polarization is caused by the redistribu-
tion of charges within the atoms forming a solid. However, in a semiconducting
crystal at temperatures above 0 K, atoms do not occupy static positions, but they
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oscillate around their equilibrium positions with a characteristic frequency Ω.
Such periodic oscillations modulate the dielectric response of the medium, lead-
ing to the occurrence of radiative polarization fields oscillating at a frequency
different to the frequency of the external electric field.

To illustrate this argument mathematically, one may consider a perfect crystal
in which all the atoms are oscillating at a frequency Ω. Notice that for the sake of
simplicity, we will restrict this discussion to the analysis of a single collective oscil-
lation mode in a crystal (phonon), characterized by a frequency Ω and wavevector
q⃗ – in a more general approach, an expansion in terms of Fourier components may
be considered. Under these assumptions, the amplitude of the oscillations of an
atom in the crystal may be expressed as

X⃗(r⃗, t) = X⃗0(q, t) ⋅ cos(q⃗•r⃗ − Ω ⋅ t). (17.2)

In terms of this frequency-dependent amplitude, the susceptibility of the crystal
can be expressed as a first-order Taylor expansion:

𝜒(q⃗,Ω) = 𝜒0 +
(

∂𝜒
∂Xj

)
⋅ Xj(q⃗,Ω). (17.3)

In the previous expression, the index j runs over the three crystallographic direc-
tions. Using Equations 17.1 and 17.3 and basic trigonometric relations, the polar-
ization vector may be expressed as

P⃗ =𝜒 ⋅ E⃗0
I cos(k⃗I ⋅ r⃗ − 𝜔I ⋅ t) +

(
∂𝜒
∂Xj

)
⋅ Xj(q⃗,Ω) ⋅ E⃗0

I ⋅ cos(k⃗AS ⋅ r⃗ − 𝜔AS ⋅ t)

+
(

∂𝜒
∂Xj

)
⋅ Xj(q⃗,Ω) ⋅ E⃗0

I ⋅ cos(k⃗S ⋅ r⃗ − 𝜔S ⋅ t), (17.4)

where

k⃗S = k⃗I − q⃗ 𝜔S = 𝜔I − Ω

k⃗AS = k⃗I + q⃗ 𝜔AS = 𝜔I − Ω. (17.5)

The first term of Equation 17.4 corresponds to a wave equation with the
same frequency and wavevector as the incoming field (zero-order term) and is
responsible for the elastic contribution to the scattering radiation, sometimes
called Rayleigh scattering. The second and third terms in Equation 17.4 contain
a factor proportional to the first derivative of the susceptibility and account for
the two terms responsible for the Raman scattering processes. This factor makes
the inelastic contribution much less intense than the elastic term. Typically, the
Raman scattering intensity is 106 –109 times less intense than the Rayleigh signal.

On the other hand, it is worth to notice that the Raman scattering signal consists
of two contributions, symmetrically shifted in frequency with respect to the fre-
quency of the excitation light 𝜔I. The magnitude of this shift (𝜔), known as Raman
shift, is directly equal to the vibration frequency of the crystal (Ω). The Raman shift
is usually expressed as a wavenumber (inverse wavelength), and it is related to the
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Figure 17.1 Scattering spectrum of crys-
talline Si showing two inelastic contribu-
tions shifted to higher (anti-Stokes) and
lower (Stokes) energy. The energy shift is
the energy of the phonon involved in the

photon–phonon interaction. The observed
peak corresponds to a triple-degenerate
phonon band at 520 cm−1, as described in
Section 8.3.

excitation (𝜆I) and scattered (𝜆scatt) wavelengths by

𝜔 (cm−1) = 1
𝜆scatt(cm)

− 1
𝜆I(cm)

. (17.6)

For practical analytical purposes, the information provided by the two inelas-
tic contributions is redundant, and usually only the low-frequency signal (Stokes
component) is analyzed, since its intensity is higher than the high-frequency com-
ponent (anti-Stokes band), as shown in Figure 17.1. Normally, Raman spectra are
plotted as function of the absolute value of the Raman shift.

The frequency, intensity, and bandshape of the Raman bands provide useful
information in relation to the way in which atoms vibrate in a crystalline lattice.
These parameters, in turn, indirectly depend on a number of physical and chemical
factors, including the chemical composition and crystallographic structure of the
material and the presence of impurities, stress, or crystalline defects. Such inter-
dependence between the Raman spectra and different physical properties allows
inferring basic material properties based on the analysis of the spectra and con-
stitutes the fundamentals of the technique.

17.3
Vibrational Modes in Crystalline Materials

In the previous section, we had assumed a simplified case in which all the atoms
in a crystal oscillate at a unique frequency. However, in real crystals, the lattice
dynamics is characterized by the existence of multiple collective oscillation
modes (phonons), which can be described in terms of their frequency (Ω) and
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wavevector (q⃗) [5]. As a result, the band structure of Raman spectra of real mate-
rials is usually complex, particularly in those cases in which the crystal symmetry
is low. Nevertheless, there exists an important restriction that must be taken into
account, which significantly reduces the complexity of the Raman spectra. In a
perfect crystalline material, any inelastic photon–phonon interaction must fulfill
two fundamental relations, given by Equation 17. A first relation stands for the
energy conservation law, which requires that the energy balance in the scattering
process must be properly preserved. Likewise, the conservation of the crystalline
quasimomentum requires also that the difference between the wavevectors of the
scattered and incoming photon must be equal to ±q⃗ (wavevector of the phonon
involved in the scattering process). Furthermore, since the energy of visible
photons is about three orders of magnitude greater than the typical energy of
lattice oscillations, inelastic scattering at practical experimental conditions occurs
without a significant change of the photon energy and, accordingly, without any
substantial change in its wavevector module. Consequently, the conservation
of the crystalline quasimomentum requires that phonons involved in inelastic
scattering processes must have a wavevector module close to zero: |q⃗| = 0.
According to these conservation laws, the Stokes process can be interpreted as
the process of creation of a phonon with frequency (Ω) and wavevector (q⃗) by
the incident photon, resulting in a scattered photon with lower energy, while
the anti-Stokes process would correspond to the annihilation of a phonon with
frequency (Ω) and wavevector (q⃗) by the incident photon, resulting in a scattered
photon with higher energy.

The previous argument related to the energy and quasimomentum conserva-
tion laws allows predicting the number of optically active bands for any given
crystalline structure. Raman active phonons correspond necessarily to long-wave
oscillation modes (or zone-center phonons, in relation to their position in the Bril-
louin zone), which involve the in-phase displacement of all the equivalent atomic
positions in the crystal. Therefore, the number of optical vibrational modes in
three-dimensional crystalline structures is always 3(N − 3), where N is the num-
ber of atoms in the crystal base (notice that this formula takes into account the
fact that three normal modes necessarily correspond to pure translations in the
crystal).

At this point, it is worth to mention that the symmetry characteristics of a
particular crystalline structure may lead to additional restrictions in the charac-
teristics of the Raman spectrum. A first restriction deals with the fact that some
of the optically active modes may be symmetrically equivalent, thus leading to
Raman modes with the same frequency. When this happens, the corresponding
Raman mode is said to be degenerated. On the other hand, a second noticeable
particularity of some lattice vibrations is their lack of Raman activity. Non-Raman
active modes necessarily involve the displacement of atoms in the lattice in such a
way that the terms in the derivative of the electrical susceptibility are null or they
cancel each other. From Equation 17.4, it is clear that under this condition, the
Raman intensity is zero.
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In order to illustrate the concepts described in the previous paragraphs, we
shall consider now the crystalline structure of Si as a practical example. Si crys-
tallizes in a diamond-like face-centered cubic structure, in which two Si atoms
occupy the nodes of the crystal unit cell, at positions given by u⃗1 = (0, 0, 0) and
u⃗2 = (1∕4, 1∕4, 1∕4) (space group Fd3m). Therefore, one may expect three Raman
active phonons for this structure, which in principle may occur at different fre-
quencies. In this case, due to the high symmetry characteristics of the Si structure,
the frequency of these three active modes is the same (the mode is said to be triple
degenerated), and therefore, one single band is observed in the (Stokes) Raman
spectrum of crystalline Si, as shown in Figure 17.1.

The previous simple example already reveals that a complete comprehension
of the Raman spectrum of a material necessarily requires a detailed analysis of
the symmetry properties of the crystal structure. Nevertheless, in addition to the
previous considerations, it must be taken into account also the fact that in polar
oscillation modes (those involving an asymmetric displacement of ions in the lat-
tice, which result in a net electric field over the crystal), the photon–phonon
coupling results in a splitting of the phonons with propagation vector parallel
(longitudinal) and perpendicular (transverse) to the electric field. Such splitting
is known as LO–TO splitting, and from a practical point of view, it results in
the occurrence of two bands in the spectrum for each polar mode, occurring at
different frequencies. As a representative example of LO–TO splitting, we may
consider the case of the GaAs crystal. The crystalline structure of GaAs is essen-
tially the same as the one of Si, replacing each of the two atoms in the atomic base
by one atom of Ga and As. Though this modification results in a different symme-
try space group (F43m), it is possible to show that the three optical modes in this
crystalline structure are also degenerated. However, unlike in the case of the Si
crystalline structure, these modes involve the displacement of ions with different
charges, which results in a net electric field (polar modes) that is responsible for
the LO–TO splitting of the mode. The experimentally measured frequencies for
these two bands are 268 and 292 cm−1, corresponding to the TO and LO modes,
respectively.

17.4
Experimental Considerations

From the experimental point of view, Raman spectroscopic measurements
require a relatively simple setup, consisting of a laser source, focusing and col-
lection optics, and a sensitive spectrophotometer. Figure 17.2 shows a schematic
diagram of the experimental setup required for these measurements. From the
different elements constituting the system, the spectrometer unit is the most
critical one.

The following subsections intend to introduce the most important considera-
tions in the selection of an adequate Raman setup.
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Figure 17.2 Schematic diagram of Raman scattering experimental setup.

17.4.1
Laser Source

Continuous gas lasers with powers ranging from some tens of milliwatt to a
few watts have been traditionally used as light sources in Raman spectroscopy.
Recently, highly temperature-stabilized solid-state lasers have also become a
good alternative to conventional gas lasers.

17.4.1.1 Laser Power
Since the intensity of the Raman signal linearly increases with laser power, in order
to reduce data acquisition times, the incident laser power should be kept as high as
possible. However, increased laser power also means severing the thermal impact
on the sample.

Even at moderate laser powers, thermal effects may cause subtle changes in the
spectra, which may lead to wrong interpretations of the spectra. Asymmetric band
broadening and redshift of the Raman bands are usually the first observable ther-
mal effects. The impact of sample warming is difficult to predict a priori, as it
depends on spot size, thermal stability, thermal conductivity, and heat capacity of
the measured sample. It is therefore of most importance to determine the thresh-
old below which spectral changes due to heating of the sample can be excluded
for every new material measured with Raman in a dedicated power series, as this
threshold can vary in a quite wide range depending on the setup and sample.

Thermal effects can be especially important when working with a micro-Raman
configuration, because, in this case, the incident excitation power is concentrated
in a very small (micrometric) volume, which can lead to very high power densities.
Apart from reversible effects on the spectra due to a simple warming of the sample,
high power densities may easily cause severe irreversible thermal damages to the
sample (bear in mind that a typical power of 10 mW on a spot of 100 μm diameter
is related to a power density of roughly 100 W/cm2).

An instructive example for irreversible thermal damages is given by the analysis
of organic–inorganic lead halide perovskites such as the methylammonium
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Figure 17.3 Raman spectra measured on a MAPbI3 sample with different times of exposure
to the excitation laser and different power excitation densities (𝜆ex = 532 nm). Measurements
were made with the sample encapsulated in an Ar ambient.

(CH3NH3 or MA) lead halide CH3NH3PbI3. In Figure 17.3, an example for
laser-induced degradations of MAPbI3 films is given. Here, in order to avoid
humidity-induced degradation, the sample was measured in a dry Ar atmosphere.
Under standard excitation with a green laser (514 nm/532 nm) and a low power
density (≤26 W/cm2), the Raman spectrum of MAPBI3 is characterized by stable
broadbands centered at 106 and 250 cm−1 (Figure 17.3a). However, for increased
power density of ≥260 W/cm2, the Raman spectrum starts to show a clear
time-dependent behavior (Figure 17.3b). For an excitation time below 5 min,
the Raman features correspond to those measured under low power density
excitation. After 5–20 min, the broadband centered at 106 cm−1 increases in
intensity in comparison with that centered at 250 cm−1, and new bands close to
97 and 109 cm−1 appear with increasing intensities. These two bands correspond
to the reported main PbI2 Raman peaks [6]. This evolution can be interpreted
as a laser-induced thermal decomposition of the perovskite layer into lead
iodine. If the power density is further increased to 1300 W/cm2, it becomes
impossible to measure the pristine perovskite layer, as the decomposition occurs
within seconds (Figure 17.3c). While the case of sensible materials such MAPbI3
is an extreme example, it is important to exclude thermal effects observed
in Raman measurements of all kinds of materials as these easily may lead to
misinterpretation of the obtained data.

17.4.1.2 Laser Wavelength

Inelastic Raman scattering occurs regardless of the excitation wavelength. In this
sense, laser wavelength is not a critical parameter in many applications. Nev-
ertheless, some considerations should be kept in mind when selecting a proper
wavelength. First, the Raman cross section increases with a𝜔4

I factor. Thus, shorter
wavelengths are normally expected to yield better Raman signals. However, this
is not always the case due to the fact that the Raman scattering intensity is also
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proportional to the scattering volume, which normally decreases exponentially
with light frequency due to light absorption. Therefore, light penetration is a rel-
evant factor, which has not only an impact on the Raman intensity but also on the
volume probed by the measurement. This is interesting in the analysis of semi-
conductors with high optical absorption in the visible region, as those involved in
thin-film solar cells: In this case the direct comparison of spectra measured with
different excitation wavelengths (and, hence, with different penetration depths of
the scattered volume) provides a simple procedure to analyze the in-depth homo-
geneity of the layers, even if this is normally achieved at an estimative low depth
resolution level. On the other hand, as a consequence of the dependence of the
light absorption on the excitation wavelength, the thermal impact of the Raman
measurements will also depend on the excitation wavelength. This implies the
need to analyze the potential presence of thermal effects in the spectra for each of
the excitation wavelengths used in the measurements.

A second consideration in relation to the selection of the laser wavelength deals
with the possible existence of resonant Raman effects [7]. Resonance occurs when
the excitation wavelength matches (or is close to, in the preresonant case) the
energy of an electronic transition in the material. This coupling leads to a strong
enhancement of the intensity of the Raman peaks, mainly in the case of those cor-
responding to LO modes. In the case of semiconductors, these effects take place
mainly when the excitation energy approaches that of the optical band gap. Tuning
the excitation photon energy to this value allows to obtain a selective enhance-
ment of the Raman peaks related to a specific phase in the sample, and this can be
applied for the high sensitivity detection of secondary phases, as will be described
in Section 17.5.1. Finally, it is worth to mention that near-infrared (NIR) or ultravi-
olet (UV) excitation wavelengths may be a particularly adequate choice in cases in
which, under visible excitation light, the Raman signal cannot be resolved due to
the existence of a strong background fluorescence signal. In those cases, the use
of excitation wavelengths far away from the electronic absorption bands of the
material (as those at NIR or UV regions) constitutes an effective means to reduce
background fluorescence.

17.4.2
Light Collection and Focusing Optics

In many cases, Raman spectra are acquired within the so-called backscattering
configuration, in which the light scattered at 180∘ with respect to the incident
laser beam is analyzed. Optical systems based either on conventional optical dis-
crete elements or fiber optics are used for light-focusing and collection purposes,
commonly in conjunction with beam splitting optics.

17.4.2.1 Raman Microscopy
As Raman spectroscopy is most often performed in the visible or NIR spectral
range, combination with optical microscopy is straightforward, and in recent
years Raman spectroscopy in general has gained interest with the commercial
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Figure 17.4 Schematic setup of a Raman microscope.

availability of Raman microscopes (also known as Raman microprobes).
Figure 17.4 depicts the general principle of a Raman microscope [8]. Indeed,
there are several different types of Raman microscopes available, including
inverted and upright microscopes. Here, the upright configuration is shown,
which is most commonly used for the investigation of thin-film solar-cell
materials.

A microscope objective lens is employed for both focusing of laser light onto a
specimen and collection of the light backscattered by the sample. The collected
light passes notch or edge filters (in some configurations working as 45∘ beam
splitters) for rejection of the reflected or elastically (Rayleigh) scattered light. Typ-
ically, a grating-based spectrometer disperses the light and projects it onto a CCD
camera. Most commercially available micro-Raman setups include spatial filter-
ing of the collected light by the principle of confocal microscopy, where the typical
approach is to place an adjustable pinhole in front of the spectrometer entrance
to reject out-of-focus contributions to the signal. Also available are alternative
approaches that, for example, use arrays of apertures and slits that can be inserted
individually into the beam [9] or a spectrometer entrance slit for spatial filtering
in one dimension and binning of only a few rows on the CCD for spatial filtering
in the perpendicular direction [10].

Raman microscopes most often allow sample observation by white-light
microscopy and specific choice of the measurement spot on the micrometer
scale. Furthermore, Raman microscopes are equipped with mirrors for scanning
the laser beam over the sample and/or sample-scanning stages for movement of
the sample through the laser focus. Both cases allow raster scanning of samples
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with collection of the full spectroscopic information in every pixel [9]. Thus,
a Raman spectroscopic mapping experiment yields a data cube that is defined
by the x and y coordinates and the wavenumber axis of the Raman spectra, in
which each element contains the Raman intensity at a specific sample position
and wavenumber. Data processing software can extract distributions of, for
example, intensities of selected marker bands or wavenumber positions of bands,
which are spectroscopic images (sometimes also termed chemical images) of the
sample reflecting the distributions of chemical constituents or physicochemical
properties.

17.4.2.2 Spatial Resolution
According to Abbe [11] and Rayleigh [12], the resolution of optical focusing
systems is limited by optical diffraction and depends on the numerical aperture
(N.A.) of the focusing element and the wavelength of light. The N.A. is a measure
for the focusing angle and is defined by

N.A. = n sin 𝜃. (17.7)

Here, n represents the refractive index of the medium between the objective
front lens and the specimen and 𝜃 is the half-angle of the maximum cone of
light that can enter or exit the lens. The latter depends on the focal length and
diameter of the lens. By definition, a lens working in air can theoretically reach a
maximum N.A. of 1. For practical reasons, the corresponding focusing angle of
180∘ can only be reached by parabolic mirrors [13]. With immersion objectives,
higher N.A. are accessible (e.g., water, n= 1.33; modern synthetic immersion oils,
n≤ 1.6). Together with the magnification, the N.A. is usually indicated on the
housing of the objective.

According to the Rayleigh criterion [12], the resolution R of an optical sys-
tem – defined as the minimum distance of two objects allowing to identify them
as two barely separated (but overlapping) objects – is 0.61 times the ratio of wave-
length 𝜆 and N.A:

R = 0.61 𝜆

N.A.

. (17.8)

As a rule of thumb, the diffraction-limited lateral resolution of a system is on the
order of 𝜆/2 when working with immersion objective lenses (assuming N.A.≈ 1.2)
and on the order of 𝜆 when working with air objectives (assuming N.A.≈ 0.6).
This relates to lateral resolutions in the visible spectral range from approximately
200 nm to >1 μm. To our experience, a typical value in the investigation of thin-
film solar-cell materials is 400 nm (𝜆= 632.8 nm, 100×/N.A.= 0.9 air objective
lens). Note that this is the distance allowing to barely identify two overlapping
Airy disks of two light-scattering microscopic (or nanoscopic) objects, which cor-
responds to approximately the full width at half maximum (FWHM) of the Airy
disk. The focus diameter – if defined as the distance between the first intensity
minima on both sides of the Airy disk maximum – is approximately twice this
number.
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As the laser focus in transparent media is much less confined in the axial (i.e., z)
direction than in lateral (i.e., x and y) directions, the depth resolution of a Raman
microscope can be on the order of several tens of micrometers when working
with open pinhole aperture. By lowering the confocal pinhole diameter from, for
example, 1 mm (open pinhole) down to few tens of micrometers, the depth res-
olution can be improved down to 1–6 μm [8, 14]. Indeed, signal intensities are
reduced by closing the pinhole. As in thin-film solar-cell absorbers the optical
penetration depth δ is much smaller than the confocal resolution, the axial mea-
surement spot size is limited by δ, which is defined as the distance over which the
incoming light intensity is reduced to 1/e≈ 37% of its initial value. For example,
the optical penetration depth in CuInSe2 is approximately 70 nm, due to its high
absorption coefficient of approximately 150 000 cm−1 in the visible range around
𝜆= 600 nm [15]. Thus, in this material only approximately the top 100 nm layer
contributes to the Raman signal.

Optical microscopy techniques which break the diffraction limit can reach
higher spatial resolutions. In tip-enhanced Raman spectroscopy (TERS), a sharp
silver or gold tip with radius at the apex on the order of only 10 nm is introduced
into the laser focus [16]. Such tips can enhance the Raman signal within their
optical near field by some orders of magnitude due to plasmonic and other
enhancement effects known from surface-enhanced Raman scattering (SERS).
In typical alignments of such experiments, the normal (far-field) Raman signal
can be neglected, and thus, the lateral (and depth) resolution of this technique
is on the order of only 10 nm. Even though “TERS-ready” instruments start to
become commercially available, this technique is still performed in specialized
research labs only and is not employed for routine analysis. As an example for
TERS imaging of solar-cell materials, we would like to mention the pioneering
work of Zhang et al. on organic solar cells [17, 18].

17.4.3
Spectroscopic Module

Due to the narrow bandwidth of the Raman bands, particularly in the case
of semiconducting materials, high spectral resolution (wavelength resolution
Δ𝜆< 0.1 nm) is desirable. Besides, the low intensity of the Raman signal requires
the use of sensitive CCD detectors, which are usually actively cooled to minimize
dark current noise. The excellent performance of currently available multichannel
CCD detectors makes them the preferred choice for most applications in front of
photomultiplier-based systems, which require using scanning monochromators.

Special attention should be paid to the performance of the selected optical sys-
tem in terms of stray light rejection. Since the Raman bands appear at spectral
positions relatively close to the much more intense laser excitation light, stray light
must be necessarily considered. For this reason, double or triple grating spectrom-
eters are often the best choice for laboratory systems. In the case of single grating
spectrometers, it is necessary to use a Rayleigh rejection filter in order to minimize
the intensity of the laser light directly going into the spectrometer.
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17.5
Characterization of Thin-Film Photovoltaic Materials

17.5.1
Identification of Crystalline Structures

As earlier discussed, bands in the Raman spectra of thin-film crystalline materials
essentially provide the phonon energy of the zone-center phonons in the corre-
sponding crystalline structure. The analysis of the frequency and number of bands
in the spectra allows determining the crystalline structures present in the film.
However, unlike with other techniques such as X-ray diffraction (XRD), simula-
tion techniques for predicting the Raman spectrum of a given material are signif-
icantly complex, and more often, crystalline structure and phase identification is
accomplished by comparing the spectra with data from reference materials. In any
case, in order to avoid wrong interpretations of the spectra, it is always desirable
to analyze cautiously the reference spectrum of the material under investigation.
Once this is done, Raman spectroscopy can be effectively used to investigate the
crystallographic properties of thin-film materials, providing useful information
on the existence of secondary phases with a submicron spatial resolution. Even
though the required integration time depends on the experimental setup, the film
characteristics, and the type of analysis to be performed, in general it is possible to
perform a measurement within a few seconds to a few minutes. Moreover, when
combined with a motorized stage, the technique can be used in order to make a
chemical mapping of the surface of the film (Raman mapping).

We shall now introduce the potential of Raman spectroscopy as an analytical
tool by considering a particular example in some detail. We will discuss the case
of the chalcopyrite-type structure, which is characteristic of many thin-film pho-
tovoltaic materials, including CuInSe2, CuInS2, CuGaSe2, and related alloys [19,
20]. From the crystallographic point of view, the chalcopyrite-type structure is
significantly more complex than type IV or III–V materials, and correspondingly,
the Raman spectrum reflects the existence of more modes in which atoms in the
lattice can oscillate. The unit cell in the chalcopyrite-type structure is occupied
by two formula units, leading to a total of 21 vibrational modes. These modes are
classified according to the symmetry of the atomic displacements and expressed
in group theory notation as

𝛤opt = A1 ⊕ 2A2 ⊕ 3B1 ⊕ 3B2 ⊕ 6E. (17.9)

Equation 17.9 is interpreted in the following way. The zone-center phonon spec-
trum in the chalcopyrite-type structure contains one A1 symmetry mode, two
A2 modes, and so on. By convention, double-degenerate modes are designed by
the letter E, while letters A and B are reserved to totally symmetric and anti-
symmetric nondegenerate vibrational modes, respectively. Therefore, in this case,
the 21 vibrational modes are grouped into 9 nondegenerate modes and 6 double-
degenerate modes. By analyzing in more detail the symmetry of each vibration, it
can be shown that the two A2 modes are not active by Raman, while B2 and E type
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Figure 17.5 Raman spectrum of a CuInS2 film, showing characteristic chalcopyrite-type
Raman bands.

modes involve polar displacements, resulting in LO–TO splitting of these modes.
The experimental Raman spectrum of a representative chalcopyrite compound,
CuInS2, is shown in Figure 17.5.

The spectrum of CuInS2 is characterized by a dominant band at 290 cm−1, cor-
responding to the A1 symmetry phonon mode. This is in fact a common char-
acteristic to all chalcopyrite-type materials, for which the A1 mode involves only
the displacement of the lighter anions while the heavier cations remain at rest,
yielding higher scattering intensity. On the other hand, due to the relatively poor
intensity of the other bands and the fact that they overlap, their identification nec-
essarily requires a more accurate spectral analysis based on the use of polarized
light and special light excitation/collection geometries. In this way, it is possi-
ble to figure out particular experimental configurations in which Raman scat-
tering is only allowed for selected symmetry phonons. The dependence of the
scattering intensity with the polarization and the scattering geometry is a con-
sequence of the symmetry characteristics of the derivative susceptibility tensor
and gives rise to configurations in which certain symmetry-type phonons are for-
bidden (selection rules). Even though these methodologies are extremely useful
for fundamental studies, they have limited applicability in the case of thin-film
polycrystalline materials, in which multiple randomly oriented crystals are excited
simultaneously.

Once the basic spectral properties of chalcopyrite-type materials have been
introduced, we will consider now the case of more complex structures in which
multiple crystalline phases may occur. Figure 17.6 shows the Raman spectrum
of a CuInSe2 precursor grown by electrodeposition. Single-step electrodepo-
sition of CuInSe2 followed by recrystallization under sulfurizing conditions
allows the fabrication of high crystalline quality CuIn(S,Se)2 absorbers [21].
Electrodeposition-based processes have interest because of their higher potential
to achieve a significant reduction in fabrication costs in relation to standard
physical vapor deposition (PVD) processes.
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Figure 17.6 Raman spectrum of a CuInSe2 electrodeposited precursor, in which different
secondary phases are identified.

This spectrum shows the presence of mode characteristic of both Cu-rich and
Cu-poor secondary phases, which coexist with the desired chalcopyrite-type
phase [22]. The existence of chalcopyrite-type CuInSe2 can be inferred from the
observation of a characteristic A1 band at 173 cm−1. Nevertheless, additional
bands in the spectra appear, in relation to the precipitation of elementary Se and
binary CuxSe phases, as indicated in the figure. The presence of these phases
is related to the used electrodeposition conditions that lead to precursor layers
with overall Se-rich and Cu-rich composition, and they play a significant role in
the recrystallization of the layers during the sulfurizing step. Moreover, special
attention should be paid to the low-frequency shoulder observable in the region
of 153 cm−1. This shoulder is associated with the presence of an ordered vacancy
compound (OVC) phase, with chemical composition CuIn3Se5 [23]. A more
detailed analysis of the crystallographic structure of this OVC phase reveals
that it is closely related to the chalcopyrite-type structure. Essentially, the OVC
structure can be derived by randomly introducing in the chalcopyrite-type
lattice complex defects in the form of (In2+

Cu) antisites and Se vacancies (V2−
Se ) and

imposing the preservation of the charge neutrality in the lattice. For example, the
CuIn3Se5 OVC structure may be readily obtained by introducing in a defect-free
chalcopyrite lattice a combination of two InCu and one VSe for every three molec-
ular formula units (CuInSe2). Likewise, other combinations of defects in the
primary chalcopyrite structure lead to a variety of OVC structures characterized
by different stoichiometries. By using group theory methods combined with
simple lattice dynamic models, it is possible to show that the spectrum of the
OVC structure should be also characterized by a totally symmetric A1 band, in
which the displacement of the anions is equivalent to those involved in the A1
mode of the chalcopyrite-type structure. Nevertheless, in good agreement with
the experimental findings, the expected frequency of the A1 band for the OVC
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phase is lower, due to the fact that the introduced (V2−
Se ) vacancies lead to an

effective weakening of the average anion–cation bonding constant.
Enhanced detection of the OVC phase can be achieved when working with a

785 nm excitation wavelength. This determines a preresonant excitation of the
E/B symmetry OVC Raman peaks located in the 228–235 cm−1 spectral region,
because of the coupling of the excitation energy with the band-gap energy of the
OVC (close to 1.3 eV, depending on the stoichiometry of the compound). The con-
tent of the OVC phase at the surface region of the absorber has been found to have
a relevant impact on the efficiency of electrochemical-based Cu(In,Ga)Se2 solar
cells [24].

Another example of identification of secondary phases can be found in the CdTe
system. In this case, Raman scattering is very sensitive to the presence of Te aggre-
gates that can be present in CdTe thin films depending on their growth and pro-
cessing conditions [25]. Te has characteristic vibrational modes at 123 (E) and
141 cm−1 (A1). The frequency of the A1 mode coincides with that of the TO mode
from CdTe, which has also an LO mode at 167 cm−1. Observation of the modes
related to Te aggregates in the film is favored by the fact that Te has at least two
orders of magnitude larger scattering cross section compared to that of CdTe.

In the previous examples, Raman spectroscopy provided particularly useful
information in relation to the identification of phases present in the film. In
particular, detection of OVC phases in chalcopyrites constitutes a good alterna-
tive to XRD analysis due to the strong overlapping between the different XRD
peaks from the different crystalline structures. Use of resonant Raman strategies
has also been demonstrated as a powerful methodology for the high sensitivity
selective detection of secondary phases in kesterite Cu2ZnSnS4(Se4) (CZTS(Se))
compounds and their alloys [26, 27]. The highest-performing kesterite devices are
made from absorbers with nonstoichiometric Cu-poor (Cu/(Zn+Sn)< 1) and Zn-
rich (Zn/Sn> 1) compositions, which favor formation of secondary phases such
as ZnS(Se) or Sn–S(Se) compounds. Control in the occurrence of these phases
is critical to achieve high-efficiency devices. Detection of these phases by XRD
is strongly compromised by the strong overlapping of the main diffraction peaks
from the different compounds of the Cu–Zn–Sn–S(Se) systems. Secondary
phases that can be detected with resonant Raman scattering measurements in
CZTS(Se) layers include ZnS (with 325 nm excitation wavelength), ZnSe (with
441 nm or 457 nm excitation wavelengths), Sn(S,Se) (with 785 nm excitation
wavelength), and SnS2 (with 514 excitation wavelength).

Furthermore, in many occasions the formation of secondary phases occurs
primarily at the interface regions, which makes its detection by means of other
techniques not necessarily straightforward. In relation to this aspect, we will
consider now another example in which the high spatial resolution provided by
micro-Raman spectroscopy allowed investigating the chemical characteristics of
the interface of a photovoltaic absorber. Figure 17.7 shows a spectrum measured
with a Raman microprobe with the laser spot directly focused on the cross section
of a CuInS2 film grown onto Mo-coated glass. The spectrum measured with the
laser probe located on the region close to the CuInS2/Mo interface shows the
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Figure 17.7 Cross-sectional Raman spectrum of a CuInS2 film grown onto Mo-coated glass,
revealing the formation of a MoS2 phase at the CuInS2/Mo interface.

presence of two bands at about 380 and 410 cm−1 that correspond to the main
vibrational mode characteristic of the hexagonal structure of MoS2 [28].

MoS2 and MoSe2 interfacial phases have been observed at the interface region
between the Mo back contact and the absorber layer in chalcogenide-based solar
cells (including both chalcopyrite Cu(In,Ga)(S,Se)2 and kesterite Cu2ZnSn(S,Se)4
solar cells). The presence of such phases has a relevant effect on the characteristic
of the devices, as they prevent the formation of a Schottky barrier at the back
region of the cell. On the other hand, they might be also responsible in some cases
for film adhesion failure [28–30].

Analysis of interfaces and of the distribution of crystalline phases in thin-film
solar-cell materials can also be achieved by the use of Raman mapping experi-
ments. Maps collected on cross-sectional samples of such materials reveal their
layer structure and compositional changes across the layers. This has been applied
for the analysis of CuInS2/Mo samples prepared by the spray ion layer gas reaction
(ILGAR) method [31], investigating the occurrence of the CuAu-ordered CuInS2
polytype in the processed samples [19, 32]. In this crystal structure, cations form
alternating Cu and In planes, similar to the copper–gold crystal structure. Occur-
rence of this phase in CuInS2-based devices is favored by the fact that its formation
energy is only about 2 meV per atom. The presence of this secondary phase has
been recently reported as beneficial for high-efficiency devices, being related to
the existence of a release of strain in the CuInS2 absorbers [32].

17.5.2
Evaluation of Film Crystallinity

The crystalline quality of a photovoltaic absorber is important in order to ensure
its adequate optoelectronic properties. The presence of crystalline defects may
result in changes in the doping levels, density of states (DOS), and electronic
transport properties. Crystalline defects embrace several modifications of the
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crystalline lattice of the material, which result in the breakage of the symmetry
of the crystal. Point defects, such as vacancies, interstitials, or antisites, are
zero-dimensional defects affecting only ions in the lattice. Other crystalline
defects, such as dislocations or grain interfaces, are physically extended over one
or two dimensions in the space.

Some crystalline defects result in characteristic changes in the Raman spectrum.
In particular, the introduction of impurities in a crystal often results in character-
istic localized vibrational modes (LVM) that may be active by Raman. This is the
case, for example, for N atomic impurities in GaAs lattice [33], which give rise to
an LVM at about 475 cm−1. Furthermore, the relative intensity of the LVM can be
used to determine the impurity concentration in the host lattice. Usually, impurity
concentrations above 1% are required in order to be able to resolve LVM.

Raman spectroscopy is also sensitive to lattice disorder. For example, variations
in the cation arrangement in ternary tetrahedral compounds often result in
additional Raman bands, which are often described as disorder-activated modes.
In some cases, these bands arise from noncenter phonons which become active
by the relaxation of the quasicrystalline momentum conservation law, caused by
the breakage of the crystalline symmetry. In general, either point or extended
defects can be responsible for such activation of noncenter phonons because
of the breakage of the momentum conservation law. These effects determine
a characteristic change in the shape of the main peaks in the spectra, with the
appearance of a shoulder at the low- or high-frequency side that is due to the con-
tribution of the modes at the vicinity of the center of the Brillouin zone [3–38].
The location of this contribution in relation to the frequency of the Raman peak
is determined by the dispersion curves of the phonons involved in the process
in the vicinity of the point where q= 0: In Si, this contribution appears at the
low-frequency side of the Raman peak [36], while semiconductors as CuInS2
and CuInSe2 show this disorder-induced contribution at the high-frequency
side of the main Raman mode [37]. Kesterite CZTS and CZTSe semiconductors
show this disorder-induced contribution at the low-frequency side of the main
Raman peaks, similar to the case of Si [38]. The resulting shape of the band can be
modeled, assuming a correlation length model that is described in Section 17.5.4.
Estimation of the correlation length allows obtaining a quantitative estimation of
the degree of disorder in the crystals related to the presence of a high density of
defects.

In some cases, Raman scattering can also be used to analyze the presence of
specific defects. Introduction of point and extended defects can lead to changes
in the chemical bonds among the atoms in the material that can be related to either
the breakage of certain bonds or to the formation of new ones. This determines
changes in the intensity of the corresponding peaks in the Raman spectra. An
interesting example of these effects is described in Ref. [39], which reports the
impact of the presence of different kinds of point defect clusters ([ZnCu+VCu],
[2ZnCu+ZnSn], [CuZn+SnZn]) in the Raman spectra from Cu2ZnSnSe4.

Finally, the analysis of the Raman bandwidth provides an additional method to
evaluate the density of defects in the material. The bandwidth of a Raman band
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is inversely proportional to the phonon lifetime, which obviously depends on the
density of defects that promote phonon scattering. Therefore, a thin-film mate-
rial with a high density of defects is characterized by the increased width of their
bands, with respect to the natural bandwidth of the defect-free crystal. In the case
of chalcopyrite-type CuInS2 and CuInSe2 photovoltaic absorbers, the increased
bandwidth of the A1 Raman band has been confirmed to be correlated with a
degradation of the film crystallinity, as corroborated by a comparative study using
XRD and electron microscopy [29, 40]. Furthermore, a correlation between the
FWHM of the A1 band and photovoltaic parameters, such as the open-circuit
voltage and the fill factor [41, 42], was found.

17.5.3
Chemical Analysis of Semiconducting Alloys

Alloying obviously leads to changes in the lattice dynamics of the crystal, which
manifest in the Raman spectra. In the simplest case, alloying results in a gradual
change of the force constants and effective mass that causes a Raman band to
shift its frequency. Although it is not always the case, the shift of the Raman
band is often linear with the degree of alloying. Even if it is not linear, the
frequency of the Raman band can still be used to unambiguously determine
the composition of the alloy. Cu(In,Ga)Se2 and Cu(In,Ga)S2 are representative
examples of this mode behavior [43–45]. In these cases, the A1 dominant band
in the spectrum is observed to shift linearly from the reference position of the
CuInSe2(S2) compound (CuInSe2, 173 cm−1; CuInS2, 290 cm−1) to the frequency
of the band at the CuGaSe2(S2) crystal (CuGaSe2, 183 cm−1; CuGaS2, 310 cm−1).
Nevertheless, in some cases, two bands instead of one single band are observed
for a given vibrational mode. In such case, the alloy is said to present a bimodal
behavior – in opposite to the previous one-mode behavior. A representative
photovoltaic material presenting this behavior is CuIn(S,Se)2. In this case, the
A1 band splits into two modes, which are referred to as Se-like and S-like bands,
since they appear closer to the respective positions of the reference ternary
compounds at 173 and 290 cm−1, respectively [46]. Moreover, the dependence
of the frequency of both modes with the degree of alloying is significantly
different. While the Se-like mode is clearly affected by the variation of the Se/S
ratio in the quaternary alloy, the S-like band is nearly unaffected by the change
in the film stoichiometry. This can be seen in Figure 17.8, which corresponds
to the plot of Raman spectra from S-rich alloys with different composition.
The dependence of these modes on the degree of alloying has allowed the
development of a simple methodology that has been proposed in [47] for the
quantitative determination of the S/(S+Se) content ratio in CuIn(S,Se)2 based
on the analysis of their relative integral intensities. This methodology does not
depend on the experimental conditions used for the measurement of the Raman
spectra.

A more complex behavior has been reported in the case of the Cu2ZnSn(S,Se)4
(CZTSSe) solid solutions [48]. The Raman spectra from these samples show
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Figure 17.8 Raman spectrum from
CuIn(S,Se)2 alloys with different composition.
For comparison, spectra from CuInSe2 (top)
and CuInS2 (bottom) layers are also shown.

Notice that the Se-like mode significantly
shifts with the alloy composition, while the
frequency of the S-like band remains nearly
unaffected.

dominant CZTS-like peaks in the 280–400 cm−1 frequency region (related
to S vibrational modes), dominant CZTSe-like peaks in the 170–205 cm−1

frequency region (related to Se vibrational modes), and additional peaks in the
205–280 cm−1 frequency region that are related to vibrational modes involving
both S and Se anions. A similar behavior with the appearance of additional
Raman peaks has also been observed for the SixGe1−x and Cu(SxSe1−x) solid
solutions [49, 50]. In the case of CZTSSe, the analysis of the dependence of
the integral intensity of the Raman bands sensitive to anion vibrations with the
S/(S+Se) composition ratio has allowed to observe the existence of a simple
linear relationship. The calibration of the fitting parameters used in this analysis
provides a simple methodology for the quantitative measurement of the S/(S+Se)
content ratio in the CZTSSe solid solution, as reported in [51]. As in the case of
CuIn(S,Se)2, this methodology does not depend on the experimental conditions
used for the measurement of the Raman spectra.

These methodologies provide also an effective means of establishing a compo-
sitional mapping of the films and allow investigating the existence of in-depth
resolved composition inhomogeneities. This can be done by Raman microprobe
measurements performed with the laser probe focused at different positions from
the cross section of the layers [52, 53]. Figure 17.9 shows an example of such mea-
surements performed on a CuIn(S,Se)2 layer synthesized with a gradual change in
the S to Se content ratio [53]. In this figure, the spectra from the surface region are
characterized by a dominant S-like mode which points out the existence of a S-rich
surface region. Moving the laser spot toward the back region leads to a decrease
of this peak and a corresponding increase of the Se-like mode, which correlates
with the existence of a Se-rich alloy at the back region of the layer. In addition, the
spectra measured close to the interface with the back Mo contact show the peaks
characteristic of the interfacial MoSe2 phase.
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Figure 17.9 Micro-Raman spectra measured
with the laser spot at different positions
through the cross section of a CuIn(S,Se)2 layer
with graded composition on a Mo-coated glass
substrate.

This kind of in-depth resolved measurements is of interest because in this
case there is no need for a special preparation of the specimens before their
observation.

Lateral resolution in these measurements is limited by optical diffraction, but
by using high-N.A. objective lenses (even without immersion oil), resolutions of
300–400 nm in the visible spectral region are accessible. With an N.A.= 0.9 objec-
tive lens providing approximately 400 nm lateral resolution at 632.8 nm, gradual
changes of the relative gallium concentration [Ga]/([Ga]+[In]) in a 2.2 μm thick
Cu(In,Ga)Se2 layer in a ZnO/CdS/Cu(In,Ga)Se2/Mo layer stack could be deter-
mined [54]. A line scan with step sizes of approximately 80 nm – tentatively over-
sampling the diffraction-limited resolution – was performed across the absorber
layer, and band shifts within approximately 2.5 cm−1 were observed for the A1
mode of Cu(In,Ga)Se2 due to compositional changes as described earlier.

Another option is the use of an Ar+ ion beam for the selective sputtering of
the layer to different depths [55]. This allows us to obtain a depth resolution of
the order of 100 nm because of the high light absorption of these semiconductors.
However, in this case, the choice of the sputter conditions requires special care in
order to minimize the presence of damage-induced effects in the spectra.

Both methods, Raman mapping of cross sections and depth profiling by sput-
tering, resulted in Ga gradients of the same Cu(In,Ga)Se2 samples, which are in
good agreement with each other and agree well with the results of independent
(mostly elemental analysis) methods [54].

17.5.4
Nanocrystalline and Amorphous Materials

In the previous sections we have restricted our discussion to the analysis of
crystalline and polycrystalline materials. For practical purposes, a defect-free
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nanocrystal with diameters above 100–200 nm may be regarded as an infinite
crystal. This is due to the fact that the phonon frequency and Raman scattering
cross section are mostly dependent on the short-range ordering of the crystal
lattice, up to a few atomic neighbors. In this sense, it is worth to highlight
that Raman spectroscopy is much more sensitive to the local environment of
the atoms in the crystal than XRD techniques (Chapter 15). As discussed in
Section 17.5.2, a remarkable consequence of this characteristic is the activation
of LVM caused by the introduction of impurities in the lattice.

When the effective correlation length over which the material can be consid-
ered crystalline is further reduced over this limit (100–200 nm), spectral effects
become measurable. In the case of nanocrystalline materials, the phonon corre-
lation length may be physically limited by the size of the crystal itself, but more
generally, it may be restricted by the presence of crystalline defects, resulting in a
higher phonon scattering probability. When the phonon correlation length cannot
longer be considered infinite, the breakage of the crystalline symmetry leads to a
relaxation of the quasimomentum conservation law and the activation of noncen-
ter phonon modes with q⃗ ≠ 0. As a result, the bandshape of the Raman bands is
modified, resulting in an effective asymmetric broadening and shift with respect to
the crystalline band. In this case, the modeling of the spectrum allows estimating
the effective correlation band of the material, which, in the case of nanostructured
films, can be associated with the grain size.

Phonon confinement effects in nanocrystalline Si have been extensively studied
[34, 35]. Moreover, the Raman spectrum of nanocrystalline Si can be accurately
modeled based on the simplifying assumption that the phonon dispersion curve
can be described by a parabola. Then, the Raman bandshape of the Si band may
be expressed according to the equation

I(𝜔) ∝ ∫
2𝜋
a0

0

e−
q2L2

8 ⋅ 4𝜋q2 ⋅ dq

[𝜔 − 𝜔(q)]2 +
[
𝛤0
2

]2 , (17.10)

which for any particular case allows extracting the correlation length (L) by fitting
the experimental spectrum.

The validity of the correlation length model is conditioned by the assumption
that the material has some degree of crystalline ordering. When the phonon
correlation length is further reduced, additional considerations must be taken
into account. In particular, when a solid material progressively loses its crystalline
order, any phonon can contribute to inelastic light scattering. Therefore, the
resulting spectrum is conditioned by the phonon DOS, which determines
which interactions are more probable. In general, the spectra of amorphous
materials are characterized by the presence of broadbands resembling the
phonon DOS.

An important practical application of Raman spectroscopy in the field of pho-
tovoltaic materials deals with the determination of the amorphous fraction in Si
thin films. This parameter has a significant importance from the technological
point of view, since it affects the open-circuit voltage of the cell and, at the same
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Figure 17.10 Raman spectra of Si films containing a mixture of amorphous and microcrys-
talline phases.

time, is strongly dependent on the film deposition conditions. Figure 17.10 shows
characteristic Raman spectra from layers exhibiting a variable content of amor-
phous (a-Si) and microcrystalline (μc-Si) phases [36].

As may be appreciated in this figure, the presence of an a-Si phase in the
films leads to a broadband in the region of 480 cm−1, for which the Si phonon
DOS has a maximum. The integral intensity of this band in relation to the
intensity of the crystalline peak at 520 cm−1 provides a direct indication of the
amorphous/microcrystalline ratio. Moreover, the following model may be used
for quantification purposes:

𝜑c =
Ic

Ic + 𝛾Ia
, (17.11)

where the parameter 𝛾 is an empirical constant, 𝜙c is the crystalline/amorphous
fraction, and Ic and Ia are the intensity of the crystalline and amorphous bands.

17.5.5
Evaluation of Stress

In a crystalline material, the frequency of the Raman bands is a characteristic
inherent to the crystalline structure and the chemical composition of the mate-
rial. However, the phonon frequency may be modified by means of introducing an
external force able to modify the internal energy of the crystal. When a mechan-
ical stress is applied to a crystal, it results in microscopic atomic displacements,
resulting in a net strain. Such strain modifies the interatomic distance and, con-
sequently, the ionic and covalent bonding forces between neighbor atoms. This
mechanism is responsible for the variation of the phonon frequency. In principle,
even though one should take into account the tensor nature of stress and strain
magnitudes, a compressive stress results in a reduction of the interatomic dis-
tance, increasing the interatomic forces, which leads to a positive (blue)shift of
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the phonon frequency. When a tensile stress is applied, the phonon frequency is
decreased (or redshifted).

The existence of stress in thin-film materials can be assessed by Raman spec-
troscopy by means of accurately determining the frequency of the Raman modes.
In the case of crystalline Si and for a uniaxial or biaxial stress, the frequency shift
can be related to the magnitude of the stress by the following expression [56]:

𝜎 (MPa) = −434Δ𝜔 (cm−1). (17.12)

Note that the magnitude of the Raman shift associated with typical stress val-
ues is in the range of 1 cm−1. Therefore, the performance of these measurements
requires a high-resolution spectrometer. Furthermore, special attention should be
paid to the stabilization of the sample temperature and the avoidance of laser-
induced local heating. In the case of Si, the magnitude of the thermally induced
Raman shift of the band is in the range of 0.024 cm−1 K−1, which leads to the fact
that a local temperature increase of just 20 ∘C may lead to an error in the deter-
mination of the stress magnitude of about 210 MPa.

Just as other physicochemical properties of thin-film solar-cell materials
described earlier, stress can also be used as contrast in Raman images. As an
example, we show a Raman map collected on the surface of a polycrystalline
CuInSe2 layer. On an area of 25 μm× 25 μm (pixel size 200 nm, diffraction-limited
resolution ∼400 nm at 632.8 nm), changes in A1 mode position of approximately
1 cm−1 were observed. Tanino et al. [57] and González et al. [58] investigated the
relation between the A1 mode Raman shift and applied pressure for this material,
and both found a proportionality factor of approximately 5 cm−1 GPa−1:

Δ𝜔 (cm−1) = 5𝜎 (GPa). (17.13)

The stress obtained by this equation can be converted into strain 𝜀 based on
well-known Young’s modulus E of this material [59]:

𝜀 = 𝜎∕E = 𝜎 (GPa)∕68.8 GPa. (17.14)

According to these equations, the A1 mode band positions in a Raman map were
converted into stress, expressed in gigapascal. Here, all values were related to the
average Raman shift observed in this experiment (arbitrarily set to 0), and thus,
only relative changes of stress were calculated. That way, potential effects of differ-
ences in spectrometer calibration are excluded, which might significantly change
the result of this conversion, which is based on functions determined by other
authors using different instruments [57, 58]. Subsequently, stress values have been
further converted into strain.

Figure 17.11a shows the optical micrograph of the polycrystalline CuInSe2
surface, revealing that the boundaries between individual crystals are optically
not visible. In Figure 17.11b the wavenumber positions of the A1 mode of
CuInSe2 are plotted as a function of lateral coordinates and converted into
stress and strain. As even the high-resolution spectrometer grating with 1800
grooves/mm used in this measurement leads to a resolution that is limited
to approximately 0.3 cm−1/CCD pixel in the investigated spectral range, the
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Figure 17.11 Raman map of a polycrys-
talline CuInSe2 surface revealing stress, strain,
and crystal orientations: (a) optical micro-
graph, (b) A1 mode band positions and their
conversion into stress and strain, (c) band
intensities of A1 and B2 modes revealing

individual crystals and their orientations, and
(d) A1 band positions, stress, and strain eval-
uated based on the peak positions of Gaus-
sian functions fitted to all A1 bands in the
map.

observed changes within 1 cm−1 are resolved into only four steps. Becker et al.
used the same instrument configuration and showed that fitting of Raman bands
and using the peak positions of the fit functions improve the resolution down to
approximately 0.05 cm−1 [60]. Gaussian fitting of the A1 Raman modes in the map
shown in Figure 17.11 leads to a clear improvement of resolution, as shown in
Figure 17.11d. Comparison of Figure 17.11b and d reveals that only the resolution
within the observed 1 cm−1 change is improved. Neither the wavenumber range
is significantly changed by peak fitting, nor other artifacts are introduced by
this data treatment method. A comparison of Raman microscopy with other
methods for the determination of stress in CuInSe2 has shown that all of them
yield values in the same order of magnitude, even though comparison of different
techniques is not straightforward, especially due to different spatial resolutions
or measurement spot sizes, respectively [61]. Compared with other techniques,
Raman microscopy combines the possibility of mapping relatively large areas of
several hundreds of square micrometer with the submicrometer resolution that
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is accessible with high-N.A. objective lenses. Furthermore, local changes of stress
and strain can be directly related to crystal sizes, shapes, and even orientations,
which can be derived from the same spectra and are thus determined on the
exactly same sample spots, as described in the following section.

17.5.6
Evaluation of Crystal Orientations

As described previously, a step in the Raman process is the induction of a polariza-
tion field in a molecule or crystal. As typically linearly polarized lasers are used as
excitation sources, the efficiency of this process as well as the spatial distribution of
the induced field depends on the relative orientation of a molecule or crystal with
respect to the polarization direction of the laser. Different vibrational modes are
excited to a different extent depending on their individual orientations with rela-
tion to the exciting electric field. Therefore, the Raman bands of a material change
their relative intensities as a function of relative orientation of the crystal under
investigation. The Raman map of CuInSe2 shown in Figure 17.11 clearly reveals
this effect. Here, a laser with polarization direction parallel to the vertical axis of
the map was used for excitation, and no polarization optics were placed in the
detection path, that is, all collected polarization directions were detected simul-
taneously. The different efficiencies of excitation of the A1 (∼174 cm−1, locally
changing due to stress) and B2 modes (∼213 cm−1, with contributions of an E
mode) led to very significant changes in relative band intensities. The plot of these
band intensities in Figure 17.11c in the form of a two-color map reveals all crystals
of this polycrystalline material, which are not visible in a conventional microscopy
image (Figure 17.11a). This was proofed by comparing Raman maps with electron
backscatter diffraction (EBSD) maps of the exactly same areas of a CuInSe2 sample
[62]. In the same study, we showed that the behavior of relative band intensities for
different polarization directions is in good agreement with theory and is specific
for the actual crystal facet and orientation.

17.6
Conclusions

This chapter gives an overview of the capabilities of Raman spectroscopy for the
advanced characterization of thin-film photovoltaic materials. The applicability
of the technique for the microstructural and chemicophysical analysis of the
films is illustrated by the description of state-of-the-art and recent examples
that corroborate the potential of Raman scattering for these applications. This
includes features related to the identification of crystalline structures and sec-
ondary phases, the evaluation of the film crystallinity and presence of defects,
the measurement of the composition of semiconductor alloys, the quantification
of the amorphous to microcrystalline fraction in partially amorphous films, and
the analysis of stress and crystal orientations. Recent developments of Raman
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microscopy-based techniques for the advanced lateral and in-depth resolved
characterization of the films with high spatial resolution are also described.
The relevant impact of all these features on the characteristics of the solar cells
gives a strong interest to Raman spectroscopy not only for the fundamental
characterization of the films but also as a nondestructive process monitoring tool
applicable in a production line of thin-film cells and modules.
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18
Soft X-ray and Electron Spectroscopy: A Unique “Tool Chest”
to Characterize the Chemical and Electronic Properties of
Surfaces and Interfaces
Marcus Bär, Lothar Weinhardt, and Clemens Heske

18.1
Introduction

In view of the complexity of thin-film solar cells, which are composed of a multi-
tude of layers, interfaces, surfaces, elements, impurities, and so on, it is critically
important to characterize and understand the chemical and electronic properties
of these components. As a first step, systems (that have generally been empiri-
cally optimized) need to be characterized, and a detailed understanding of the
inner workings and limitations (optimization barriers) need to be achieved. In a
second step, concepts and process modifications to overcome the barriers need
to be developed and implemented, and the results obtained in the first step form
the experimental basis to help in such “brainstorming” processes. In step three,
finally, the characterization approaches will need to ascertain whether the imple-
mented process modifications were successful and whether, from a chemical and
electronic perspective, the modifications indeed modified the targeted aspects of
the chemical and electronic structure derived in the first step.

To fulfill such demands, a combination of various techniques, illuminating dif-
ferent aspects of the electronic and chemical structure, needs to be employed. It
is the purpose of the present chapter to discuss and demonstrate the power of a
“tool chest” comprised of soft X-ray and electron spectroscopies to illuminate the
electronic and chemical properties from a variety of different perspectives. These
techniques are in part very old (in fact, almost as old as the initial discovery of
X-rays by W.C. Röntgen in 1895) and in part brand new, with the up-to-date most
comprehensive approach to study the electronic bulk structure of a material (the
so-called RIXS map approach [1–5]) being developed in the late 2000s.

The techniques in the tool chest require unique experimental environments.
Some of them can be performed in ultrahigh vacuum surface science systems
in a single-investigator laboratory; others require high-brightness X-ray radia-
tion from a third-generation synchrotron radiation source. These techniques need
to be coupled with optimally selected sample series: either custom designed to
address a specific question, from a world-record (or lab-record) batch to establish
a benchmark picture, taken directly from industrial preparation processes to shed
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light on the peculiarities of the “real-world” systems, or, simply, from failed cells to
investigate failure mechanisms (e.g., after prolonged stress testing). The answers
that can be derived from the spectroscopic results will be as good as the questions
that are being asked, and thus experiment planning is a further central compo-
nent to a successful approach to study, understand, and optimize the chemical and
electronic structure of materials, surfaces, and interfaces for thin-film solar cells.

The chapter is arranged as follows: Section 18.2 will describe the here-
demonstrated characterization techniques of the “soft X-ray and electron
spectroscopy tool chest”, together with two short examples on band gap deter-
mination and the RIXS map approach. In Section 18.3, a detailed example
will be given that demonstrates the unique capabilities of the tool chest for
characterizing the chemical properties of surfaces in thin-film solar cell devices.
Section 18.4 describes examples of electronic interface structure investigations,
and Section 18.5 summarizes the main messages of the present chapter.

18.2
Characterization Techniques

When a soft (ca. 50–1500 eV) X-ray photon impinges on a material surface,
it interacts with the sample by exciting an electron from an occupied to an
unoccupied electronic state. Numerous secondary electronic processes can
follow, including the excitation of secondary electrons by inelastic scattering of
the initially excited electron and the relaxation of electrons with lower binding
energy into the hole created by the initial excitation. The energy gained in the
latter process can be used to emit a secondary photon or electron, which in turn
can undergo inelastic scattering to produce further secondary electrons and/or
photons. Additional processes occur when the sample is exposed to electrons (as
opposed to photons), giving rise to a similar (but different) cascade of secondary
processes. The spectroscopic techniques discussed in this chapter make use of
these cascades of events in various different ways.

Figure 18.1 presents an overview of the various spectroscopic techniques that
probe specific aspects of the interaction cascade. Table 18.1 lists the techniques
together with the corresponding depth sensitivity and the probed electronic
states. In photoelectron spectroscopy (PES [6]), the kinetic energy of the origi-
nally excited electron is probed. A typical PES spectrum thus records the number
(intensity) of emitted electrons as a function of kinetic energy Ekin, which is
then conveniently converted into a “binding energy” EB scale by using Einstein’s
well-known equation (all energies related to the Fermi energy):

Ekin = h𝜐 − EB (18.1)

When excited with soft X-rays from a lab source, PES is generally denoted
as “XPS,” while UV excitation gives spectra denoted as “UPS” spectra. Due to
the short inelastic mean free path (IMFP) of electrons [7, 8] at kinetic energies
attainable with soft X-ray excitation, PES spectra give a surface-sensitive view of
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Figure 18.1 Schematic energy diagram of CdS, illustrating the various electron ((a) “PES”,
“IPES”, and “Auger”) and X-ray ((b) “XES” and “XAS”) spectroscopies discussed in this chapter.
For definition of the abbreviations, see text.

the occupied core level (CV) and valence level states present at the surface of the
sample. This, in turn, gives detailed insights into the electronic structure (e.g.,
the band structure of the valence band) and the chemical properties (e.g., the
local chemical environment of a specific atomic species, giving rise to a distinct
binding energy).

As PES, X-ray emission spectroscopy (XES) probes the occupied states and
hence can be used to investigate the chemical and electronic structure of samples.
For XES, a core-level electron is excited by (soft) X-ray photons. The created core
hole is filled by a lower binding energy (most often valence) electron, causing the
emission of a photon, which is detected by a wavelength-dispersive X-ray spec-
trometer. The probability for this process (compared with that of, e.g., direct PES)
is very small, demanding the experiments to be performed at high-brightness
synchrotron radiation sources. Because the radiative relaxation process involves
a localized core hole, XES is an excellent tool to probe the local structure near
select atomic species. In contrast to PES, XES is a photon-in-photon-out (PIPO)
technique, and thus the information depth is determined by the 1/e-attenuation
length of soft X-rays in matter [9], which is material-dependent and roughly two
orders of magnitude larger than the IMFP in PES. Consequently, XES probes the
near-surface bulk of the sample with typical attenuation lengths of 20–200 nm.

The overwhelming majority of the core holes created by the initial excitation
process (giving rise to PES) are filled by Auger transitions, as sketched in the cen-
ter of the scheme in Figure 18.1a. In the Auger process (here denoted as XAES for
“X-ray-excited Auger electron spectroscopy”), a characteristic electron is emit-
ted that reveals atom-specific information about the chemical state of the emit-
ting atom, as in the case of PES in a surface-sensitive fashion. Due to different
initial and final states involved in the Auger process as compared with the PES
process, the chemical sensitivity is complementary to that of the PES process.
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Table 18.1 Overview of the spectroscopic methods in the “soft X-ray and electron spec-
troscopy tool chest”.

Measurement
technique

Excited by Detection of Depth
sensitivity

Probed
electronic
states

UPS UV
photoelectron
spectroscopy

UV photons Electrons Surface Occupied
valence levels

XPS X-ray
photoelectron
spectroscopy

X-ray photons Electrons Surface Core levels

IPES Inverse
photoelectron
spectroscopy

Electrons UV photons Surface Unoccupied
valence levels

XAES X-ray-excited
Auger electron
spectroscopy

X-ray photons Electrons Surface Occupied
valence levels
and core levels

XES X-ray emission
spectroscopy

X-ray photons X-ray
photonsSample
currentAuger
electrons

Near-surface
bulk Surface

Occupied
valence levels
and core levels

XAS X-ray absorption
spectroscopy

X-ray photons X-ray
photonsSample
currentAuger
electrons

Near-surface
bulk Surface
Surface

Unoccupied
valence levels
and core levels

RIXS Resonant
inelastic X-ray
scattering

X-ray photons X-ray photons Near-surface
bulk

Occupied and
unoccupied
valence levels
and core levels

UV–Vis UV–visible
photons

UV–visible
photons

Bulk Occupied and
unoccupied
valence levels

Auger transitions are generally named according to the principal quantum num-
bers of the three involved electronic levels. For example, sodium Auger transitions
that involve a 1s core hole and 2p electrons for the relaxing and emitting electrons,
respectively, are denoted as “Na KLL.” For a complete description of the nomen-
clature, see Ref. [10].

While PES, XES, and XAES probe occupied electronic states, X-ray absorp-
tion spectroscopy (XAS [11]) and inverse photoemission spectroscopy(IPES) [12]
investigate unoccupied electronic states. XAS is an element-specific technique,
sensitive to the bonding environment and geometry. It involves the excitation of
a core electron into an unoccupied state of the conduction band. For this, the
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excitation energy is scanned across the absorption edge of the investigated core
level, and secondary processes such as soft X-ray fluorescence due to radiative
decay (fluorescence yield, (FY)), the current drawn by the sample to maintain
charge neutrality (total electron yield, (TEY)), the number of electrons emitted
above a certain threshold (partial electron yield, (PEY)), or the number of Auger
electrons emitted in the corresponding Auger emission process (Auger electron
yield AEY) are used as detection channels. The information depth of XAS is deter-
mined by the detection mode (yield) and varies from bulk sensitivity to surface
sensitivity in the order given earlier. If an entire XES spectrum is recorded for each
(or a select number of) point(s) in an XAS spectrum near the absorption edge, the
combination of XAS and XES is referred to as “resonant inelastic (soft) X-ray scat-
tering” (RIXS). A RIXS map, as shown in Figure 18.2 for CdS, thus gives the most
complete spectroscopic information about both the occupied and unoccupied
electronic states. RIXS can be used to “test” calculated band structures [13–15].

In IPES, a slow electron is directed at the surface, and a UV photon that stems
from the electronic relaxation into a lower unoccupied electronic state is detected.
By scanning the initial electron energy and detecting UV photons of a fixed photon
energy, information on the conduction band (including, in particular, the position
of the conduction-band minimum (CBM) with respect to the Fermi energy) can be
obtained. Alternatively, the electron energy can be kept constant, and the detected
photon energy is varied using a grating spectrometer.

In combining PES and IPES, or XES and XAS, the band gap of the surface
(PES/IPES) or near-surface bulk (XES/XAS) of the sample can be determined.
Such data can be complemented by optical (UV–Vis) absorption, which gives
insight into the bulk band gap energy of the material. Apart from the differences in
depth sensitivity, this band gap information also may include additional aspects.
For example, the PES/IPES band edge positions can be given with respect to
the Fermi energy, while this is not the case for XES/XAS and UV–Vis (because
these approaches measure the energetic difference between two electronic states
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without relation to the Fermi energy). In XES/XAS, in contrast, the band gap is
derived near the atoms of a specific species (due to the involvement of a core
level), while PES/IPES and UV–Vis are not element-specific. An example for
a band gap determination with these techniques is given in Figure 18.3, which
illustrates the band gap widening of chalcopyrite Cu(In,Ga)(S,Se)2 thin-film
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Figure 18.3 (a): Optical (UV–Vis) reflec-
tion spectra of Cu(In,Ga)Se2 (CIGSe) and
Cu(In,Ga)(S,Se)2 (CIGSSe) thin films. Insets: Eg
determination (±0.05 eV) using an approx-
imated absorption coefficient. (b): Cu L3
XES (left) and XAS (right) spectra of CIGSe,
CIGSSe samples, and metallic Cu. The lower
bound for the ground-state band-gap val-
ues are determined by linear extrapolation
of the leading edges (±0.20 eV). (c): UPS (left)

and IPES (right) for the as-introduced (thin
solid lines) and cleaned samples (dots). Band-
gap error bars are ±0.15 eV. (d): Schematic
representation of the derived band gaps as
a function of the approximate experimen-
tal information depth (keeping in mind the
exponentially decaying information profile
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(Reproduced with permission from Bär [16]
of American Institute of Physics.)
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solar-cell absorbers toward the surface [17, 18], as seen in the band-gap energy
progression as the experimental techniques become more surface sensitive.

It should be noted that none of these techniques (or, for that matter, any experi-
mental technique) exclusively probe(s) the ground state of the system. Rather, any
experimental probe will influence the system, in our case, by measuring the tran-
sition probability between an initial state and a final state under the influence of
a quantum mechanical operator (Fermi’s golden rule) that describes the photon
field (for PES, XES, XAS, UV–Vis, and IPES), the Coulomb interaction (for Auger
transitions), or the two-photon processes (described by the Kramers–Heisenberg
formalism for RIXS). While the ground state might be involved as the initial state
(only for PES and RIXS), this is not the case in general. Even more importantly,
it is not directly evident how the best approximation of the initial state can be
obtained, especially in the presence of core (XES, XAS, RIXS) or valence (UV–Vis)
excitons, but a variety of “best-practice” approaches have been established. These
include the use of extrapolation of spectral leading edges [19–21] and direct com-
parison with theoretically derived spectra [1, 14, 22] (i.e., using Fermi’s golden rule
or the Kramers–Heisenberg formalism).

In the following two sections, the here-described techniques will be put to work.
In Section 18.3, we will use the example of wet chemical treatments of chalcopy-
rite thin-film solar-cell absorbers to demonstrate the chemical sensitivity of the
characterization techniques. In Section 18.4, we will discuss determinations of
the electronic structure at thin-film solar-cell interfaces.

18.3
Probing the Chemical Surface Structure: Impact of Wet Chemical Treatments on
Thin-Film Solar Cell Absorbers

In this section, the prominent example of wet chemical treatments of chalcopy-
rite thin-film solar-cell absorbers will be used to demonstrate the capabilities of
combining PES (here: XPS), XAES, and XES to reveal treatment-induced modifi-
cations of the chemical absorber surface.

Today, the standard ZnO/buffer/Cu(In1−XGaX)(SYSe1−Y )2/Mo/glass structure
of chalcopyrite thin-film solar cells contains a thin CdS buffer layer (∼50 nm),
usually prepared by chemical bath deposition (CBD). Record efficiencies both
on a laboratory scale (21.7% [23]) and for large-area commercial modules
(15.7% for 9703 cm2 [24]) have thus been achieved. However, there is a strong
impetus to replace CdS by other compounds for ecological as well as economical
reasons. The simple omission of the buffer layer, however, does not result in
high-efficiency solar cells [25]. This situation can be improved by a (pre)treatment
of the Cu(In1−XGaX)(SYSe1−Y )2 (“CIGSSe”) absorber in an aqueous solution of
ammonium hydroxide and Cd2+-ions (i.e., identical to the CBD solution but
without the S source) prior to ZnO deposition. This leads to an increase in
short-circuit current density, open-circuit voltage, and fill factor [26]. Such a
Cd2+/NH3 treatment was first proposed for CuInSe2 thin-film solar-cell absorbers
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Figure 18.4 XPS survey spectra of an untreated and two Cd2+/NH3-treated CuIn(S,Se)2 thin-
film solar-cell absorbers (3 mM and 4.5 mM Cd2+ concentration). The different photoemis-
sions and Auger lines are identified as indicated.

by Ramanathan et al. [25] and later successfully employed also by several other
groups [27–29]. Even though Cd is still involved, this process is advantageous,
since the amount of Cd-containing waste is largely reduced because, in contrast
to the batch-type CBD, the solution can be reused repeatedly. In the following it
will be shown how a combination of XPS, XAES, and XES is capable of giving a
detailed insight into the modifications of the chemical surface structure induced
by the Cd2+/NH3 treatment.

XPS survey spectra for the untreated CuIn(S,Se)2 absorber and after Cd2+ treat-
ment at two concentrations (3 and 4.5 mM) are exemplary shown in Figure 18.4. A
wealth of information can be derived from such spectra. For example, the strong
decrease of the intensity of the Na 1s line at∼1070 eV shows that surface Na (stem-
ming from the glass substrate and diffusing through the CuIn(S,Se)2/Mo during
the absorber preparation at about 550 ∘C) is removed by the Cd2+/NH3 treat-
ments. Furthermore, a slight reduction of the “native” O content at the surface
of the (air-exposed) CuIn(S,Se)2 absorbers is found when using Cd2+ concentra-
tions of up to 3 mM, while concentrations of 4.5 mM and above (not shown) lead
to a pronounced enhancement of the O signal. After all Cd2+/NH3 treatments, Cd
is detected on the CuIn(S,Se)2 surface (see Ref. [30] for a more detailed discussion
of peak intensities).

Before demonstrating how the soft X-ray and electron spectroscopies can
help to identify the Cd species, first the surface composition of the untreated
CuIn(S,Se)2 absorber, especially the S/(S+Se)=Y ratio, is determined. In
Figure 18.5, the corresponding detail XPS spectrum of the S 2p and Se 3p region
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Figure 18.5 S 2p and Se 3p XPS detail spectrum of the investigated CuIn(S,Se)2 thin-film
solar-cell absorber. The continuous lines show the corresponding fits, together with their
(threefold magnified) residuum.

is shown. In order to compute the [S]/([S]+[Se]) ratio, the peak areas were deter-
mined by fitting them with Voigt line shapes (which is a convolution of Gauss-
and Lorentz-shaped contributions and represents the best description of core
level peaks for materials with a significant band gap) and a linear background,
coupling the line widths of the two (spin–orbit split) S 2p and Se 3p lines,
respectively. Furthermore, the spin–orbit splitting of S 2p (1.2 eV [31, 32]) and Se
3p (5.7 eV [31, 32]) and the 2 : 1 peak ratio (which corresponds to the multiplicity
2j+ 1) of the j= 3/2 and j= 1/2 components were kept constant. No peak area
correction for the energy-dependence of the analyzer transmission and the IMFP
of the electrons is necessary, since the S 2p and Se 3p electrons have very similar
kinetic energies. The surface [S]/([S]+[Se]) ratio can then simply be derived from
the fit-derived areas, corrected by photoionization cross sections from [33]. Here
it is found to be 0.75 (i.e., significantly S rich).

The Cd M45N45N45 Auger emission line is shown in Figure 18.6. As indicated,
the Cd “deposition” takes place in two different concentration regimes, up to
3 mM Cd2+ and 4.5 mM Cd2+ and above. For the higher concentration regime,
the Cd Auger line is shifted to lower kinetic energies, in parallel with a strong
increase in peak intensity. The dashed and dotted lines represent a spectral
decomposition of the 4.5 mM spectrum, revealing two different Cd species in the
high-concentration regime. In parallel, an enhancement in the O 1s and Cd 3d
XPS intensity is found. Further information can be obtained by computing the
“modified Auger parameter” [𝛼*(Cd)= binding energy (Cd 3d5/2)+ kinetic energy
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(Cd M4N45N45)]. The value of 785.3 eV in the high-concentration regime suggests
the formation of Cd(OH)2 [31, 34]. As mentioned, a second Cd species in addition
to the now-identified Cd(OH)2 is present, as found for lower Cd2+ concentrations.
While XPS and XAES can clearly distinguish the two different species and even
give strong evidence for a Cd(OH)2 deposition in the high-concentration regime,
the identification of the second species is more difficult. XPS and XAES line
positions and Auger parameters point toward CdS and/or CdSe, which are not
easily distinguishable [31, 34]. In order to resolve this problem, an additional
spectroscopic viewpoint is needed, and thus XES experiments for an untreated
and a Cd2+/NH3-treated (1.5 mM) CuIn(S,Se)2 absorber were performed.

The S L2,3 XES spectra shown in Figure 18.7 reveal the changes in local chemical
bonding undergone by the S atoms upon Cd2+/NH3 treatment (1.5 mM Cd2+ con-
centration). A detailed discussion of the various features included in this spectrum
can be found in Ref. [35]. As already discussed in Section 18.2, XES, as a “PIPO”
technique, is more bulk sensitive than XPS and XAES. Here, the majority of the
spectrum is associated with approximately the upper 100 nm of the CuIn(S,Se)2
film. To get information about the changes induced by the Cd2+/NH3 treatment
at the absorber surface, the spectrum of the untreated absorber (a) was subtracted
from that of the Cd2+/NH3-treated film (b) in Figure 18.7, yielding the (magnified)
difference spectrum (c). Comparison with a CdS reference (Figure 18.7e) suggests
the formation of CdS at the absorber surface, particularly by noting the two peaks



18.3 Probing the Chemical Surface Structure 511

145 150 155 160 165

(c) (b−a) × 25

(2)

(3)

(1)
XES

hν = 200 eV

S–Cu
bonds

Upper
valence band

S–Cd
bonds

b) Cd2+/NH3 treated 

(a) Untreated

(d) (b−0.96 a) × 25

(e) CdS

N
or

m
al

iz
ed

 in
te

ns
ity

Emission energy (eV)

Figure 18.7 S L2,3 X-ray emission spectra
of (a) an untreated and (b) a Cd2+-treated
CuIn(S,Se)2 absorber (1.5 mM Cd2+ concen-
tration). The spectrum (c) shows the enlarged
(×25) difference of (a) and (b). The spectral

features at lines (2) indicate the presence of
S–Cd bonds. Spectrum (d) was obtained by
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at 150.4 and 151.5 eV (marked by the vertical lines (2)). These peaks correspond to
valence electrons with strong Cd 4d character decaying into the S 2p1/2 and 2p3/2
core holes, respectively, and thus indicate S–Cd bonds. Additionally, the upper
valence band of CdS can be observed at about 156 eV. Consequently, for spec-
trum (d), a suitable amount (96%) of spectrum (a) was subtracted from (b). This
subtraction assumes that 96% of the signal is due to S atoms in the CuIn(S,Se)2
environment and 4% to S atoms in a different environment. The derived differ-
ence spectrum (d) now very closely resembles the CdS reference spectrum with
the exception of a “dip” at 159 eV, which is associated with Cu 3d-derived states and
hence gives a direct probe of S–Cu bonds [35]. In the present case, the Cd2+/NH3
treatment apparently induces the breaking of some of these bonds in the favor of
the formation of S–Cd bonds. This is in agreement with the experimental find-
ing of Cu in used Cd2+/NH3-treatment solutions after extended absorber soaking
[27] and can be explained by an ion exchange via the corresponding Cd and Cu
ammine complexes in the Cd2+/NH3-treatment solution [36].

The assumed 4% of CdS signal intensity correspond to approximately one mono-
layer of CdS. Using the IMFP of the electrons (𝜆) calculated by the QUASES-
IMFP-TPP2M code [37], this is in agreement with the respective layer thickness
determined from the attenuation of XPS and XAES substrate signals [30]. Hence,
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the dominant Cd species formed in the low-concentration regime is CdS, and a
significant amount of Cd in a Se environment can be excluded (in agreement with
the S-rich nature of the investigated CuIn(S,Se)2 surface). XES measurements of
Cd2+/NH3-treated CuIn(S,Se)2 samples treated in high-concentration solutions
also indicate the formation of S–Cd bonds [38] which, together with the XAES
finding of the formation of two Cd species (see Figure 18.6) for these Cd2+ con-
centrations (≥4.5 mM), are indicative for the formation of a Cd(OH)2/CdS bilayer
in that concentration regime.

In summary, soft X-ray and electron spectroscopies allow us to derive the
following picture of the Cd2+/NH3-treatment process. In the low-concentration
regime, that is, for Cd2+-ion concentrations up to 3 mM, the formation of S–Cd
bonds can be found on the S-rich chalcopyrite absorber surface. The deposited
amount of “CdS” is nearly independent of the Cd2+ concentration. The S atoms
forming the S–Cd bonds stem from the absorber surface, as evidenced by the
breaking of S–Cu bonds. The latter can be explained by an ion exchange via the
corresponding Cd and Cu ammine complexes in the Cd2+/NH3-treatment solu-
tion [36]. Without additional diffusion processes, the “CdS” amount is limited to
the equivalent of one monolayer, that is, to a state in which all S surface atoms are
bound to Cd atoms, as corroborated by the intensity behavior of XPS and XAES
signals and by the spectral deconvolution of XES spectra. For concentrations of
4.5 mM and above, a “CdS”/Cd(OH)2 bilayer is formed.

It is the combination of the various spectroscopic techniques, using different
aspects of chemical sensitivity and different information depths, together with a
suitably designed sample series, and a well-posed initial question, that leads to
deep insights into the chemical properties of thin-film solar-cell absorber surfaces
and the chemical modifications induced by a “real-world” chemical treatment.
Such insights are extremely valuable for a better understanding of empirically opti-
mized processes and can lead the way to performance enhancements in real-world
solar-cell systems.

18.4
Probing the Electronic Surface and Interface Structure: Band Alignment in Thin-Film
Solar Cells

The electronic structure, in particular the alignment of the transport levels (i.e., the
CBM and the valence-band maximum – VBM) plays a crucial role for the charge
transport in every electronic device and thus also for solar cells. In principle, there
are three general ways how the conduction bands may align at an interface, as
depicted in Figure 18.8. The situation shown in Figure 18.8a, that is, a downward
step in the conduction band and hence a negative conduction-band offset (CBO,
also called “cliff”), can lead to a reduced recombination barrier (as indicated by
the arrow in Figure 18.8), with potential consequences for the performance of the
associated cell [39, 40]. The alignment with an upward step in the conduction band
and hence a positive CBO (also called “spike”), which is shown in Figure 18.8c,
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Figure 18.8 Possible (conduction) band alignments at a semiconductor heterointerface: (a)
downward step (“cliff”), (b) vanishing band offset (“flat”), and (c) upward step (“spike”).

might also be undesirable since the electron transport across the interface may be
impeded [41]. Finally, the transition point between a cliff and a spike, that is, a flat
conduction-band alignment, is shown in Figure 18.8b.

In the following, we will show how the CBO of an interface can be measured,
using the example of CdS/Cu(In,Ga)(S,Se)2 thin-film solar cells. Particularly
important for a correct determination are the complex properties of the different
layers of the Cu(In,Ga)(S,Se)2 cell. For example, high-efficiency Cu(In,Ga)(S,Se)2
films generally exhibit different structural and chemical properties at the surface
(or back surface) than in the bulk of the film (e.g., the band-gap energy, as
mentioned in Section 18.2). Thus, great care has to be exercised in determining
the band alignments at interfaces in such complex systems, analyzing both the
conduction and valence bands separately and taking the chemical structure of
the interface into account.

As a first example, we will now discuss the interface band alignment of
CdS/CuInSe2 (i.e., with a Ga- and S-free absorber surface) in detail in Ref. [18].
The samples were taken from the (former) Shell Solar pilot line, prepared by
a rapid thermal annealing of elemental layers on Mo-coated soda-lime glass.
CdS films were deposited by CBD. The CuInSe2 layers also contain Ga, but it is
localized near the back contact of the cell and thus only trace amounts of Ga can
be found at the CuInSe2 surface.

The determination of the band alignment is now done in two steps:

1) In the first step, the band edge position of the CuInSe2 surface as well as of
the CdS surface on the CuInSe2 absorber is determined by UPS and IPES.

2) The values derived in the first step are corrected by the changes in band bend-
ing which occur due to the formation of the interface. This can be done by
using core-level lines measured by XPS, as will be discussed later.

Figure 18.9 shows the UPS and IPES spectra of the absorber surface (a–f) and
of a thick CdS film. Since the samples were taken from a large-scale industrial pro-
duction line, they were exposed to air for a (minimized) period of time prior to the
measurements and thus exhibit surface contaminants. As visible in Figure 18.9,
most prominently in the UPS spectra, these contaminants obscure the measure-
ment with very surface-sensitive techniques like UPS or IPES. For this reason the
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samples were cleaned by using low-energy (500 eV) Ar+ ions at a current den-
sity of 1 μA/cm2 and low and varying angles. More recently, it was found that ion
energies as low as 50 eV are very efficient at removing surface contaminants from
chalcopyrite surfaces while effectively avoiding any sputter-induced damage to the
surface (see also discussion in the following text) [42].

For a variety of reasons [19–21], a linear extrapolation of the leading edge in
the spectra can be used to approximate the positions of VBM and CBM in the
spectra. While the as-introduced sample (Figure 18.9a) is dominated by the sur-
face contaminations and thus results in an artificially increased “band-gap ener-
gy” of 2.7 eV, a band-gap energy of 1.4 eV can be derived for the sample surface
at intermediate stages of the cleaning process (Figure 18.9c and d). Note that it
is found that the surface contaminants are also removed during the CBD pro-
cess [30, 43]. Hence, the surface band-gap energy derived after the sputter treat-
ment is expected to be a good approximation of the CuInSe2 band gap directly
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at the CdS/CuInSe2 interface. Further Ar+ ion bombardment leads to a further
reduction of the derived values to 1.3 eV and, finally, to the emergence of a Fermi
edge after prolonged sputter treatment, indicating the formation of metallic sur-
face species (Figure 18.9f ). This is consistent with earlier investigations, in which
metallic species (both Cu and In) are found after prolonged sputter treatment of
the CuInSe2 surface [44–47]. The such-derived surface band-gap energy of the
CuInSe2 film of 1.4 (±0.15) eV is in accordance with the surface band-gap widen-
ing described in Section 18.2, presumably due to Cu depletion at the surface of the
film [17, 48, 49]. The derived band edge positions are −0.8 (±0.1) eV for the VBM
and 0.6 (±0.1) eV for the CBM, respectively.

The band edge positions and the surface band gap energy of the CdS buffer layer
were determined in a similar way (a sputter time of 5 min was sufficient to clean
the surface). Values of −1.8 (±0.1) eV for the VBM and 0.4 (±0.1) eV for the CBM
were derived. It is interesting that the resulting surface band gap of 2.2 (±0.15) eV
is below that of a CdS bulk film (2.4 eV). This reduction of the band gap can be
ascribed to a pronounced intermixing of S and Se at the interface [50, 51], which
leads to the formation of a Cd(S,Se) film.

In the first (crude) approximation, the determined values indicate a CBM of the
CuInSe2 absorber 0.2 eV above that of the CdS buffer layer, which would indicate
a small cliff. However, this value has to be corrected for changes in band bend-
ing occurring during the interface formation, as is illustrated in Figure 18.10. The
UPS and IPES measurements described above measure the energetic levels at the
surface of the respective films, that is, at the CuInSe2/vacuum and CdS/vacuum
interface. These positions are marked with open circles in Figure 18.10.

The deposition of an overlayer on a substrate will generally induce a charge
transfer both localized at the interface (i.e., the formation of chemical bonds) as
well as a longer-range charge transfer to equilibrate the electrochemical poten-
tials. This may lead to the formation of an interface dipole (or, more precisely,
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a modification of the previously present surface dipole) and a change in band
bending in the absorber film. This is indicated in Figure 18.10 by the difference
of the dotted line (without overlayer) and the continuous line (with overlayer).
Further band bending may occur in the overlayer, as also shown in Figure 18.10.
Both “shifts” can be determined by measuringcore level (CL) energies by means of
XPS and by computing the interface-induced band bending (IBB) correction, as
will be described in the following. Since the described shifts are caused by sur-
face/interface charges basically generating an electric field, all electronic levels
(VBM, CBM, and all CLs) will shift by the same amount. If (at least) one sam-
ple with a sufficiently thin overlayer is available, such that both CL signals from
the substrate, as well as from the overlayer, can be detected, then the actual posi-
tions of the VBMs and CBMs of substrate and overlayer at the interface and thus
the band alignment can be determined. The necessary IBB correction can be com-
puted with the positions of a substrate core level CLS with energies E(CLS,0) with-
out overlayer and E(CLS,1) with thin overlayer, and those of an overlayer core level
CLO with energies E(CLO,1) with thin overlayer and E(CLO,2) with thick overlayer,
as follows:

IBB = E(CLS, 0) − E(CLS, 1) + E(CLO, 1) − E(CLO, 2) (18.2)

Using this value and the VBM and CBM positions, we can compute the VBO
and the CBO energies:

VBO = E(VBMO) − E(VBMS) + IBB (18.3)
CBO = E(CBMO) − E(CBMS) + IBB

where CBMO (VBMO) are the energies of the CBM and VBM of the overlayer and
CBMS (VBMS) the corresponding energies of the substrate.

In the discussed case of the CdS/CuInSe2interface, IBB values using five dif-
ferent CL of the substrate and three different core levels of the overlayer were
computed and averaged to minimize the influence of chemical shifts occurring
during the interface formation. An average value of IBB= 0.2 (±0.1) eV was found.
The resulting band alignment picture is summarized in Figure 18.11. It is charac-
terized by a flat conduction-band alignment, that is, a CBO of 0.0 (±0.2) eV and
a VBO of 0.8 (±0.2) eV. Due to the strong intermixing of S and Se at the interface
mentioned earlier, we can assume that the offset is not abrupt but rather “smeared
out” over an interfacial region, as indicated in Figure 18.11 by the dashed and
curved line in the valence-band region.

The result of a flat conduction-band alignment is of large relevance for the
understanding of CISe-based thin-film solar cells. As discussed earlier, such an
alignment is an intermediate case between a barrier for electron transport (a
spike) and cliff-like arrangement that could lead to enhanced recombination.
Experiments on interface structures involving absorbers with increased bulk
band gap (e.g., a Cu(In,Ga)S2 absorber) show that such cliffs indeed exist, even
for optimized solar-cell systems, as shown in Figure 18.12 [42]. Such findings
may explain why the very high efficiencies expected for wide-gap chalcopyrite
absorbers have so far been elusive. In general, the gain in open-circuit voltage of
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the interface (dashed lines), which, in addi-
tion to the energy positions far away from
the interface, also takes an interface-induced
band bending as well as interdiffusion into
account [18].

0.46 (±0.1) eV0.86 (±0.1) eV

VBO = −1.06 (±0.15) eV

CBO = −0.45 (±0.15) eV

2.47 (±0.15) eV

1.76 (±0.15) eV
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Interface
CdS/Cu(In,Ga)S2

Surface

Cu(In,Ga)S2
surfaceE

Figure 18.12 Schematic summary of the
experimental band alignment results at the
CdS/Cu(In,Ga)S2 interface. The left and right
parts of the figure represent the level align-
ment at the surfaces of CuInSe2 and CdS
films, respectively. The central part displays
the level alignment directly at the interface,

which, in addition to the energy positions
far away from the interface, also takes an
interface-induced band bending correction
into account. (Reproduced with permission
from Weinhardt [42] of American Institute of
Physics.)

these devices is smaller than what would be expected by the increase of the bulk
band gap, which is in accordance with the finding of a sizeable (unfavorable) cliff
in the conduction-band alignment.

In summary, thus, the results demonstrate the intricate details of interfaces
and their electronic structure in real-world thin-film solar cells, in particular
in view of the band offsets between different heterojunction partners. Since
such offsets are fundamental properties influencing the charge carrier transport
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and thus performance of solar cells, a detailed knowledge of the electronic
structure is of crucial importance for insight-based optimization approaches.
The here-described combination of experimental methods, namely, PES with
UV and X-ray excitation, coupled with IPES, allows a detailed assessment of
both the occupied and unoccupied electronic states as a function of overlayer
thickness and thus can contribute significant insights into the complicated nature
of high-efficiency, real-world thin-film solar cells.

18.5
Summary

In order to aid in the development of high-efficiency, thin-film solar-cell devices,
a unique tool chest of characterization techniques is available that uses soft X-
rays and electrons to probe the electronic and chemical properties of surfaces and
interfaces. By applying a variety of different viewpoints, that is, by varying the
depth sensitivity and by combining methods that probe occupied and unoccupied
electronic states, a comprehensive picture of the complex processes at empiri-
cally optimized real-world semiconductor surfaces and heterojunctions can be
drawn. Such insights can be used to propose novel optimization approaches and,
furthermore, be employed to monitor the success of deliberately introduced modi-
fications. By analyzing the electronic properties on the most microscopic scale, for
example, by using localized core holes and their wave function overlap with delo-
calized bands, a detailed understanding of both, long-range electronic properties
and local chemical bonding can be obtained.

As an outlook, it should be mentioned that some of the here-described meth-
ods are PIPO techniques. Due to their 1/e-attenuation lengths in the order of a
few tens to a few hundreds of nanometers, PIPO techniques have recently been
successfully employed to investigate samples under nonvacuum conditions [3, 4,
52–56] and thus in the future will lend themselves to monitor the electronic and
chemical properties of thin-film solar-cell interfaces while they are being formed.
This promises new and exciting insights into the interface formation dynamics
and will open up a new avenue for deliberate optimization of thin-film solar cells.
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Accessing Elemental Distributions in Thin Films
for Solar Cells
Volker Hoffmann, Denis Klemm, Varvara Brackmann, Cornel Venzago, Angus A. Rockett,
Thomas Wirth, Tim Nunney, Christian A. Kaufmann, Raquel Caballero, and
Oana Cojocaru-Mirédin

19.1
Introduction

The present chapter will give a technical and experimental overview for a number
of methods that are broadly available for determining elemental distributions
regarding the matrix- and trace-element concentrations in multilayer stacks.
These techniques are glow-discharge optical emission spectroscopy (GD-OES)
and glow-discharge mass spectroscopy (GD-MS) (Section 19.2), secondary ion
mass spectroscopy (SIMS) and sputtered neutral mass spectroscopy (SNMS)
(Section 19.3), Auger electron spectroscopy (AES) (Section 19.4), and X-ray
photoelectron spectroscopy (XPS) (Section 19.5). In addition, energy-dispersive
X-ray spectroscopy (EDX) (Section 19.6) in a scanning electron microscope
may be applied on fractured cross-sectional specimens of these multilayer
stacks, providing a quick way of analyzing the spatial distribution of the matrix
elements. Finally, when aiming at spatial resolutions for the analysis of elemental
distributions of both matrix and trace elements, atom probe tomography (APT)
(Section 19.7) may be performed on tip-shaped specimens of thin-film stacks.

AES, XPS, SIMS, and SNMS exhibit a good lateral resolution, and depth-
resolved information may be obtained in combination with a sputtering process.
Thereby, ions are accelerated toward the surface of the sample and collide with
the atoms in the region near the surface. The resulting collision cascade leads
to the emission of sample material from the surface and forms a more or less
flat crater. While AES and XPS only use this process to expose the region of
interest, SIMS and SNMS analyze the sputtered material. Because of practical
reasons, different sputtering rates are employed at times, that is, fast sputtering
for removing sample material and slow sputtering during the analysis.

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.
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XPS, AES, and SIMS work under ultrahigh vacuum conditions and must be
performed at high acceleration voltages in order to obtain high sputtering yields.
These techniques make use of a scanning ion beam for sputtering, which allows
the discrimination of crater edge effects. For the SIMS analysis, only an electroni-
cally gated area is used for the analysis. Similarly, in AES and XPS measurements,
only secondary electrons from the inner, flat part of the crater contribute to the
analysis. In order to reduce the sputtering-enhanced roughness, sputtering con-
ditions need to be optimized and sample rotation may be applied, where ultimate
depth resolution is needed [1].

The sputtering process may change the properties of the material owing to ion
damage at the sample surface. At acceleration voltages of several tens of kilovolt,
significant mixing of the material occurs, which deteriorates the depth resolution.
This effect is less pronounced for techniques, which use lower voltages, such as
GD-OES and GD-MS. After several collisions, the energy of the sputtering par-
ticles is reduced to about 50 eV, and only a small number of atom layers partici-
pates in the collision process. These collisions also cause a nearly uniform angle
distribution of the sputtering particles, which reduces the sputtering-enhanced
roughness. The higher current density in the high-pressure (several hectopascals)
sputtering instruments (GD-OES and GD-MS) results also in a higher thermal
load on the sample. Therefore, pulsed discharges are preferred in the case of heat-
sensitive samples. Even when applying pulsed discharges, the erosion rate is much
higher for GD-OES and GD-MS than for XPS, AES, and SIMS.

Last but not least, it should be mentioned that all sputtering techniques suf-
fer from preferential sputtering, which means that sputtering of light elements is
preferred in comparison with heavier elements. For techniques that analyze the
sputtered material itself, such as SIMS or SNMS, after a short time equilibrium
is achieved. XPS and AES, however, analyze the modified surface. Therefore, if
the sample consists of elements with very different sputtering yields, preferen-
tial sputtering must be taken into account during quantification. Sputtering yields
vary with varying surface-binding potential, which often differs between differ-
ent phases or crystal orientations at the surface. Consequently this may lead to
preferential sputtering and roughening of the sample surface.

Most of the examples given in the present chapter are analytical results from
Cu(In,Ga)(S,Se)2 thin films applied as solar absorber materials. The in-depth
In and Ga distributions across these layers are in general not homogeneous
and depend strongly on the method used for the film deposition, the process
parameters involved, and aging/storage conditions [2, 3].

Although in an ideal single-junction solar-cell device, the band-gap energy of
the absorber is considered constant across the absorber layer, a designed band-
gap profile may yield a considerable efficiency enhancement in a device affected by
recombination loss at the various internal interfaces. For Cu(In,Ga)Se2 thin-film
solar-cell devices, the Ga distributions in Cu(In,Ga)Se2 thin films are proportional
to those of the corresponding band-gap energies [2, 4]. The measurement of the
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in-depth Ga and In distributions is, hence, a key issue to be considered for device
optimization. The recording of Ga and In profiles has contributed immensely to
an advanced understanding of the formation of such gradients over the last few
years [5, 6] and their impact on the final functionality of the thin film as absorber
layer within a solar-cell device [7, 8]. This has even sparked the development of
numerical models for in-depth gradient formation [9, 10]. Further a widespread
interest in the comparability of a multitude of different methods for measurement
of in-depth compositional gradients has been noted [11].

Impurities in chalcopyrite thin films, such as alkali ions or Fe, are of importance
for the quality of the final device [12, 13]. Especially the methods detailed in the
present chapter using mass spectroscopy, GD-MS, SIMS, and APT, are dedicated
for the detection of impurity elements. Their influence on the growth process and
the electronic properties of the semiconductor material and also their final distri-
bution within the thin film may have a serious impact on the electronic quality of
the material grown and hence also on the solar conversion efficiency of the final
device. Appropriate analysis tools for the concentrations and distributions of these
trace elements are therefore needed.

19.2
Glow-Discharge Optical Emission Spectroscopy (GD-OES) and Glow-Discharge Mass
Spectroscopy (GD-MS)

GD-OES and GD-MS are among the most important techniques for the direct
analysis of solids. The short time for the analysis (typically 5 min (OES)–50 min
(MS) for a thin film of about 5 μm thickness) is caused by the high erosion
rate – for OES typically 1–6 μm/min and for MS 0.1–1 μm/min. Also, the
capability to analyze many elements, including the light elements, simultaneously
makes GD-OES and GD-MS powerful techniques. The introduction of the
radio-frequency (rf) mode in OES expanded the application to the analysis of
nonconducting materials [14, 15].

When the sputtering conditions are optimized, depth profiling is possible with
a depth resolution of about 5–10% of the investigated depth. Since the develop-
ment of fast and cheap personal computers for data acquisition, nearly all GD-OES
instruments are suitable and used for both bulk analysis and depth profiling. Also
modern GD-MS instruments are prepared for depth profiling, but mostly in direct
current (dc) mode for conducting samples. A number of rf-GD-MS instruments
exist as prototypes in the research environment.

19.2.1
Principles

Glow discharge (GD) set-up works in a noble-gas (generally Ar) atmosphere at
pressures ranging from about 100 to 1000 Pa. All GD instruments work under
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obstructed conditions (when no positive column is built), provided by a short dis-
tance between the cathode and the anode with the analytical sample of interest
serving as the cathode. During the discharge, the cathode is bombarded by pos-
itive noble gas ions and atoms. Material is sputtered from the sample, which is
then partly ionized and excited to emit photons corresponding to the characteris-
tic spectral lines. The GD gives information on the elemental composition of the
analytical material removed layer-by-layer from the cathode. It can be estimated
that the number of Ar atoms in the discharge exceeds the number of sputtered
sample atoms approximately by a factor of 1000. This explains why GD calibration
curves are usually linear over a wide range of elemental concentration and matrix
effects are less important. The separation of sputtering and excitation in space
and time is also essential for the low matrix effects. The atoms and ions from the
sample are highly dissolved in the argon gas and have no more information about
former neighbors in the solid sample.

19.2.2
Instrumentation

19.2.2.1 Plasma Sources
Most GD instruments use the Grimm-type design (see Figures 19.1 and 19.2),
where the anode has a ring shape, whose annular front is situated only 0.1–0.2 mm
away from the surface of the sample [16]. Thus, the discharge is restricted to a
sample area, which is equal to the inner aperture of the anode tube (typically
2–10 mm). This source configuration is not only suitable for flat and vacuum-
tight samples, but also special sample holders exist for cylindrical, spherical, or
pin-type samples.

In GD-MS, many instruments are of the type VG9000, which exhibits a source
design for low power and low gas-flow conditions and with possible cryogenic
cooling of sample and source. Most of these instruments are only equipped with
a pin-geometry source. Later, also flat-type sources were introduced. Therefore,
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Figure 19.1 Diagram of a typical glow-discharge source used for dc-GD-OES analysis.
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Figure 19.2 Diagram of the glow-discharge source of the ElementGD. (Reprinted with per-
mission from Thermo Fisher Scientific (Bremen) GmbH.)

GD-MS became available for thin-layer analysis. Additionally, developments on
the ElementGD-type instrument introduced microsecond pulsed discharge by a
pulsed voltage generator [17]. This approach allows much tighter control of sput-
ter rates and therefore also GD-MS analyses in the low micrometer and nanometer
range.

19.2.2.2 Plasma Conditions
Under constant discharge conditions, the spectral line intensities and ion cur-
rents are proportional to the number densities of sputtered atoms in the plasma
and hence the element concentration in the investigated sample. In order to
maintain reproducible excitation and ionization conditions in the GD source, the
discharge conditions (i.e., the argon pressure, voltage, and current) are controlled
carefully. The current/voltage characteristics, which describe the discharge,
depend on pressure and matrix composition of the thin-film sample analyzed.
Thus, for different matrix compositions, it is only possible to keep two of the
three discharge parameters constant. It turns out that the pressure has the lowest
influence on the sputtering rate and also on the light emission [18]. Therefore,
voltage and current are kept constant in dc mode. Standard conditions for a
4 mm source in GD-OES are 700 V and 20 mA, and a VG9000-type instrument
with a 10 mm source uses 1000 V and 3–10 mA in most cases. The ElementGD is
mostly used in the range from 30 to 60 mA at 500–800 V.

Conductive material can be analyzed with a constant potential drop across cath-
ode and anode (dc mode). If the potential varies at radio frequencies (rf ), non-
conductive samples such as thin-film solar cells on glass substrates may be also
analyzed. Both dc and rf excitation can be applied continuously or in a pulsed
mode. However, only pulsed rf generators are offered commercially with repeti-
tion rates of up to 10 kHz. In rf mode, the measurement of the plasma current is
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difficult, and therefore, other parameters, such as constant power and constant
voltage, are preferred.

19.2.2.3 Detection of Optical Emission
The optical radiation of the excited sample atoms is detected end-on through a
window with an appropriate transmittance. MgF2 is most commonly used as win-
dow material.

Apart from the GD source with its associated gas and power supplies, vacuum
pumps, and controls, the optical system is the most important part of a GD instru-
ment. In order to make use of the analytical capability of the discharge source,
the spectrometer must exhibit sufficient resolving power in an adequate spectral
range. Commercial optical GD spectrometers cover the wavelength range from
110 to 800 nm, which contains the most sensitive lines of all elements. The high
spectral resolution is required in order to avoid spectral interference with lines of
other elements and molecules, in particular of the discharge gas Ar. A monochro-
mator can be used for sequential analysis or as additional wavelength channel.

In most common polychromator systems for GD-OES, each detection channel
is equipped with a photomultiplier tube (PMT) and a corresponding high-voltage
supply. The rapid development in the performance of charge-coupled devices
(CCDs) and related detection techniques makes CCD detection systems very
attractive. These systems are available for bulk and depth profile analysis and
allow flexible selection of nearly all lines and simultaneous measurement of signal
and background. However, they still suffer from lower sensitivity and speed of
data acquisition in comparison with PMT systems.

19.2.2.4 Mass Spectroscopy
Most installed GD-MS instruments are equipped with a double-focusing,
reversed Nier–Johnson geometry mass spectrometer [19]. This geometry pro-
vides high mass resolution measurement (with m/Δm up to 10 000), which is
crucial for the determination of concentrations of trace elements in complex
matrices. The ions are extracted through an exit orifice by the pressure difference
into the mass spectrometer. Signal detection in GD-MS is performed by means
of ion-counting detectors (secondary electron multipliers or Daly detectors) and
analog ion-current detectors (secondary electron multipliers or Faraday cups). In
combination, both detection principles (analog and counting) are able to measure
the ion current within 12 orders of a linear dynamic range. The disadvantage of
these mass spectrometric systems (spectrometer with detector) for thin-layer
analyses is that they record the mass spectrum sequentially, that is, they are
considered slow in comparison to simultaneously recording instruments.

Time-of-flight (TOF) mass spectrometers [20] have the advantage of very fast
simultaneous detections of full-range mass spectra and therefore deliver the capa-
bility to analyze even thinner layers that can be investigated by use of double-
focusing MS. On the other hand, they suffer from a lower dynamic range than
double-focusing instruments.
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19.2.3
Quantification

19.2.3.1 Glow-Discharge Optical Emission Spectroscopy
Because of the complex nature of the discharge conditions, GD-OES is a compar-
ative analytical method. Therefore, standard reference materials must be used in
order to establish a relationship between the measured line intensities and the ele-
mental concentration. In quantitative bulk analysis, which has been developed to
very high standards, the calibration is performed with a set of calibration samples
of compositions similar to those of the unknown samples. Normally, an element
present at high concentration in the sample is used as reference, and the internal
standard method is applied [21]. This method is not generally applicable in depth
profile analysis of a multilayer stack, because the various layers on which a depth
profile was acquired often comprise largely different types of materials, that is, a
common reference element is not available [22].

The quantification algorithm most commonly used in dc-GD-OES depth pro-
filing is based on the concept of constant emission yield Rik [11]. It was found that
the number of photons with wavelength k emitted per atom or ion of element i in
a plasma (i.e., emission yield Rik) is almost matrix and pressure independent. The
statement is only valid if the source is operated under constant excitation condi-
tions, that is, mainly at constant voltage and current. The given line intensity Iik
then depends further on the concentration ci of element i in the sample j and on
the sputtering rate qj, which is the total sputtered mass of sample j per time:

Iik = ci•qi•Rik . (19.1)

From this equation, the emission yields of elements can be determined by the
analysis of standard samples. For a standard sample, the concentrations of all ele-
ments and the sputtering rate must be known. When line intensities of all elements
present in the sample were measured and the corresponding emission yields are
known, the element concentrations of unknown samples and the sputtering rate
can be determined using Equation 19.1. These concentrations can be converted
into the depth of the craterz if we assume that the density 𝜌 of the sample is an
average of the density of the pure element densities 𝜌i:

𝜌 =
∑

(ci•𝜌i) (19.2)

z =
∑(

q
𝜌

•A•Δt
)

(19.3)

where q is the sputtering rate of the sample, Δt is sputtering duration, and A is the
sputtering area.

19.2.3.2 Glow-Discharge Mass Spectroscopy
GD-MS is a unique quantitative technique, exhibiting low matrix dependence and
a very high linear range compared with other solid-state analytical techniques.
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In addition, the relative sensitivity factors (RSFs) are matrix independent over
a wide range of concentrations, which is an advantage, especially when deter-
mining very low concentrations. The RSF – a term used by VG9000 users and
software – simply means the reciprocal slope of a virtual calibration curve (rel-
ative sensitivity coefficient (RSC) is therefore a more correct term) based on the
theory that the calibration curve is linear and does not have an intercept [23].
All of these facts allow for performing GD-MS analyses routinely by using typical
RSFs determined on various matrices. Such an RSF data set is called the stan-
dard RSF. RSF data in this set is normalized to Fe, that is, the RSF for Fe equals 1.
Because the RSFs for various elements vary only within about one order of magni-
tude, semiquantitative analysis becomes possible even without any standard and
calibration:

RSFx∕y =
Iy

Ix
•cx∕y (19.4)

where Ix is the ion intensity (corrected for ion abundance) of element x and cx/y
is the certified concentration of element x in matrix y of the calibration sample.
The normalization of the analyte- and matrix-specific RSF is performed in the
following way:

StdRSFx =
RSFx∕y

RSFFe∕y
(19.5)

where StdRSFx is the standard RSF of element x normalized to Fe, that is,
RSFFe = 1. The standard RSF set contains a large list of standard RSFs for many
elements from experimental results. Finally, for the quantification of an analytical
result, the standard RSFs are applied as follows (for the example of determining
the Na concentration in a Si matrix):

cNa∕Si =
INa
ISi

•
StdRSFNa
StdRSFSi

. (19.6)

19.2.4
Applications

19.2.4.1 Glow-Discharge Optical Emission Spectroscopy
Figure 19.3a shows GD-OES in-depth elemental distribution profiles from a
Cu(In,Ga)Se2 thin film on Mo-coated glass substrates acquired by means of
pulsed rf-GD. In Figure 19.3b, these profiles are given quantified according to the
procedure described in Section 19.2.3.1. Layers of CuInSe2 and CuGaSe2 on Mo-
coated glass substrates were used as standards. The results of the quantification
were confirmed by means of XRF results (measuring the integral compositions
of the Cu(In,Ga)Se2 layer). The gradients of Ga and In in the layer show a good
agreement with energy-dispersive X-ray diffraction [24] (see Chapter 13.5 for an
introduction) and AES measurements (see Section 19.4.7).
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Figure 19.3 Measured (a) and quantified (b) in-depth elemental distribution profiles from a
Cu(In,Ga)Se2/Mo/glass stack using Upeak–peak 1000 V, 3.5 hPa, 350 Hz, 7% duty cycle.

Figure 19.4 Trace and matrix concentrations of a Si-layer system on a SiC substrate (C con-
centration scaled by the right axis).

19.2.4.2 Glow-Discharge Mass Spectroscopy
Figure 19.4 shows a system of Si layers on a SiC substrate acquired with continuous
dc at 800 V and 6 mA on a VG9000 instrument with concentration distributions
from ppb range for impurities and doping elements together with matrix concen-
trations of Si and C.

Figure 19.5 shows an example of the capabilities of a pulsed dc-GD-MS source
on an ElementGD instrument (900 V, 1.0 kHz, 50 μs pulse width, 295 ml/min Ar)
for matrix- (a) and trace-element distributions (b) in two 2.5 μm thick layers on
Mo-coated glass substrates from different CuInS2 deposition runs. These two
CuInS2 layers do not exhibit a large difference in matrix-element distributions
but large differences in trace-element distributions. Since only dc-GD-MS was
used, analyses of the Mo layer and of the glass substrate were not possible.
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Figure 19.6 rf-GD-TOF data from a 100 nm Si layer on a glass substrate, ion-beam ratio of
trace elements to the sum of all measured elements (matrix element Si: linear scale – left, all
other elements: log scale – right), 50 W, 1.8 ms pulse length, 45% duty cycle.

Figure 19.6 shows the analysis results obtained on a thin Si layer (100 nm) on a
glass substrate, measured by a prototype rf-GD-TOF system [25], exhibiting also
signals from the interface between Si and glass, as well as from the glass sub-
strate. Increased intensities of Zn and Na signals are found in the interface region
between Si and glass. The analysis of this transition into the nonconductive sub-
strate glass and of the glass itself is only possible since rf-GD could be used.

19.3
Secondary Ion Mass Spectrometry (SIMS)

SIMS [26, 27] is one of the most sensitive composition depth profiling techniques
available. In many cases, ion count rates may exceed 109 counts/s for pure
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elements with background signals of less than 1 count/s. Thus, it is possible under
these analysis conditions to detect part per trillion level impurities in some cases.
Sensitivities in the part per million range are routine for almost all elements.
Even difficult species such as N can be detected in the form of molecular ions,
and inert gases such as Ar can also be measured. Furthermore, SIMS can provide
quantitative depth scales with good accuracy based on sputtered crater depth
measurements. Because virtually every ion emitted from the surface can be
detected, very slow sputtering rates can still permit useful analyses. The result is
that SIMS can also be operated in a “static” mode, in which there is effectively no
sputtering of the surface (only a fraction of a monolayer is removed). This allows
near-surface analysis without alteration of the composition. Many higher-end
instruments also provide the ability to map the location of individual atoms on
the probed surface with micron-scale (and sometimes submicron) resolution.
SIMS is best for analyzing trace impurity depth profiles in known matrices
or measuring relative changes in a matrix constituent in the absence of major
changes in the chemistry of the matrix.

19.3.1
Principle of the Method

SIMS is a method in which ionized species are sputtered from a sample surface
into vacuum and accelerated by an electric field. Energy and mass of these species
are then analyzed and detected with high efficiency. Given the high efficiency of
the ion detector and the probability of an atom leaving the surface as an ion, it
is possible to detect very small impurity concentrations in a solid. The technique
can often provide an image of the surface from the detected ions and can mea-
sure molecular species, in some instruments to very high masses. A typical SIMS
instrument is shown schematically in Figure 19.7.
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B

Figure 19.7 A schematic illustration of a
typical SIMS instrument. The various parts
shown are as follows. (A) gas source, (B)
optional mass analyzer for the primary ion
beam that sputters the sample, (C) magnetic
or electrostatic lenses to focus the primary
beam, (D) ion-detection electronics (usu-
ally a multichannel plate, electron multiplier,

or Faraday cup), (E) energy analyzer (usu-
ally electrostatic), (I) optional depth profil-
ing sputter gun (for time-of-flight instru-
ments), (L) sample introduction load-lock,
(M) mass analyzer (time-of-flight, magnetic
sector, or quadrupole mass spectrometer), (R)
raster plates to deflect the primary ion beam
across the sample, and (S) sample.



534 19 Accessing Elemental Distributions in Thin Films for Solar Cells

0 500

105

104

103

102

101

100

63Cu

80Se

69Ga

75As

In
te

ns
ity

 I 
(c

ps
)

1000 1500
Time t (s)

2000 2500 3000

Figure 19.8 A typical SIMS profile for a
single-crystal epitaxial layer of Cu(In,Ga)Se2
on GaAs. Note the change in signal inten-
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The method for removing species from the sample surface is sputtering, gener-
ally by use of an ion beam rastered across the surface. This beam can be composed
of electropositive (e.g., Cs+), electronegative (e.g., O2

+), or inert gas (e.g., Ar+)
ions. The electronegativity of the sputtering ion increases the yield of ions of the
opposite electronegativity. An exemplary SIMS depth profile from a Cu(In,Ga)Se2
layer on GaAs single-crystal substrate is shown in Figure 19.8.

The primary methods for measuring the sputtered species mass include TOF,
magnetic sector, or quadrupole mass spectrometers. In all cases, kinetic energy
is measured first, for example, by deflection by an electric field through an aper-
ture. Once the kinetic energy of the ion is known, the charge-to-mass ratio can
be determined. In the TOF method, the mass is found based on the ion veloc-
ity determined by the kinetic energy, E, as E = 1/2mv2 where m is the ion mass
and v is the velocity of the ion. The energy is determined by the secondary ion
accelerating field. From the time required for the ion to emerge from the sample
to the detector, its mass can thus be calculated. For this method, it is necessary
that the analyzed ion beam is pulsed very rapidly such that the time at which an
ion is emitted from the sample can be determined very precisely. This requires a
very-high-performance ion gun operating on a very small duty cycle. Therefore, a
second ion gun is applied for the sputtering, removing sample ions down to a fixed
depth (forming a crater), and no analysis takes place during that sputtering dura-
tion. Note that TOF-SIMS operates essentially as static SIMS between sputtering
steps.

The magnetic sector mass spectrometer uses the cyclotron radius due to the
Lorentz force of the ion moving at a known velocity in a known magnetic field.
Thus, by detecting ions at a given angle, the mass-to-charge ratio is determined.
In such an instrument, the magnetic field is typically swept to select a mass while
keeping the ion energy constant. Finally, a quadrupole mass spectrometer includes
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an electromagnetic field that permits ions of a given mass and energy to pass
through an rf electromagnetic field while rejecting other ions. The TOF instru-
ment has a high mass resolution (sufficient to distinguish between 30Si1H at a
mass of 30.9816 atomic mass units (AMU) and 31P at 30.97376 AMU) and the
advantage of recording the entire mass spectrum for every analysis pulse. For
the magnetic sector approach, high resolutions may be achieved, similar as for the
TOF instruments with in average very high signal levels and consequently excel-
lent detection limits. The lowest mass resolution and the highest detection limit
exhibit the quadrupole mass spectrometer.

A variant technique is secondary neutral mass spectrometry (SNMS) [28–30].
In this method, a highly ionized gas plasma is generated near to the sample sur-
face for the purpose of ionizing neutral species sputtered from the sample. In the
case of SIMS, only a small fraction (a few percent at most) of the sputtered species
leaves the surface as ions. Also, the ion yield fluctuates substantially in a broad
range from 10−5 to few percent. By ionizing sputtered neutral species, the frac-
tion of species ionized is increased to nearly 100%, and thus, the sensitivity of the
technique is enhanced correspondingly. Furthermore, if the ionization probability
were independent of the composition of the sample surface, many of the artifacts
of conventional SIMS associated with ion yield fluctuations may be avoided. While
SNMS is an attractive approach, it is important to realize that the ionization prob-
ability in a plasma changes considerably when metal ions of various species are
introduced into the gas. Therefore, while many ions are produced, the ion yield
has strong matrix effects, and the yield changes based on what was recently sput-
tered from the sample surface. At the same time, the transmission of ions through
the gas phase and into the detector is not as high as for SIMS, that is, the sensitivity
of SNMS is not necessarily improved.

19.3.2
Data Analysis

Analysis of SIMS data begins with the instrument setup, in order to eliminate
instrumental artifacts. Some of these artifacts include changes in secondary ion
yield, interferences, and degradation of depth resolution by displacement of atoms
during sputtering. A brief summary of some of these issues is presented in the
following.

Two typical mass spectra obtained by SIMS from a Cu(In,Ga)Se2 thin film are
shown in Figure 19.9. Comparison of the two mass spectra in Figure 19.9 reveals
that there are many signals that result from molecular interferences. For example,
the large number of peaks beyond In at masses 113 and 115 AMU is due to molec-
ular species. One may take advantage of the fact that an atom sputtered from the
sample surface can have up to a few tens of electron volt of kinetic energy in addi-
tion to the energy provided by the extraction lens, which accelerates the ions away
from the sample surface. Molecular species exhibit much smaller kinetic ener-
gies because attempting to sputter a molecule with a high kinetic energy generally
leads to its fragmentation. Therefore, by closing the spectrometer apertures (field
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Figure 19.9 Two mass spectra from
Cu(In,Ga)Se2 thin films. The mass spectrum
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Figure 19.10 Energy spectra for the 92
AMU atomic species 92Mo (gray) and the
108 AMU molecular species 92Mo+16O
(scaled such that the maximum signals are
roughly equal). Note that at about 60 V off-
set, the signal intensity from atomic species
is increased by a factor of 100 relative to
that of the molecular species.

and contrast diaphragms and energy slit), the detection of atomic species can be
favored over molecular species. However, this also reduces sensitivity. Examples
of energy spectra for an atomic and a molecular species are shown in Figure 19.10.
Adjusting the energy analyzer to an energy greater than what the extraction lens
provides is selective for atomic species. This method is not necessary with an TOF
instrument because it has such a high mass resolution that molecular species can
be easily separated from atomic species.

The output of a SIMS analysis is quite simple, plotting number of counts of ions
per second as the sample is sputtered. However, the secondary ion yield depends
significantly on the chemistry of the surface from which the ion is emitted, the
sputtering rate depends on the matrix being analyzed, and complex changes
can take place that can locally alter the sputtering yield at an interface. In the
exemplary depth profile shown in Figure 19.8, the profiles from the volume of the
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Cu(In,Ga)Se2 thin film are relatively smooth for each matrix element. However,
close to the interface between and the GaAs substrate, one can see the Ga signal
at the back of the Cu(In,Ga)Se2 film, well above the steady-state level in the GaAs.
This is the case in spite of the fact that the Cu(In,Ga)Se2 film contains at most
10 at.% Ga, while the substrate is 50 at.% Ga. The reason for the change is the ion
yield, which is much higher for Ga in Cu(In,Ga)Se2 than for Ga in GaAs. There is
no way to eliminate such ion yield changes. One may correct for such a change if
the ion yield is determined separately in each matrix. By calculating the fraction
of the two matrices present, one can adjust the count rate in order to reduce the
effect.

Because the ion yield depends upon the number of electronegative and elec-
tropositive species, sputtering with one species or the other changes the yield [31,
32]. A clean surface that has not been analyzed contains few of the sputtering beam
species. As sputtering begins and large concentrations of sputtering atoms are
implanted into the surface, the ion yields will change [33]. The onset of sputtering
also typically amorphizes the sample, which alters ion yields. Likewise, there are
strong ion yield effects typically found in the presence of variable concentrations
electronegative or electropositive species in the sample. For example, O in sam-
ples profiled using a Cs+ ion beam affects ion yields, typically increasing the yield
of electropositive species and decreasing the yield of electronegative species. The
details of how to detect and avoid such interferences are too lengthy to describe
here and in any case are an art rather than a science. However, altering the depth
profile conditions, for example, by changing the primary ion species and the polar-
ity of the detected species and by looking for common elements that cause yield
changes such as O, is a big help. In order to really quantify the data, one requires
a relatively constant composition area in a sample and a known standard profiled
immediately before or after the sample in question for comparison.

19.3.3
Quantification

Quantitative analysis of SIMS data can – in theory – be conducted based on tab-
ulated ion yields. However, this is generally unreliable. As described earlier, the
ion yield varies considerably from one matrix to another, with the presence of
impurities (especially electropositive or electronegative elements) and with the
details of the analysis condition. This may even extend to the location within a
sample holder in which a sample is mounted (because of fluctuations in the sec-
ondary ion accelerating field). Therefore, it is necessary for quantitative analysis
to perform all measurements under as identical conditions as possible. This often
means measuring a standard sample immediately before or after measuring a test
specimen. Even so, most SIMS operators will be lucky to obtain quantitative com-
positions to within a factor of 2. The ideal way of quantifying low-concentration
impurity elements is to work with a standard sample into which a known concen-
tration of this impurity element has been implanted. This approach provides quite
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Cu(In,Ga)Se2 thin film and a fit to the data based on a Gaussian curve and a baseline count
rate in the bulk of the sample.

a reliable ion yield standard for a given analysis. An example of an implant pro-
file from a Cu(In,Ga)Se2 thin-film sample is shown in Figure 19.11. Both atomic
concentrations and depth were quantified.

From the dose of the implant, the height of the Gaussian can be calculated in
atoms per cubic centimeter, and the data thus quantified. The depth scale can also
be determined from the peak of the implant, as done in the example here, although
it is easier to measure the crater depth with a profilometer. Note that the depth
scale ends in the Cu(In,Ga)Se2 thin film because the sputtering rate of Mo is differ-
ent from that of Cu(In,Ga)Se2 and must be calibrated separately. This is best done
by measuring craters of several depths, some ending in the Cu(In,Ga)Se2 thin film
and some in the Mo layer.

19.3.4
Applications for Solar Cells

SIMS is used extensively in solar cell manufacture in order to detect the presence
of impurities, to determine doping profiles, to analyze interdiffusion at hetero-
junctions, and to acquire compositional depth profiles of matrix elements. Con-
sidering the application of SIMS in some of the major solar cell technologies,
we may expect the following. In crystalline Si solar cells, the primary applica-
tion is determination of the in-depth elemental distributions of dopants. During
process development, impurity detection is important, but usually Si processing
can (must) not introduce significant numbers of impurities. O and C are com-
mon trace elements in Si and are easily detected in SIMS in a mode detecting
negative secondary ions. In amorphous Si solar cells, impurity detection and char-
acterization of dopant distributions, studies of the movement of dopants during
processing, and profiling of the complete structure of multijunction structures are
important. Research has shown that in extremely high-efficiency solar cells made
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by chemical vapor deposition, in some cases, the growth process may result in
dopant diffusion and interdiffusion of layers. Proper choice of the growth pro-
cess may reduce these effects substantially. SIMS is an important method used to
study such changes in dopant and matrix-element distributions. In CdTe devices,
SIMS is used for characterizing the results of processes such as the CdCl2 treat-
ment. Finally, SIMS has been used regularly to study elemental distributions in
Cu(In,Ga)Se2 solar absorbers on Mo/glass substrates (see Figure 19.12). SIMS can
also be used to resolve questions concerning, for example, diffusion of beneficial
impurities such as Na [34, 35] and harmful impurities such as Fe [36] into the
absorber from substrates such as soda-lime glass and stainless steel.

19.4
Auger Electron Spectroscopy (AES)

19.4.1
Introduction

AES is an analytical technique applied in order to determine the elemental com-
position and, in any case, to gather information on chemical bonding from the
surface region of a solid material. Compositional depth profiles can be obtained
by combining AES with ion-beam sputtering. AES is broadly used for an extensive
variety of materials applications, especially those requiring surface sensitivity and
high spatial resolution.

19.4.2
The Auger Process

The emission of electrons as a result of the ionization process shown in
Figure 19.13 was discussed in 1922 by Meitner [37] and described in 1925 by
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Figure 19.13 Schematics of an Auger elec-
tron emission process.

Auger [38], who observed their tracks in a Wilson cloud chamber and correctly
explained their origin. Figure 19.13 shows the atom immediately after K-shell
ionization by an incident primary particle. The Auger process starts when an
electron from an elevated energy state occupies the empty state in the K shell (as
shown in Figure 19.13 for an L electron). The energy released by this transition
is either emitted as a photon or given to another L electron. If this energy is
sufficient, an electron can emerge from the atom. The process described earlier
is termed a KLL Auger transition. The kinetic energy of an Auger electron is
equal to the energy difference of the singly ionized initial state and the doubly
ionized final state. For an atom of atomic number Z undergoing an Auger process
involving the levels WXY, the Auger electron kinetic energy is given by the
difference in the binding energies of energy levels W, X, and Y. Therefore, the
resulting kinetic energy EKLL is described by EKLL = EK − ELII

− ELIII
, whereas all

energies are referenced to the Fermi level Ef. The energies and relative intensities
of WXY Auger transitions (KLL, LMM, and MNN) show a systematic behavior
with increasing atomic number Z. In heavier elements, which exhibit more
energy levels, more Auger transitions are possible.

Auger emission can be initiated bombarding a sample by electrons, X-rays,
or ions. However, Auger instruments are typically equipped with electron guns
because electron beams can be focused to very small areas.

19.4.3
Auger Electron Signals

As outlined earlier, Auger electrons are characterized by their kinetic energies.
They can be detected by measuring the energy distribution N(E) of secondary
electrons, where E is the electron energy. The Auger electrons appear as promi-
nent features together with small loss peaks on the N(E) curve among the various
secondary electrons ejected. Most loss peaks obtained in secondary electron spec-
tra are either plasmon or ionization losses (plasmons are the result of collective
oscillations of valence electrons against the positive atom cores).

Auger electrons may be emitted from all elements except for H and He, and
therefore, the element may be identified by its Auger spectrum, that is, by the
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energy positions of the peaks attributed to the transitions WXY mentioned ear-
lier. The concentration of an element is related to the intensity of its peaks. Due
to the dependence of the atomic energy levels, the energy-loss spectrum, and the
valence-band structure on the local bonding, the energy positions and the shapes
of Auger peaks are a result of the chemical environment of the atom. These fea-
tures in the Auger electron spectrum may be interpreted accordingly.

19.4.4
Instrumentation

AES is performed in an ultrahigh-vacuum system in order to minimize surface
contamination during analysis. Gas molecules colliding with the surface would
deposit roughly one atomic monolayer per second at 1.3× 10−4 Pa, assuming all
the molecules stick to the surface. However, sticking probabilities are usually much
smaller than 1, especially after adsorption of the first monolayer. Therefore, Auger
analysis should be performed at pressures p< 1× 10−6 Pa, in order to inhibit reac-
tions with adsorbates, which may alter the surface composition.

In 1967, Palmberg [39] and, separately, Tharp and Scheibner [40] reported on
the measurement of Auger electrons by using a low-energy electron diffraction
system. Harris [41, 42] showed the advantage of using the first derivative of the
direct spectrum in order to identify Auger peaks on the large secondary elec-
tron background. In 1969, Palmberg et al. [43] introduced the cylindrical mirror
analyzer (CMA) and obtained Auger spectra with improved sensitivity and with
subsecond data acquisition duration.

Nowadays, an Auger system is equipped with an electron gun emitting the pri-
mary electron beam for Auger electron excitation, an electron energy analyzer and
detector measuring the emitted electrons from the specimen, a secondary elec-
tron detector acquiring secondary electron images, an ion gun for surface cleaning
and for performing depth profile analysis, and a sample manipulator to locate the
area of interest at the analyzer focal point.

The electrons are emitted either from a LaB6 cathode (older systems) or from a
Schottky field emitter. Schottky field emission sources may provide 1 nA of cur-
rent into probe diameters of about 10 nm (electron-beam energies EP = 10 keV),
which is sufficient for Auger analysis if channel plates for signal detection
are used.

The most commonly used energy analyzers are the CMA shown in Figure 19.14
or the concentric hemispherical analyzer (CHA), which is described in
Section 19.5.2.

The basic construction of the CMA consists of a pair of coaxial cylinders with
entrance and exit slits and a detector. An electric field between the two cylinders
deflects electrons toward the detector to an extent dependent on their kinetic
energy. Scanning the electric field sweeps electrons of different energies across
the detector, thus generating the spectrum. The electron gun is located coaxially
within the CMA. The advantage of this arrangement is a minimization of shadow-
ing in case of rough surfaces. The CMA is a suitable tool for investigating samples
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Figure 19.14 Scheme of the cylindrical mirror
analyzer. (Reprinted with permission from Phys-
ical Electronics GmbH.)

with rough surfaces. The intensity response of a CMA is relatively constant as a
function of sample angle over a wide range of angles.

An important parameter of all energy analyzers is the resolution ΔE, which
is generally determined by the full width at half maximum (FWHM). ΔE varies
proportionally with the energy E, and for a given analyzer geometry, the relative
resolution, ΔE/E, is constant. The relative energy resolution of CMAs is between
0.3% and 1.2%. As mentioned earlier, the FWHM of peaks measured by the
CMA increase with E; however, the angular acceptance of electrons is defined
by the input slit geometry and remains constant with energy. Therefore, the
measured spectrum cannot be expressed by N(E) but is described by the product
E times N(E).

The detector is usually a single-channeltron electron multiplier or a
microchannel-plate electron multiplier. More detailed additional informa-
tion about the CMA as well as other energy analyzers is available in the
literature [44].

In Figure 19.15a the EN(E) surface spectrum of the active layer of a solar cell
is presented. As mentioned in Section 19.4.3, the various Auger peaks appear on

0

(a) (b)

500

9
×106 ×104

8
7
6
5
4
3
2

2
1
0

−1
−2
−3
−4
−5
−6

In
te

ns
ity

 I 
(c

ps
)

R
el

at
iv

e 
in

te
ns

ity
 I r

el

1000

Kinetic energy E (eV) Kinetic energy E (eV)

1500 2000 500

C

O Se

CuIn
Mo

Mo
C O
In

Cu
Se

1000 1500 2000

Figure 19.15 EN(E) spectrum (a) and E dN(E)/dE spectrum (b) of the top surface of a
CuInSe2/Mo/glass stack (exciting primary electron energy was 5 keV at 20 nA primary
electron-beam current).



19.4 Auger Electron Spectroscopy (AES) 543

a varying background. Figure 19.15b shows the same spectrum after differentia-
tion, which may be carried out either electronically (older systems) or by applying
a suitable algorithm such as the Savitzky–Golay filter [45]. The Auger peaks in the
filtered spectrum (Figure 19.15b) appear as characteristic features on a low vary-
ing background. The peak intensity can be easily determined from the distance
between peak maximum and peak minimum. Identification of Auger peaks will
be commonly carried out by comparing peak energies and peak shapes with the
standard spectra collected in Ref. [46].

19.4.5
Auger Electron Signal Intensities and Quantification

Figure 19.16 illustrates the effects within the sample created by the incident
electron beam. Size and shape of the interaction volume depend on the energy
of exciting primary electrons and the atomic number of the sample material.
Auger electrons are created both in the near-surface region and within greater
depths of the analyzed sample. However, only those electrons which are excited
within the near-surface region can escape the sample. Electrons that are scattered
by interactions with the electrons of the sample atoms incurring energy losses
form loss structures on the low energy side of the Auger peaks, and electrons
experiencing random and multiple loss processes form the continuous back-
ground. The distance an electron travels without energy loss is referred to as 𝜆,
the inelastic mean free path. It specifies the detected volume from which Auger
electrons can escape the sample. 𝜆 depends on the material and the energy EWXY
and it is independent of the energy of the primary electrons. Experimentally
determined values are presented in Ref. [47]. The smallest 𝜆 values occur near
75 eV. Between 100 and 2000 eV, 𝜆 increases approximately as E1/2 but rises
more rapidly thereafter, and below about 75 eV, 𝜆 again increases. Low-energy
electrons can escape from only the first several atom layers of a surface because

Primary electron beam
Auger electrons
4–50Å
>atomic no. 3

Volume of
primary
excitation

<1–3 μm

Sample surface
Backscattered electrons

Figure 19.16 Electron beam–sample interaction. (Reprinted with permission from Physical
Electronics GmbH.)
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they have short mean free paths in solids, for example, they are strongly
absorbed by even a monolayer of atoms. This property gives AES its high surface
sensitivity.

Two further important factors are the ionization cross section 𝜎 and the
backscattering factor r. 𝜎 depends on the energy of the primary electrons Ep,
on the critical energy for ionization EW, and on the ionized species. Maximum
ionization should occur near to about Ep/EW = 3. However, extra ionization
caused by backscattered electrons increases the ratio to about Ep/EW = 6. The
backscattering factor r depends on Ep and on the atomic number Z. For increased
Ep and Z values, an enhanced ionization contribution is obtained due to the effect
from backscattered electrons.

Surface roughness is also an important issue. The escape probability of electrons
from rough surfaces is smaller than for flat ones. Electrons emerging from a rough
surface may be reabsorbed by the surrounding material. Using an analyzer with a
large acceptance angle such as a CMA, this roughness effect is minimized [1].

19.4.6
Quantification

Various procedures exist for quantifying Auger peak intensities. A quantification
approach commonly used in the AES community introduces an atomic sensitivity
factor Si [39] of an element i. The atomic concentration cA of a given element A in
a sample can then be expressed as

cA = (IA∕SA)∕Σi(Ii∕Si), (19.7)

where IA is the Auger intensity of WXY transition of element A and Ii is the Auger
intensity of WXY transition of element i.

Equation 19.7 can only be applied if minor variations of r, 𝜆 and the Auger
transition probability 𝛾 of the WXY transition appear, such as for homogeneous
samples. For these samples, a set of RSFs may be used, determined for each beam
voltage, normalized to a reference material [39].

However, in the case of alloys or compounds, sensitivity factors determined on
pure elemental standard samples may lead to incorrect results. The atomic density
of element i, Ni, r, and𝜆 can sometimes vary considerably, and also changes in peak
shape, induced by the changed chemical environment of the emitting atom, can
appear. In that case either sensitivity factors determined on samples of the same
composition or correction factors, as proposed in the literature [48, 49], have to
be applied for quantification.

19.4.7
Application

If the electron beam is scanned across the sample surface along with a sec-
ondary electron detector, corresponding images can be acquired, which is
useful when localizing the region of interest on the sample surface. Auger
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Figure 19.17 (a) Scanning electron
micrograph from a cross section of a
glass/Mo/Cu(In,Ga)Se2 (CIGS)/CdS/ZnO stack.
(b) Line scan across this stack by means
of scanning Auger electron spectroscopy.

(c) Detail of the line scan presented in (a).
(d) Auger in-depth elemental distribution
profiles of the layer of the identical stack,
performed at 5 keV Ar+ ion sputtering.

line scans or maps can be recorded by measuring the intensity of a certain
Auger peak while scanning the electron beam across a region of interest. In
Figure 19.17a–c, a secondary electron image from a cross-sectional sample of a
glass/Mo/Cu(In,Ga)Se2/CdS/ZnO stack and the corresponding line scans across
this stack are presented (the distribution profiles shown in Figure 19.17c are
details of the ones given in Figure 19.17b). A primary electron beam of 10 keV at
1 nA was applied.

The ZnO layer appears on the right-hand side of the line scan (Figure 19.17b),
followed by the Cu(In,Ga)Se2 thin film, the Mo layer, and the glass substrate. Since
the glass substrate is an electrically insulating material, charging effects caused by
the primary electron beam appear. Charging can be reduced substantially either
by applying low primary beam energies and currents, by tilting the sample to a
grazing-incidence angle of the primary electron beam, or by neutralizing charg-
ing by low-energy ion bombardment. In the present case, the sample was tilted
(60∘ to the surface normal). Additionally, the surface was flooded by low-energy
ions (70 eV).
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When applying ion-beam sputtering on the identical thin-film stack, in-depth
elemental distribution profiles were obtained. Commonly, alternating AES and
sputtering is performed. The resulting profile is shown in Figure 19.17d. The
analysis was performed applying 5 keV at 5 μA Ar+ ion sputtering as well as 5 keV
primary electron-beam excitation (I = 20 nA). Intensity quantification was not
possible since no appropriate sensitivity factors for the Cu(In,Ga)Se2 layer were
available. The depth was calculated from the sputtering time by introducing the
sputtering rate, which was determined from in-depth elemental distribution
profiles of a standard layer of known thickness.

The in-depth profile agrees well with the line scan acquired on the cross-
sectional sample, shown in Figure 19.17c. While Cu and Se signal intensities
are constant throughout the layer, those of Ga and In signals exhibit gradients
already found by GD-OES and SIMS (see Sections 19.2.4.1 and 19.3.4). The
decrease of the In, Cu, Se, and Ga signals at the surface is caused by covering the
C contamination layer.

Substantial roughness may be found at the bottom of the sputter crater. The
results are a decrease of the depth resolution and intensity structures as well as
a broadening of signals at interfaces in the thin-film stack. Furthermore, strong
roughness leads to a decrease of intensities. These effects can be clearly seen
in Figure 19.17d, where the structured course of In, Cu, Se, and Ga signals is
smoothed, their intensities are lower than in the line scan analysis, and the signals
at the Cu(In,Ga)Se2/Mo as well as Mo/glass interfaces are slightly broadened. In
this context it should be noted that roughness may be minimized by rotating the
sample during sputtering.

19.5
X-Ray Photoelectron Spectroscopy (XPS)

19.5.1
Theoretical Principles

XPS or electron spectroscopy for chemical analysis (ESCA) is probably one of
the most widely used surface science techniques. It utilizes X-ray photons to ion-
ize atoms and analyzes the kinetic energies of the ejected photoelectrons. As the
core electron binding energies of the elements are distinctive, photoelectron spec-
troscopy can be a valuable tool in determining material composition. Further-
more, chemically inequivalent atoms of the same element are known to show
measurably differing binding energies. This “chemical shift” information can be
most useful in investigating surface reactions or changes in the state of the surface,
as induced by, for example, oxidation.

At its heart, XPS is based on the photoelectric effect outlined by Einstein in
1905 [50] and was developed by Siegbahn et al. in the 1950s and 1960s [51]. The
Einstein relationship relates the kinetic energy of the emitted photoelectron EKE
excited by a photon of energy hv to the binding energy of the electrons in the atom
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EBE referenced to the vacuum level. For photoemission from solids, the binding
energy is referenced to the Fermi level of the material, resulting in Equation 19.8:

EKE = h𝜈 − EBE − 𝜙 (19.8)

where 𝜙 is the work function of the solid. Equation 19.8 assumes that the pho-
toelectrons suffer no change in energy between emission from the surface and
detection in the spectrometer, that is, the process is elastic. In practice, the loss of
energy due to the work function of the spectrometer also needs to be included in
Equation 19.8. This offset is typically handled by the instrument data system inter-
nally. If the experiment is conducted by use of incident photons of much greater
energy than the work function, the kinetic energy spectrum will correlate directly
to the discrete binding energies of the electrons in the solid. However, there are a
finite number of electrons that lose energy due to inelastic collisions in the solid.
This results in the photoelectron peaks detected against a background increasing
from high to low kinetic energy [52].

Once an incident photon has interacted with a solid and a photoelectron has
been ejected, the solid is left with a vacancy in a core electron level. This is gen-
erally occupied by an electron from a higher energy level, and the subsequent
deexcitation of the atom may occur by either emission of an Auger electron or
X-ray fluorescence. The resultant spectrum is a combination of peaks attributed
to photoelectrons and Auger electrons.

Figure 19.18a shows a typical wide-scan (or “survey”) XPS spectrum, and
Figure 19.18b a high-resolution scan of the Si2p region for a Si wafer coated
with a thin oxide layer. The area under each peak in the spectrum is directly
related to the amount of the substance present in the irradiated area. This allows
standardless, quantitative analysis of the surface or thin film to be performed.

XPS is a surface-sensitive technique. The sensitivity toward surface atoms is
due to the relatively short path that a photoelectron can travel before it is sub-
ject to an inelastic scattering process, that is, spectra are the product of atoms in
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region (b) from a Si wafer sample, showing the chemical state information available.
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the outer 10 nm of the sample surface. For the analysis of thin films, cycles of ion
bombardment followed by analysis are performed, extending the depth that can
be investigated to a few microns, with accurate determination of compositional
changes at interfaces between layers, which is possible due to the narrow electron
escape depth.

19.5.2
Instrumentation

A schematic of the typical internal components of an XPS system required for
thin-film solar-cell analysis is shown in Figure 19.19. XPS analyses have to be
performed in high or ultrahigh vacuum. Primarily this is to prevent the emitted
photoelectrons colliding with gas molecules, which would significantly attenuate
the signal. The vacuum also assists in increasing the time before an impurity-free
surface adsorbs gas molecules from the background in the chamber sufficiently to
influence the analysis.

The X-ray photon source used for the XPS experiment varies according to the
desired resolution and power required, from simple, low-power X-ray “guns”
to the use of synchrotron sources. Lab instruments generally have either a
monochromated X-ray source, which are usually configured to expose the sample
to only Al-Kα X-rays, or a nonmonochromated source. Modern instruments tend
to have monochromated sources, which offer better spectral resolution, good
sensitivity, and the possibility of focusing the beam on a smaller area. The X-rays
are monochromated by reflecting the beam from a quartz crystal, which has a
suitable Bragg constant to transmit the Al-Kα X-rays only.

Most instruments include a CHA for the accurate analysis of the kinetic energy
distribution of the photoelectrons. Electrons are focused on the entrance of the
analyzer by a series of lenses. A potential difference, called the pass energy, is
applied across the two hemispherical plates which allows electrons within a nar-
row kinetic energy range to be transmitted through the analyzer. Electrons are
collected at the exit by a detector, either channeltrons or a multichannel plate.
XPS analyzers typically run in a constant energy mode, that is, the pass energy is
fixed, and a retarding potential is applied before the analyzer slit in order to select
the kinetic energy. By scanning the energy range, the spectrum is generated.

No special sample preparation is required for XPS. Both conducting and insulat-
ing samples can be analyzed. For conducting samples, the ejected photoelectrons

Detector

Ion gunCamera

Electron
flood gun

Sample holder
X-ray source

Monochromator
crystal

Hemispherical
analyzer

Figure 19.19 Schematic of a typical XPS
instrument configuration. (The schematic of
the K-Alpha XPS instrument used with kind
permission from Thermo Fisher Scientific.)
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are replaced by conduction from the ground through the sample holder. Insulat-
ing samples, such as thin-film solar cells deposited on a glass substrate, require
an external source of electrons to prevent an excessive buildup of charge at the
surface, which distorts the appearance of the spectrum. Electrons are typically
supplied from a low-energy flood source, which generates a beam slightly larger
than the analysis area with the aim of either neutralizing any buildup of charge or
overcompensating by gas ions to eliminate excess negative charge, which may be
present on the sample and deflect the flood gun beam.

The final component required is an ion source for removing surface material,
forming a crater in which the chemical composition is measured. Ar+ is the most
commonly used ion, with typical acceleration energies in the range of 0.1–5 keV. A
typical depth profile experiment is carried out by alternating spectral acquisition
and periods of ion sputtering. The sample is usually rotated during the etching
cycle in order to minimize sputter-induced roughness in the direction of the ion
beam and to reduce the possibility of heavier elements migrating into lower layers,
both of which can cause a significant reduction in depth resolution [1].

The main limitation of XPS is that the best possible spatial resolution using a lab
instrument is around 3 μm. This is due to the twin difficulties of focusing the X-
ray beam below 10 μm and the low signal level when operating the analyzer to give
the ultimate spatial resolution of 3 μm. Acquisition times can also be large, with
several hours required for depth profile experiments on large areas of interest or
thick layers.

19.5.3
Application to Thin-Film Solar Cells

XPS can be applied to the analysis of the surface chemistry, layer compositions,
and compositional gradients within thin-film solar cells. Figure 19.20 shows a
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Figure 19.21 In3d spectra for regions near the CdS layer (dashed line) and near the Mo
layer (solid line).

depth profile through a complete device, from the ZnO front contact to the Mo
back contact. By initially considering only the variation in each elemental signal, it
is possible to obtain direct quantification of the composition of each layer. The sig-
nals are quantified by measuring the area of a peak due to the emission electron
from a particular orbital and normalizing it via an RSF based on the ionization
potential of that electron in that element. There are two main groups of sensitiv-
ity factors, based either on calculation [53] or experimental observation [54]. The
Scofield set is more widely used, as it covers the entire periodic table. This is of
particular interest in the Cu(In,Ga)Se2 layer, where the In and Ga elemental distri-
butions can be measured with good depth resolution, which is of the order of a few
tens of nanometers, and can be less than 3 nm (in this case the structure of each
of the interfacial layers is quite rough, and so the interface resolution measured in
this experiment is in the range 50–80 nm. Some variation in the ZnO stoichiom-
etry is also evident from the elemental profile. These two examples demonstrate
the rich information that can be obtained from a simple level of data processing.

By close examination of the spectra, it is possible to identify changes in chemical
state. For example, at the interface of two layers, it is possible that there could be
an interaction between components that influences the performance of a device.
This interaction layer could be only a few nanometers in thickness but would be
evident in several levels of the XPS depth profile.

Figure 19.21 shows In3d spectra from an area near the CdS layer and one near
the Mo back contact. The small variation in peak position indicates that the chem-
istry at the two positions is slightly different. This is most likely to be due to the
change in the [In]/[Ga] ratio between these two regions. Information such as this
can indicate problems in the manufacturing process, such as unwanted oxidation
(cf. the presence of a low level of oxygen detected in the Mo layer in Figure 19.20).

XPS depth profiling analysis is destructive, and accurate calibration of the etch-
ing rate through multilayered samples is challenging. Often depth scale calibration
relies on another technique (e.g., an SEM cross section) or is based on the etch
rate measured using a standard of known thickness, such as Ta2O5/Ta or SiO2/Si.
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The limit in the spatial resolution means that identifying the precise location of
submicron surface defects is impossible and that rough interfaces will have an
average depth resolution measured by the experiment.

Despite these limitations, XPS has proven to be an important technique for the
investigation of elemental distributions in solar-cell devices, failure analysis, and
quality assurance applications. Advances in instrument design and software capa-
bility have enabled significant reductions in acquisition time and detection limits.
The ability to analyze samples with no special preparation steps required permits
both initial research developments and finished devices to be measured. In sum-
mary, the ability to directly quantify the concentrations and subtle variations in
the chemistry of material present, with extreme surface selectivity, makes XPS a
useful addition to the armory of the materials analyst.

19.6
Energy-Dispersive X-Ray Analysis on Fractured Cross Sections

In order to detect small traces of possibly light elements, such as Na, energy-
dispersive X-ray spectroscopy (EDX) is certainly not an appropriate technique to
be used as the detection limit in particular for light elements is not sufficient. But
if in need of a fast method with virtually no sample preparation involved, which
can provide valuable information regarding the in-depth matrix-element distribu-
tions of the deposited thin film (e.g., the In and Ga distributions in Cu(In,Ga)Se2
thin films), EDX on a cross-sectional sample in a scanning electron microscope
may be the method of choice.

19.6.1
Basics on Energy-Dispersive X-Ray Spectroscopy in a Scanning Electron Microscope

As part of the inelastic interaction of sample atoms with the electron beam in an
SEM, X-rays characteristic for these atoms are emitted (Chapter 14.2.3). These
X-rays can be used to identify constituent elements of the sample under inves-
tigation. Depending on the detector in use, both the wavelength and the energy
of the emitted X-rays can be used for a compositional analysis [55]. Since sample
drift can be an issue when recording elemental distribution profiles on a solar cell
cross section, the use of high acquisition rates is often advantageous.

When investigating homogeneously composed samples, EDX is a well-suited
method for the quantitative determination of the sample composition [56]. It is,
however, important to realize that, performing SEM–EDX on multilayer stacks
in a cross-sectional configuration, the spatial extension of the interaction vol-
ume of the electron beam with the specimen always comprises inhomogeneous
material distributions. This will render efforts to obtain reliable quantified infor-
mation futile in the vast majority of cases. However, in general the qualitative
distribution of a matrix element that is obtained by referring to the net counts
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Figure 19.22 Net-count SEM–EDX line scan from a ZnO/CdS/Cu(In,Ga)Se2/Mo/glass stack,
recorded using acceleration voltage of 7 keV and a beam current of 250–300 pA.

may be transformed into a corresponding concentration distribution by relating
the average net count of a specific element to its average concentration, which
may be determined, for example, by means of X-ray fluorescence [57]. For good
comparability of various measurements, it is necessary to either ensure identical
measurement conditions or, alternatively, to perform normalization to an element
of which ideally the concentration is assumed to be constant throughout the depth
of a particular layer.

In order to ensure a favorable ratio of the characteristic X-ray line signal and
the background, the kinetic energy of the exciting electrons should – as a rule of
thumb – be at least twice as high as the maximum line energy used for analysis.
Hence, the position of the characteristic X-ray lines for the relevant elements and
their possible overlap determine the minimum acceleration voltage to be applied
for the SEM–EDX analysis.

Figure 19.22 shows a net-count line scan from the fractured cross section of
a ZnO/CdS/Cu(In,Ga)Se2/Mo/glass stack, in which the Cu(In,Ga)Se2 layer was
deposited by standard multistage coevaporation [55]. The acceleration voltage was
7 kV, using a beam current of 250–300 pA. The value for the acceleration volt-
age was chosen according to the excitation energy for the In-L line (3.4 keV). The
line scan consists of 10 measurement points between the Mo back contact and
the ZnO front contact of the solar-cell device. Although the thickness of the CdS
buffer layer is only in the range of about 50 nm, it is clearly visible. Apparently, Ga
and In are not homogeneously distributed. The corresponding elemental distri-
butions exhibit in-depth gradients.
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19.6.2
Spatial Resolutions

Several approaches have been published [48, 58–60], which estimate the
extension R of the interaction volume of an electron beam with a compound,
considerations which are relevant for all-electron-beam-related techniques (see
also Chapter 14). In SEM–EDX, the value R represents an intuitive and reliable
limit for the spatial resolution. For Cu(In,Ga)Se2 thin-film solar-cell devices at
an acceleration voltage of 7 kV R varies from 130 to 270 nm, depending on the
material hit by the electron beam. A definition of the spatial resolution similar to
the one for analytical transmission electron microscopy (TEM) [61] is difficult to
obtain in the case of SEM–EDX due to the usually large specimen thickness, that
is, the comparably large interaction volume of the electron beam with the sample.
The signal quality and also possible superpositions of characteristic lines with
those of the background have a certain impact on the minimum expansion of the
patterns to be resolved. It is hence highly recommended to determine the lateral
resolution experimentally for the material system and measurement conditions
used. Other error sources to be considered are the measurement-system error,
the error introduced by sample drift during signal acquisition, the error caused
by the roughness of the surfaces and interfaces of and within the sample that
is analyzed, and, in connection with the sample surface roughness and sample
orientation, errors introduced by reabsorption of emitted characteristic X-rays
and subsequent fluorescence processes [48].

19.6.3
Applications

Modern SEM–EDX systems are often equipped with the possibility to record
spectral images of an area of interest. That is, EDX spectra are recorded on a
defined, spatially resolved pattern and can be analyzed after the measurement.
This enables the acquisition of elemental maps and/or “wide” line scans that pro-
vide for a certain lateral averaging. Figure 19.23 shows a cross-sectional scanning
electron micrograph from a ZnO/CdS/Cu(In,Ga)Se2/Mo/glass stack. Also indi-
cated is the region of interest in which EDX data acquisition was performed using
the identical measurement setup, with 250–300 pA and with 4–5 nA electron-
beam current.

A net-count line scan along the arrow was extracted from the collected EDX
data and is displayed in Figure 19.24a for the In-L, Ga-L, and Se-L lines. As
the acquisition durations were comparable in range, the number of net counts
is considerably higher for the measurement at 4–5 nA. The Cu(In,Ga)Se2 thin
film depicted in Figure 19.23 is fabricated at a nominal substrate temperature
of 330 ∘C. Standard processes are normally performed at temperatures above
500 ∘C, and a comparison with Figure 19.22 shows that at the low process
temperature, a much stronger Ga gradient forms in the Cu(In,Ga)Se2 layer.
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Figure 19.23: (a) net counts as recorded and (b) net counts normalized to Se-L.

It was already mentioned earlier that, in order to improve comparability of indi-
vidual measurements, the normalization to an element with a constant concen-
tration throughout the layer may be of use. In the case of Cu(In,Ga)Se2 thin films
fabricated by coevaporation, the Se concentration is assumed to comply with this
requirement [50].

Figure 19.24b shows Ga and In signals normalized to the Se concentration. Due
to the roughness of the investigated surface, the effect of reabsorption, which
is higher for lower beam energies, needs to be considered. It is important to be
aware that a possible error introduced by reabsorption of Se-L X-rays is enhanced
when normalization to the Se-L line is carried out for high-energy signals. On
the other hand, it may also have a compensating effect for low-energy lines. After
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normalization, the line scans that were performed with the different beam cur-
rents show a good match. Both Ga-L and Ga-K signal distributions indicate fea-
tures with spatial extensions as low as approximately 150 nm. These are the two
distinct peaks, which designate a particularly high Ga content for distances below
1 μm away from the back contact and a peak in the Ga signal above 2 μm dis-
tance. All of these features can be ascribed to particular stages of the Cu(In,Ga)Se2
deposition process [3, 55]. It is interesting to note the slight difference in reso-
lution for the line scan recorded at 4–5 nA when compared with the line scan
acquired at 250–300 pA. The peak width seen in the normalized spectra is slightly
increased for the use of a beam current of 4–5 nA. Also, at distances larger than
2.6 μm from the back contact, the line scan at 4–5 nA exhibits an increase of the
Ga signal, while the line scan at 250–300 pA does not. This may be the conse-
quence of the proximity of the Zn-L and Ga-L lines and an EDX signal misin-
terpretation due to the larger interaction volume for the higher beam current.
However, the use of higher beam currents allows for a much reduced measure-
ment duration, which reduces the risk of drift and still shows a reasonable lateral
resolution.

19.6.3.1 Sample Preparation
Cross-sectional specimens for SEM–EDX can simply be prepared by fracturing
or cutting of the sample. Care should be taken regarding contacting of the sample
in order to avoid electrical charging during the measurement as this may lead to
additional drift. The use of finished solar-cell devices for depth profiling of the
absorber layer is one way to circumvent more laborious methods of increasing
the sample surface conductivity like the deposition of a very thin carbon layer. At
times, it may also be advantageous to prepare polished cross-sectional specimens
(see Chapter 14) in order to minimize errors that may be introduced by rough
cross-sectional surfaces.

19.7
Atom Probe Tomography and Correlated Microscopies

A general view of nanotechnology includes the design of novel devices whose
properties are controlled or influenced by features at the nanometric scale such as
impurity segregation at grain boundaries (GBs) or interfaces, clustering, nanolay-
ers, nanowires, and so on. To develop the full potential of these materials and
understand their properties, their chemical changes at the atomic level must be
characterized. APT is a new technique for this purpose [62–65]. The advantage
of this powerful tool is that it provides access to both the structure and the com-
position of materials at the atomic scale, that is, about 0.2 nm for the lateral reso-
lution and about 0.1 nm for the depth resolution [66]. Impurities at levels as low as
10–30 ppm (depending on the background level and on the position in the mass
spectrum) can be traced. Another advantage is that the elemental distributions
can be explored in three-dimensional (3D) view within the studied material, with
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typical dimensions of the analyzed volume of about 50 nm× 50 nm× 300 nm for
state-of-the-art instruments.

19.7.1
Theoretical Principles

In APT, the atoms from the apex of a needle-shaped sample are successively
removed by a field-evaporation process, applying a high electric field necessary
to remove an atom from the surface (about few tens of volt per nanometer).
The removal of an atom from the sample surface involves both desorption of an
atom from the surface and ionization of the removed atom [67]. The desorption
phenomenon implies breaking the atomic bonds of a specific atom to remove
it from the surface, while the ionization phenomenon implies that this atom is
pulled away from the surface as an ion when a sufficiently high electric field is
applied.

The high electric field at the surface of the sample is achieved by using a needle-
shaped tip sample with a radius of curvature ≤50 nm. The electric field generated
at the apex of the tip can be defined as

F = V
kR

(19.9)

where k is the field factor, V is the voltage, and R is the radius of curvature. The
constant k can range from 3 to 8, as calculated for a W tip, and its value depends
mostly on the tip shape [68, 69].

19.7.2
Instrumentation

Figure 19.25 shows a tip-shaped specimen placed in an ultrahigh vacuum chamber
with a base pressure of ∼10−9 Pa. The tip is cooled down to very low temperatures
between 20 and 80 K to preserve the position of the surface atoms subjected to
high electric field and to reduce the thermal agitation energy, kBT , of the atoms at
the instant of their evaporation, thus providing high spatial resolution. Moreover,
a local electrode or microelectrode with inner diameter of about 30 μm (e.g., for a
LEAP 3000X HRTM [70]) is positioned within several tens of micrometers from
the apex of the tip. Its main task is to enhance the field at the apex of the tip, thus
enabling a longer lifetime of the tip during the APT analysis [71].

Applying either high-voltage or laser pulses to a positively biased APT tip
induces controlled field evaporation of surface atoms. The field-evaporated atoms
are accelerated toward a position-sensitive detector that records their TOF and
impact positions. A 3D elemental map can be reconstructed from the collected
data using an inverse projection of the detector coordinates (xD, yD) to the tip
surface (x, y). A point-projection model is used, which assumes that the trajectory
of the ions depends strictly on the distribution of the field lines and not on its
mass or applied voltage [72] as shown in Figure 19.26. For this model, the apex of
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Figure 19.25 Schematics of the experimental setup used for atom probe tomography and,
more specifically, of the local electrode atom probe (LEAP). (Reproduced with kind permis-
sion from Dr. Ivan Povstugar from Max-Planck Institut für Eisenforschung GmbH, Düsseldorf.)
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Figure 19.26 Schematics of the point-
projection model used for the 3D reconstruc-
tion of the APT data. Here, P is the projec-
tion point, O is the center of the hemispheri-
cal cap, R is the radius of curvature, L is the

flight length, 𝜉 is the image compression
factor, and x, y (xD, yD) are the coordinates
of the atoms at the apex of the tip (on the
detector).

the tip is considered as a truncated cone with a hemispherical cap, although for
real APT tips, deviations from this geometry are found.

By using the point-projection model, the magnification by projection parameter,
M, can be defined as the ratio between the flight path, L, and the product 𝜉R:

M = L
𝜉R

. (19.10)
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Figure 19.27 (a) Schematics of an APT tip containing a grain boundary (GB) (b) and (c) of
the local magnification effect in the case of low- and high-field GB.

The constant 𝜉 is the image compression factor, and its value ranges between 1
and 2 [73]. The parameter M is instrument dependent, since L may vary between
a straight-flight-path (∼10 cm) and reflectron (∼36 cm) systems.

19.7.3
Artifacts in Atom Probe Tomography

One of the most encountered artifacts in APT is the local magnification effect
(LME) [74]. This effect occurs owing to local variation in the evaporation field,
causing local protrusion at the tip surface and hence trajectory deviation in flight
path. These local variations in evaporation field are produced mainly by the exis-
tence of another phase inside the APT tip, such as a GB or a precipitate [75].
Figure 19.27 shows the trajectory aberrations and the density variations due to the
GB, which has a lower or a higher field evaporation than the matrix (Figure 19.27b
and c). The LME is very easily detected in the reconstructed 3D APT map owing
to the atomic density variations in the reconstructed GB region. An effective way
to reduce these LMEs is to place the GB perpendicular to the tip axis (z axis), since
the LME increases continuously as the GB approaches an orientation parallel to
the tip axis [76].

19.7.4
Sample Preparation

The APT data quality is determined very much by the sample preparation. Indeed,
the APT tip surface is often prone to ex situ or in situ contaminations, which
reduce substantially the tip lifetime during the APT measurements.

In the present subsection, standard and site-specific sample preparation using
combined microscopies will be described.

19.7.4.1 Standard Sample Preparation
For APT investigations, a very thin needle with a tip radius of R≤ 50 nm should be
prepared from the material of interest. There are several methods applied for tip
preparation, such as electropolishing of metallic wires/rods and focused ion beam
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Figure 19.28 (a) Milling of a chunk for lift-
out, (b) attaching the micromanipulator to
the chunk by Pt deposition, (c) attaching
the micromanipulator to the chunk by Pt
deposition, (d, g) annular milling and final
5 kV milling to obtain APT sharpened tips
for transmission electron microscope (TEM),
electron backscatter diffraction (EBSD), and
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showing the grain orientation determina-
tion based on the Kikuchi diffraction pattern,
(f ) APT results showing the Na and K segre-
gation at the random high-angle GB noted
by R 80.26∘ in (e), (h) EBSD measurement
directly on the APT tip, and (i) APT results
showing the Na segregation and clustering
at the R 35.5∘ GB shown in (h).

(FIB) milling of any solid material. The FIB lift-out method [77] has been shown to
be well appropriate for the preparation of APT tips from semiconductor materials
such as Cu(In,Ga)Se2 and Cu2ZnSn(S,Se)4 thin-film materials. The main steps of
a standard lift-out process are shown in Figure 19.28a–c.

The lift-out process involves:

1) Defining the region of interest on the Cu(In,Ga)Se2 surface
2) Milling of two rectangular trenches using a tilt angle of 22∘, that is, a chunk

is obtained (Figure 19.28a)
3) Performing a first free-cut on the left side of the chunk
4) Attaching the micromanipulator to the chunk by depositing a Pt weld by ion-

beam-induced chemical vapor deposition
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5) Performing the final free-cut on the right side of the chunk (Figure 19.28b)
6) Lifting out the freestanding chunk and attaching it on the Mo pins using Pt

deposition
7) Performing a free-cut to finally obtain only a small part of the chunk (about

2 μm in width) on the top of the Mo pin (Figure 19.28c)

After mounting the desired material on the Mo support tips, annular milling
[77] is applied to obtain a tip-shaped sample for the APT investigations. More-
over, the annular milling parameters such as ion-beam energies and currents are
specially optimized for the material under investigation to avoid Ga contamina-
tion and amorphization of the APT tips. For Cu(In,Ga)Se2 and Cu2ZnSn(S,Se)4,
the voltage was kept at 2–5 kV at the end of the annular milling to restrict the Ga
implantation to a region of about 5 nm below the surface [78].

19.7.4.2 Site-Specific Sample Preparation Using Combined Microscopies
Novel site-specific preparation procedures have recently been developed [78],
providing the ability to analyze the structural properties of a specific Cu(In,Ga)Se2
GB prior to the APT investigations. Thus, the relationship between structural
and chemical properties for GBs in polycrystalline Cu(In,Ga)Se2 layers can be
determined.

These site-specific preparation procedures combine the FIB lift-out method
either with TEM or with electron backscatter diffraction (EBSD) as shown
in Figure 19.28e and h. At the end, APT analyses on the preinvestigated tips
were performed, as shown Figure 19.28f and i. In the APT maps, each point
corresponds to one atom, clearly showing the APT capability to analyze the
desired area at the nanometer scale. Moreover, these APT results give evidence
for Na and K impurity segregations at random high-angle GBs, indicated by
“R” in Figure 19.28e, f, h, and i with misorientation angles of 80.36∘ and 35.5∘.
The segregation of alkali metals at GBs can be expected, since these elements
are present in the soda-lime glass used as substrate material for the solar cells.
However, for long, it has remained unknown in which quantities these elements
segregate to Cu(In,Ga)Se2 GBs and how they are distributed. Indeed, as a
mass spectrometry method, APT is one of the few techniques which can give
information on Na and K concentrations and also 3D localization at GBs within
Cu(In,Ga)Se2 thin films [75, 78–81].

19.7.5
Application to Thin-Film Solar Cells

As demonstrated in the previous sections, APT is a very powerful tool able to trace
any chemical changes at the atomic scale and in 3D. This information becomes
important when the properties of thin-film solar cells are controlled by nanoscale
features, such as nanodots or clusters of secondary phases or extended structural
defects as GBs. In the following, two examples are shown in Figures 19.29 and
19.30 for which the nanoscale features have considerable impact on the solar-cell
performance.
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In the first example, a buffer layer for Cu(In,Ga)Se2 solar cells, consisting of
mixed In2S3 –ZnS nanodots deposited by spray-ion layer gas reaction (ILGAR),
as alternative to CdS, is presented. The Cu(In,Ga)Se2 solar cell containing this
mixed, alternative buffer layer showed a 1% (absolute) higher conversion efficiency
than the solar cell containing a pure In2S3 buffer layer. Thus, the insertion of the
ZnS nanodots into In2S3 affected the device performance considerably [82]. APT
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provided chemical and structural information, such as ZnS nanodot composition,
size, shape, and distribution, as shown in Figure 19.29.

Another example concerns the precipitation of secondary phases in
Cu2ZnSn(S,Se)4 thin films for solar cells. These phases are generally con-
sidered to be detrimental to the conversion efficiency, as they can lead to an
increase in series resistance [84] and/or a decrease in open-circuit voltage
[85]. Hence, reliable and accurate characterization of precipitates containing
secondary phases in terms of composition, size, and distribution is essential for
understanding solar-cell properties and for controlling synthesis and process
parameters. Moreover, detection of secondary phases remains a great challenge,
as many of them are structurally similar to the Cu2ZnSn(S,Se)4 matrix and
can be present as nanoprecipitates or inclusions. Thus, the APT measure-
ments were necessary for characterizing the possible secondary phases in the
Cu2ZnSn(S,Se)4 layers and their composition, size, and distribution. Figure 19.30
shows that indeed, Zn-rich precipitates with diameters of about 50 nm and a
stoichiometry corresponding to Cu2Zn5SnSe8 and Cu2Zn6SnSe9 were formed
in a Cu2ZnSnSe4 layer. Although their size is rather small, Schwarz et al. [86]
showed that these Zn-rich precipitates can act as a barrier for photogenerated
charge carriers, increasing the series resistance. Furthermore, it can contribute
to the recombination activity by increasing the reverse saturation current.
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20
Hydrogen Effusion Experiments
Wolfhard Beyer and Florian Einsele

20.1
Introduction

In an effusion experiment, a sample is heated to high temperatures, and released
(effused) gases are detected. In particular for incorporated hydrogen in thin
films, effusion measurements have been established as a fairly fast method for
the measurement of hydrogen concentration and the kinetics of its release and
thus on its incorporation stability [1]. Knowledge about hydrogen incorporation
and stability is of particular interest for silicon-based thin-film solar cell materials
like hydrogenated amorphous silicon (a-Si:H), microcrystalline silicon (μc-Si:H),
related (alloy) materials, and amorphous and microcrystalline germanium
(a-Ge:H and μc-Ge:H, respectively). These materials contain typically 10 at.%
of hydrogen. More recently, this class of materials has gained interest also for
application as undoped surface passivation layers and doped contact layers
in amorphous/crystalline silicon heterojunction solar cell technology [2]. The
process of hydrogen effusion may also be of importance in the technology of
crystalline silicon on glass (or on SiO2) if plasma-grown a-Si:H films are used as
a starting material [3]. Furthermore, hydrogen incorporation and its release is of
interest (and has been studied) for transparent conducting oxide (TCO) materials
like tin oxide (SnO2) and zinc oxide (ZnO) which are widely applied in thin-film
solar cell technology. Although the incorporated hydrogen concentration in
these TCO films is typically much smaller than in a-Si:H, hydrogen is the topic
of intensive research [4] since it may act as a dopant [5]. In addition, during
a-Si:H deposition on TCO-coated glass substrates, hydrogen may reduce the
oxygen-bonded Sn or Zn atoms to the metallic phase [6].

Gas effusion measurements in general have turned out to provide a fast struc-
tural characterization of thin films, since the effusion of gas atoms and molecules
from the film interior depends on the atomic density and is strongly modified by
the presence of empty spaces (voids). This is particularly true for effusion of rare
(inert) gas atoms like He, Ne, and Ar which do not react with the host material [7].
These gas atoms can be brought into the material during deposition or by ion
implantation.

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.
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The aim of this chapter is to review some effusion measurement techniques, the
data analysis, and selected results. Hydrogen effusion (also termed hydrogen evo-
lution) measurements were first applied in thin-film silicon technology by Triska
et al. [8] in 1975. Gas effusion measurements in general, however, go back to much
earlier work, in particular in surface science where this technique has been widely
used for characterizing the desorption of atomic or molecular species. Here, the
technique is often termed temperature-programmed desorption (TPD) or ther-
mal desorption spectroscopy (TDS). Basic work has been published in extensive
review articles like those by Redhead [9] and Pétermann [10].

20.2
Experimental Setup

Two different experimental setups are commonly applied for hydrogen effusion
measurements, the “closed” and the “open” effusion systems. In the “closed” sys-
tem, a sample is heated inside a closed vacuum container, and the hydrogen pres-
sure is recorded as a function of time [11–15]. Provided that readsorption of
hydrogen to the sample and adsorption/desorption of hydrogen at the walls of
the container are negligible and the gas temperature remains constant, according
to the gas equation

pV = 𝜈RT = NkT (20.1)

(with the pressure p, the gas volume V , the number of gas atoms/molecules
N = 𝜈NA, the Avogadro number NA, the gas constant R, and the Boltzmann
constant k), the time derivative of the pressure is proportional to the effusion rate
dN/dt.

In an “open” system, the vacuum container where the sample is heated is con-
stantly evacuated by a turbomolecular pump [16]. Due to the constant pumping
speed of turbomolecular pumps over a wide pressure range, the hydrogen pressure
at the pumping port is a measure of the effusion rate, if the adsorption/desorption
at the container walls is negligible and the hydrogen flow is not inhibited by the
size of the vacuum lines.

In many cases, quadrupole mass analyzers (QMAs) are applied for partial
pressure detection so that not only hydrogen but other desorbing gases can
be measured. Such instruments typically require pressures ≤10−3 mbar. In
particular at this point, the “open” system has some advantages to the “closed”
system, as it is less sensitive to the total amount of effused gases. Both setups
allow, in principle, line-of-sight mass spectrometry where effusing gas atoms
or molecules can proceed without collision directly into the orifice of the
quadrupole instrument. By line-of-sight mass spectrometry, desorbing gas
species can clearly be identified, while upon collision, different gas species may
form. Since quadrupole instruments only measure ions, usually at the entrance
port of the quadrupole instrument, a heated filament generates free electrons
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which are accelerated by an applied voltage and cause the ionization of atoms
or molecules. Typically voltages up to 100 V are applied, and positive ions
are measured. Under these conditions, molecules are partially decomposed
showing up in the mass spectra as characteristic cracking patterns, tabulated
in the literature [17]. For example, water (molecular weight 18) gives a crack-
ing pattern with the masses 18, 17, 16, 2, and 1, neglecting some presence
of deuterium. Thus, even for effusion of several hydrogen-bearing molecule
species at the same time, the identification of the effusion of the individual
molecule species may be possible. As a heating schedule, most commonly a
linear increase of the sample temperature as a function of time is used, but the
application of a linear variation of the reciprocal temperature has also been
discussed [9].

In the United States and Europe, effusion setups are commonly self-assembled,
and there is no standard commercial product. In Japan, there is a commercial
product for basic measurements by ESCO Company (ESCO EMD-WA1000S).
In the following, we describe the experimental procedures of effusion measure-
ments for the setup realized in the Forschungszentrum Jülich. This latter apparatus
has been applied successfully for thin-film characterization for almost 30 years. In
Figure 20.1, the setup is shown schematically. It is an “open” system and allows
absolute calibration of the effusion rate of various gases. In this effusion system,
the samples are placed in a quartz tube (16 mm outer diameter) which is sealed at
one side and is constantly pumped by turbomolecular pump at a nominal pump-
ing speed of 150 l/s at the other side. Within the quartz tube, the samples can be
moved using a small thin metal boat made of nickel that can be manipulated from
the outside of the quartz tube via a small magnet. For the measurement, a sam-
ple is placed in the end part of the quartz tube which is heated by an oven. The
remaining samples are stored in the cold parts of the quartz tube outside of the
heated range. The oven is of relatively low mass in order to ensure a fast heating
and cooling and is only 10 cm in length. It has a maximum power consumption
of about 0.4 kW and allows heating rates >40 K/min up to a maximum tempera-
ture of 1200∘C. At this maximum oven temperature, the sample within the quartz
tube attains a temperature of about 1050 ∘C. While a maximum temperature of
about 1000 ∘C is sufficient for measurement of hydrogenated silicon, we note that
for alloys of silicon with nitrogen or carbon, higher temperatures may be required
for all hydrogen to leave the sample. Higher temperatures (by 150–200 ∘C) are
no problem for the quartz tube but for the oven a special construction may be
necessary. Typical (linear) heating rate is 20 K/min (applied for most effusion mea-
surements in this chapter).

For the QMA, a Q-200 (with Faraday cup detector) by Leybold–Heraeus was
employed in the original Jülich apparatus. This device is no longer produced, but
high-quality apparatus (e.g., Hiden HAL 301/3F) is on the market. For the effu-
sion experiment, various masses (at Jülich up to about 20) are measured sequen-
tially by the quadrupole instrument while the temperature rises. Measurements
of different masses require a time delay in order to account for the RC time of
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Figure 20.1 Schematic illustration of hydro-
gen effusion setup employed at Jülich. Sam-
ples are placed in a quartz tube which is
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effusion setup (separated by a valve) is used
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the Faraday cup signal amplifier. The data are recorded via PC. The apparatus
described so far can provide relative measurements only. In order to achieve abso-
lute measurements, a calibration system as also shown schematically in Figure 20.1
has been implemented.

Calibration is achieved by inserting well-known flows of calibration gases into
the apparatus and by comparing the quadrupole reading of the calibration gas flow
with that from the sample. In order to establish the calibration gas flow, a capillary
is used with dimensions chosen such that a pressure p on the higher pressure side
of the capillary of p≈ 10−3 –10−2 mbar results in a gas flow of about 1016 atoms/s
through the capillary. Since such a flow causes only a weak rise of pressure (up
to 10−5 –10−4 mbar) in the main turbopumped chamber, the pressure drop within
the capillary exceeds two orders of magnitude. Then the gas flow through the cap-
illary dN/dt given by the Knudsen formula for molecular flow

dN∕dt = C1p(M)−1∕2 (20.2)

depends only on the gas type (molecular mass M), the capillary dimensions, and
the pressure p at the higher pressure side of the capillary. The latter is measured
at Jülich by a highly accurate spinning rotor vacuum gauge (MKS).

The constant C1 can be determined by establishing a well-known flow dN/dt
of a calibration gas of molecular mass M0, for example, by using a well-known
volume as a source of the calibration gas and monitoring the pressure drop
in this volume as a function of time. While this pressure drop yields with
Equation 20.1 the rate dN/dt, with the pressure p measured at the higher
pressure side of the capillary and M = M0, the constant C1 in Equation 20.2 is
obtained.

Once C1 is known, the flows dN/dt of other gases can be calculated according
to Equation 20.2, using the measured pressure p and the known molecular mass
M. With this setup, only the flows of highly pure gases can be calibrated which
means that highly pure calibration gases are required (supplied, e.g., in the MINI-
CAN system by Linde), the system must be highly leak tight, and when switching
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from one calibration gas to another, the calibration system needs to be pumped
to low pressure (typically 5× 10−7 mbar). At Jülich, a turbopump with a nominal
pumping speed of 50 l/s is employed in the calibration system.

For an accurate measurement of a quadrupole signal for a given mass, one
needs to account for two sources of signal drifts. One possibility of an error arises
because the signal height of a given mass is not measured at the peak center of
the quadrupole signal but rather in the flanks. This drift is usually fairly long
term, and it has proven sufficient to optimize the measuring window to the peak
maximum once per week. The other possible error arises because the sensitivity
of a quadrupole may change (it typically decreases) as a function of time, likely
due to changes of the degree of ionization of the incoming gas species. The
sensitivity factors of different gases were found to vary only slightly relative to
each other. To account for this effect, we determined in calibration procedures
prior to and after the actual effusion experiment the sensitivity factors SA

X of
a given gas molecule X by comparing the quadrupole reading with the actual
gas flow calculated by Equation 20.2. In addition to the gases expected to arise
from the effusion experiment, a reference gas with the sensitivity factor SR

Y (Y
typically He, Ne, or Kr) is also calibrated. From these calibration runs relative
sensitivity factors SA

X∕SR
Y for a given molecule X are obtained. To determine the

actual sensitivity SA
X during an effusion run, the reference gas is kept flowing, and

the actual value of SA
Y is monitored. The actual value of SA

X is then determined by
SA

X = SA
Y
(
SR

X∕SR
Y
)

[18]. By monitoring a reference gas flow during an effusion run,
irregularities of the effusion system like nonconstant pumping speed or sudden
changes in quadrupole sensitivity (which sometimes occur when effused gases
like fluorine contaminate the QMA system) are also detected. Besides the calibra-
tion described here, effusion measurements at Jülich have often been calibrated
by measuring samples which had been implanted with a well-known dose of H
or He ions, or by comparing the effusion results with impurity concentrations
measured otherwise.

Important for successful H effusion measurements is also the choice of the film
substrate which should affect the effusion process as little as possible. In early
work, often aluminum foils or rock salt substrates were employed which were
removed by hydrochloric acid or water prior to effusion [12, 15]. Metal substrates
are usually not well suited as they often contain dissolved hydrogen leading to a
high hydrogen background signal. Moreover, at the interface to amorphous sili-
con layers, silicide formation or metal-induced crystallization may occur in cer-
tain temperature ranges leading to modifications of the effusion spectra. Glass
often leads to a high hydrogen background signal, and problems may arise as it
gets soft and melts at elevated temperature. We obtained best results with crys-
talline silicon, germanium (both only moderately doped), or sapphire platelets as
substrates. In these cases, the hydrogen background signal is low, arising primar-
ily from surface-adsorbed water. However, for certain deposition conditions, the
films on the latter substrates tend to form blisters and pinholes [19] typically near
300–400 ∘C causing modifications of the effusion spectra [16]. The reason is pre-
sumably that these latter substrates have a low solubility for molecular hydrogen
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so that H2 precipitates at the film–substrate interface. The effect can be avoided
by a thin coating with SiO2 which provides a higher H2 solubility and diffusivity.
Fused quartz substrates usually do not show pinhole formation, but hydrogen in-
diffusion at 500–650∘C and out-diffusion above 700 ∘C have been reported [16].

The detection limit for the effusion of molecular hydrogen (molecular mass 2) of
the Jülich system is near 1013 molecules/s. It is caused primarily by a background
mass 2 signal due to H2O desorption from parts of the apparatus which are not
heated out (e.g., the quartz-metal connection) when pumping down the effusion
apparatus. Since the hydrogen isotope deuterium (present in natural hydrogen at
about 0.015 at.%) has a much lower background and thus a lower detection limit,
deuterated materials are often prepared and measured. Note that for hydrogen
effusion from silicon, the results for the two different hydrogen isotopes, namely,
H2 proper and D2 (deuterium), are quite similar, that is, there is no significant
isotope effect visible in hydrogen effusion [20].

Recently it was demonstrated by Kherani et al. [21] that effusion measurements
of radioactive tritium (T) from a-Si:H:T films are possible without high vacuum.
Here, effusing tritium (primarily HT molecules) moves in an argon atmosphere to
an ionization chamber where the radioactive decay of T is monitored. The effusion
spectra for tritium from amorphous silicon were not found to differ significantly
from those for hydrogen or deuterium. Due to the high sensitivity of tritium decay
measurements, this method can give a much lower detection limit for effusing
hydrogen than obtained for the nonradioactive isotopes of hydrogen.

20.3
Data Analysis

If hydrogen effusion measurements are only performed to measure the absolute
hydrogen concentration, the effusion rate is integrated over the time and temper-
ature, that is,

NH = ∫ (dN∕dt)dt. (20.3)

Additional measurement techniques like secondary ion mass spectrometry
(SIMS), infrared absorption, and others may be necessary to assure that after
completion of the experiment all hydrogen has left the material. As mentioned
in Section 20.2, a relatively simple check of calibration is the measurement of a
well-known implantation dose of a given gas species.

If the aim of the experiment is the study of hydrogen stability and processes of
its release, some knowledge is required on the distribution of hydrogen within the
thin film and on its bonding state, namely, if hydrogen is predominantly present
as a molecule or if it is bonded to atoms of the amorphous network. The hydrogen
depth profile can be conveniently measured, for example, by SIMS profiling (see
Section 19.2); the bonding state can be evaluated, for example, by infrared absorp-
tion measurements which give information on the concentration of hydrogen in
bonds to amorphous network atoms (Si, C, etc.).
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In the following we describe the data analysis assuming a constant hydrogen
concentration for the as-deposited material throughout the film depth, the
bonding of hydrogen primarily to atoms of the host material (little H2) and the
measurement of hydrogen effusion in a high vacuum system applying a constant
heating rate.

Hydrogen effusion involves then surface desorption of hydrogen which can be
described for a single process by the rate equation [1, 9, 10]

d(N∕N0)∕dt = (kT∕h)(1 − (N∕N0))n exp(−ΔG∕kT) (20.4)

(with N0 and N denoting the original and effused hydrogen concentrations, k and
h the Boltzmann and Planck constants, respectively, n the order of reaction, and
ΔG the free energy of desorption). For simplicity, the transmission coefficient [10]
is set equal to unity in Equation 20.4. For a temperature T rising as T =T0 + ßt
(ß the linear heating rate), Equation 20.4 describes an effusion rate dN/dt first
rising and then falling as a function of temperature and time. However, this sur-
face desorption formula will only describe the measured effusion curves or part
of them as long as surface desorption is the rate-limiting step for effusion. As we
are dealing with thin films, diffusion of hydrogen as an atom or a molecule to the
film surface may also be a rate-limiting step. Therefore, the analysis of the effusion
data requires the identification of rate-limiting processes and the identification of
the diffusing species (molecular or atomic hydrogen). Since in an effusion mea-
surement a sample is heated to high temperatures, structural changes may occur
which will also influence the effusion curves, in particular by changing the diffu-
sion process.

20.3.1
Identification of Rate-Limiting Process

Methods for analysis of effusion data and for the identification of rate-limiting
effusion processes are demonstrated in the following part of Section 20.3 for a-Si:H
and a-Ge:H films. Typical hydrogen (deuterium) effusion transients (also termed
effusion spectra [9]) for such material are shown in Figure 20.2a [22] and b [18].
These films were deposited by plasma decomposition of SiH4 and GeD4 gases,
respectively, at different substrate temperatures TS. Film thickness was approxi-
mately 1 μm. For this deposition method, the hydrogen (deuterium) concentration
in the films decreases significantly with increasing TS so that films deposited near
room temperature have hydrogen concentrations >20 at.%, decreasing to below
5 at.% for the highest substrate temperatures shown.

For identification of the rate-limiting process of hydrogen effusion, the effus-
ing species must be known. For a-Si:H, line-of-sight mass spectrometry [23]
demonstrates that only molecular hydrogen desorbs, that is, no atomic H and no
SiHx species (x= 1–4) were seen. The situation for a-Ge:H is likely to be similar.
This means that the primary rupture of Si:H or Ge:H bonds and the diffusion of
molecular or atomic hydrogen to the film surface could be rate-limiting steps. In
the case of diffusion of atomic hydrogen, a surface recombination step of atomic
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hydrogen to form hydrogen molecules could also limit the hydrogen effusion
rate. In addition, as mentioned before, changes in effusion rate with the result
of effusion maxima or minima can arise if the structure of a material changes
in a narrow temperature range. In particular the H diffusion processes may be
affected by structural changes. A major structural change of amorphous films
occurs upon crystallization.

According to differential thermal analysis measurements performed at heating
rates close to the present one, crystallization of a-Si:H is known to take place at
T = 700–800 ∘C [24] and of a-Ge:H near 500 ∘C [25]. In Figure 20.2, crystallization
is particularly visible in the effusion spectra of a-Ge:D by the effusion dip near
500 ∘C. In the case of a-Si:H, crystallization is often barely visible since at high
temperatures T > 700 ∘C, little hydrogen is commonly present.

Up to the crystallization temperature (see Figure 20.2a and b), the effusion spec-
tra of a-Si:H and a-Ge:D show basically one or two effusion peaks with maximum
effusion rates for a-Si:H near 400 and 600 ∘C and for a-Ge:H near 200 and 450 ∘C.
At high substrate temperatures (TS ≥ 200 ∘C for a-Si:H and TS ≥ 250 ∘C for a-
Ge:H), only the high-temperature (HT) peaks remain.

Several experiments then allow the identification of the rate-limiting effusion
process for each effusion peak. An effusion process limited by diffusion of hydro-
gen atoms or hydrogen molecules can be detected (i) by measuring hydrogen
depth profiles by SIMS as a function of annealing or (ii) by measuring the effu-
sion spectra of identical films of different thickness. In the first case, a decrease
in hydrogen concentration toward the film surface and for many substrates also
toward the film–substrate interface is expected. In the second case, the (average)
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diffusion length for hydrogen species required to leave the film rises with increas-
ing film thickness. Accordingly, the effusion peak will shift to higher temperature
[13, 16]. In Figure 20.3, the temperature TM of maximum effusion rate of the two
effusion peaks is plotted for a-Si:H films as a function of film thickness d [22]. It is
seen that the low-temperature peak is practically independent of film thickness,
while the high temperature peaks shift to higher temperature.

Accordingly, it can be concluded that in the low temperature peaks in
Figure 20.2a, hydrogen effusion from a-Si:H is not limited by diffusion but by the
rupture of Si:H bonds. In contrast, in the high temperature peaks of Figure 20.2a,
diffusion is the rate-limiting step. For both a-Si:H and a-Ge:H, the analysis of the
results shown in Figure 20.4 leads to the same conclusion for both materials.

Here, the effusion rate of molecular H2, HD, and D2 is plotted as a function
of temperature for sandwich structures of deuterated (or partly deuterated)
material embedded into two layers of hydrogenated material. Note that in these
samples, as verified by SIMS depth profiling, hydrogen effuses both at the actual
surface and at the film–substrate interface. The fact that the effusion maxima
of H2, HD, and D2 in the low temperature (LT) peak lie all nearly at the same
temperature demonstrates that effusion is here not limited by diffusion. In the
high temperature (HT) peaks, on the other hand, the HD and D2 peaks show up
at higher temperature than the H2 peaks demonstrating that the effusion rate of
hydrogen is limited by diffusion.
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20.3.2
Analysis of Diffusing Hydrogen Species from Hydrogen Effusion Measurements

The effusion curves in Figure 20.4 can also be used for the identification of
the diffusing hydrogen species. If the diffusing species is molecular hydrogen
(deuterium), little effusion of HD is expected which may arise only from the
interface areas between hydrogenated and deuterated layers and from interaction
of diffusing molecular hydrogen (deuterium) with bound deuterium (hydrogen).
In the other case of diffusion of atomic hydrogen (deuterium), a large effusion rate
of HD is expected as HD is then formed at the film surface by a recombination
process. If dNH/dt and dND/dt are the effusion rates of H2 and D2, respectively,
the effusion rate dNHD/dt of HD is given by

dNHD∕dt = 2((dNH∕dt)(dND∕dt))1∕2. (20.5)

This effusion rate of HD follows from the rate equation (Equation 20.4) for n= 2,
yielding

dNH∕dt + dNHD∕dt + dND∕dt = constant(NH + ND)2 exp(−ΔG∕kT). (20.6)

The results in Figure 20.4 thus demonstrate that in the low temperature effusion
peaks, primarily molecular hydrogen is diffusing for both a-Si:H and a-Ge:H. The
fact that the effusion maxima of H2, HD, and D2 for this LT peak occur at the same
temperature (implying that H2 effusion is not limited by diffusion) shows that dif-
fusion of molecular hydrogen in these materials is very fast. In the HT peaks, on
the other hand, the measured and (according to Equation 20.5) calculated HD
signals coincide, suggesting diffusion by atomic H. Since the deuterated peaks
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occur at higher temperature than the hydrogenated ones, effusion is apparently
limited by diffusion. Thus, in this case, surface recombination of atomic hydro-
gen is not limiting the effusion rate. Similar results as for the HT peaks of the
low substrate temperature samples of Figure 20.4a and b are obtained for H/D/H
sandwich samples deposited at higher substrate temperature, showing one (HT)
effusion peak only.

Thus hydrogen effusion measurements are found to provide an important struc-
tural information, namely, that for plasma-grown a-Si:H and a-Ge:H films of low
substrate temperature and high hydrogen content, hydrogen molecules are dif-
fusing very fast, while for high substrate temperatures and low hydrogen content,
apparently a more dense material is present where molecular hydrogen (with a
molecular diameter of about 2.5 Å) cannot diffuse and H diffusion takes place at
much slower rate by atomic hydrogen.

After assigning the hydrogen release process of a given effusion peak to struc-
tural changes or to desorption or diffusion, the appropriate kinetic parameters in
the latter case, in particular the energies involved, can be determined.

20.3.3
Analysis of H2 Surface Desorption

For an effusion peak limited by surface desorption, Equation 20.4 is applicable for
describing the effusion curves. The order of reaction can be determined by an anal-
ysis of the peak shape [9, 14] if there is one fixed free energy of desorptionΔG only.
One expects n= 1 if immobile neighboring hydrogen atoms form H2 molecules
during desorption, whereas for a surface recombination process of mobile atomic
hydrogen, the order of reaction should be n= 2. According to Equation 20.4, a plot
of log(d(N/N0)/dt) (1− (N/N0))−n versus 1/T should yield (for a single ΔG) for
n= 1 a straight line if the order of reaction is unity. The results of Figure 20.5 [22]
demonstrate for the low temperature effusion of a-Si:H that this is indeed the case.
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Since ΔG=ΔH −TΔS (ΔH the enthalpy and ΔS the entropy of the reaction),
from the slope of the straight line in Figure 20.5, the enthalpy ΔH can be deter-
mined. From the intercept I of the straight line at 1/T = 0, the (experimental)
entropy ΔS follows as I = (kT/h)exp(ΔS/k), and thus ΔG (ΔG ≈ 1.95 eV for a-Si:H)
is obtained.

An alternative way to determineΔH ,ΔS, and thusΔG is the measurement of the
effusion peak as a function of the heating rate ß. According to Beyer and Wagner
[26], for a linear heating rate ß, the formula

ln(𝛽∕kTM
2) = ln[n(kTM∕h)(expΔS∕k)(1 − NM∕N0)n−1∕ΔH] − ΔH∕kTM (20.7)

is valid. Here, NM is the hydrogen concentration effused at the temperature TM. In
the case of the first-order reaction, this formula simplifies and leads to the approx-
imation formula [9]

ΔG∕kTM = ln(𝜈1TM∕𝛽) − 3.64 (20.8)

with ß the linear heating rate, T =T0 + ßT , and the characteristic frequency
𝜈1 = kT/h approximately equal to the phonon frequency, that is, 𝜈1 ≈ 1013 s−1.

The analysis of the effusion curves in terms of kinetic parameters becomes dif-
ficult or impossible when dealing with several overlapping processes (with dif-
ferent ΔG) rather than with a single process. In particular, a peak shape analysis
like the one using Equation 20.4 will become rather meaningless. In this case,
Equations 20.7 and 20.8 may still be applicable describing then the dominant effu-
sion process only.

20.3.4
Analysis of Diffusion-Limited Effusion

If the effusion process is limited by diffusion, the effusion peak temperature TM
is related to the diffusion coefficient near this latter temperature. The correlation
between effusion and diffusion parameters is obtained by solving the diffusion
equation for out-diffusion of hydrogen from a film of thickness d at constant heat-
ing rate ß. If out-diffusion toward both surface and film–substrate interface sides
of a film is assumed, the relation

ln(D∕ED) = ln(d2
𝛽∕𝜋2kTM

2)
= ln(D0ED) − ED∕kTM (20.9)

is obtained [26]. Also assumed for this relation is that the hydrogen diffusion coef-
ficient D can be expressed by the Arrhenius dependence

D = D0 exp(−ED∕kT) (20.10)

with D0 the diffusion prefactor and ED the diffusion energy. The diffusion
parameters D0 and ED can be obtained according to Equation 20.9 by plotting
ln(d2ß/𝜋2kTM

2) versus 1/TM either for a series of identical films prepared with
different thickness d or of samples measured with a different heating rate ß.
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Two examples for the application of Equation 20.9, in order to determine the
hydrogen diffusion parameters, are shown in Figure 20.6a and b. A close agree-
ment with results for hydrogen diffusion from SIMS hydrogen–deuterium inter-
diffusion measurements (D0 = 1.17× 10−2 cm2/s, ED = 1.53 eV [27]) is observed as
long as the material is not changing its structure significantly between the anneal-
ing temperature of the SIMS diffusion measurements (typically 300–450 ∘C) and
the temperature of the evaluated H effusion peak (typically 600 ∘C). This condi-
tion is fulfilled for curve 2 of Figure 20.6a and for all samples in Figure 20.6b.
The dashed line in Figure 20.6b shows the results of hydrogen and deuterium
interdiffusion measurements by Carlson and Magee [27] for undoped material
demonstrating the close agreement for the H diffusion data obtained by the dif-
ferent methods. The results give for undoped a-Si:H deposited between 280 and
300 ∘C hydrogen diffusion prefactors between 8× 10−3 and 1.2× 10−2 cm2/s and
diffusion energies ED between 1.49 and 1.54 eV.

One may ask to what degree the experimental effusion curves are fitted
by a single H diffusion process, that is, by a single Arrhenius dependence.
Using D0 = 1.1× 10−2 cm2/s and ED = 1.49 eV determined by the procedure
employed in Figure 20.6b for a given sample, the corresponding effusion rate
was calculated [22] according to Equation 8 in Ref. 26 and normalized to fit the
experimental data in the effusion maximum. The results of experimental and
calculated effusion curves are shown in Figure 20.7. A good agreement is found
in a wide temperature range T ≤TM. A deviation between experimental and
calculated curves occurs primarily at T >TM ≈ 550∘C suggesting that in this
high temperature range, diffusion processes with higher diffusion energy and/or
material changes are involved.
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A much stronger structural change than for the material of Figure 20.7
occurs, however, for the low substrate temperature a-Si:H material (curve 1 in
Figure 20.6a). This material was analyzed in Sections 20.3.1 and 20.3.2 to be void
rich up to annealing temperatures of 400 ∘C and dense for annealing temperatures
of 500–600 ∘C. It is likely that due to material reconstruction (upon release of
much hydrogen in the LT effusion peak), the HT effusion peak is here retarded,
causing the changed diffusion parameters of curve 1 in Figure 20.6a, as discussed
also by Kherani et al. [21].

If measurements of the maximum effusion rate TM as a function of film thick-
ness or heating rate are unavailable, the diffusion energy ED may be roughly esti-
mated from TM by using Equation 20.9 and assuming, for example, for D0 the
theoretical diffusion prefactor

D0 = (1∕6)𝜈1a2 ≈ 10−3 cm2∕ s (20.11)

for a-Si:H (a is the interatomic distance) [28]. For the data in Figure 20.7,
ED ≈ 1.33 eV is obtained.

20.3.5
Analysis of Effusion Spectra in Terms of Hydrogen Density of States

Jackson et al. [29] proposed to analyze hydrogen effusion measurements in terms
of a hydrogen density of states, in analogy to deep-level transient spectroscopy
(DLTS) measurements giving the electronic density of trap states. They relate the
effusion rate dN/dt at a particular time t of the effusion experiment with the posi-
tion of the hydrogen chemical potential 𝜇(t) relative to a surface barrier energy
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(for hydrogen desorption) or transport energy E for hydrogen diffusion (k is the
Boltzmann constant)

dNH∕dt = C exp(−(E − 𝜇(t))∕kT(t)). (20.12)

For the hydrogen density of states gH(E), the relation

gH(𝜇) ≈ ∂NH∕∂𝜇 (20.13)

is assumed to be valid. According to Equation 20.12 and for a fixed prefactor
C, the experimental effusion rate gives the time dependence of the chemical
potential 𝜇(t) relative to the energy E. Equation 20.13 then yields the hydro-
gen density of states near the H chemical potential 𝜇. The authors assume
C = 1027 cm−2 s−1 for hydrogen surface desorption and C ≈ 1025 –1026 cm−2 s−1

for diffusion-limited effusion for a sample of 0.5 μm film thickness. The results
for sputtered deuterated a-Si:H films gave for hydrogen surface desorption (LT
effusion peak) a relatively sharp H density-of-states distribution at an energy of
about 1.85 eV. This energy corresponds to the value of ΔG≈ 1.9 eV characterizing
the LT hydrogen effusion peak of undoped hydrogen-rich a-Si:H (see Section
20.3.3). For the diffusion-related effusion, the authors evaluated a relatively broad
hydrogen density of states extending between energies of about 1.6 and about
2.2 eV below the hydrogen transport path.

Drawbacks of the method are that the determined gH(E) involves any change of
H effusion due to structural changes, like crystallization, densification, or forma-
tion of bubbles. Actually such structural changes are obscured, as such changes are
recognized in the effusion spectra at characteristic temperatures (like the crystal-
lization temperature) but appear in the H density-of-states distribution at certain
energies defined by the value of C used. Furthermore, in particular at low hydro-
gen content, hydrogen (mass 2) signals arising from H2O and CH4 effusion will
also contribute to the “hydrogen density of states.” The analysis, furthermore, is
questionable for diffusion-limited effusion as hydrogen atoms (at some depth L
from the next film surface) set free to move in the transport path related to a
decrease in H chemical potential will not immediately be desorbed. Due to the
diffusion-limited effusion process, this hydrogen will desorb after the time t = L2/4
D(t, T), approximately. Here, D(t, T) is the H diffusion coefficient at the given
time and temperature. Thus, it appears unlikely that this method could detect any
particular H density-of-states feature except for the case where the samples are
extremely thin.

20.3.6
Analysis of Film Microstructure by Effusion of Implanted Rare Gases

In the past few years, it was demonstrated that the effusion of rare (noble) gases
like He, Ne, or Ar provides a fast characterization of thin films [7]. Since these
atoms do not bind to atoms of the host material, the effusion curves are affected
primarily by the material density and by the presence of various types of voids.
These atoms can be brought into the material either during deposition or by ion
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implantation. In the latter case, the dose needs to be as small as possible to avoid
ion bombardment damage which usually densifies a given material but may also
lead to formation of bubbles (isolated voids) filled with the rare gas. In general,
the implantation dose should be ≤1016 cm−2 [7, 30]. The implantation energy is
typically chosen such that the maximum of the implanted atom distribution lies
near half of the film thickness. Diffusion of rare gases in a solid has been described
by the process of doorway diffusion, first applied to the diffusion of rare gases
in glass [31]. Considering rare gas atoms sitting in cages of a host material (see
Figure 20.8a), diffusion of a given atom is considered to proceed if, by thermal
vibrations, the doorway of a given cage opens wide enough so that the atom can
move from one cage to another.

By classical modeling, Anderson and Stuart [31] derived the formula

ED = CGrD(r − rD)2 (20.14)

with a constant C, a shear modulus G, a doorway radius rD, and a radius r of the
diffusing atoms. In Figure 20.8b, approximate sizes of various atoms and molecules
are given, determined by viscosity measurements [33]. Note that these measure-
ments give temperature-dependent sizes and that the diameters shown here refer
to (mostly) T ≈ 500–600 ∘C. Note also that the size of neon and H2 is quite similar,
so that neon out-diffusion can be used to predict H2 diffusion, which is of great
importance for hydrogen stability issues [28].

According to Equation 20.14, a strong dependence of the diffusion energy ED on
the size of the diffusing atoms and molecules is expected, and the corresponding
effusion peaks often show such a dependence, as depicted in Figure 20.9a. Note
that also the widths of the rare gas effusion peaks give structural information on
the material, namely, about its homogeneity, since broader effusion structures
indicate the presence of more inhomogeneous materials or of material structure
which is more strongly changing with rising annealing temperature. If we
assume for the diffusion coefficients of the rare gases Arrhenius dependences
D=D0 exp(−ED/kT), the diffusion energy ED can be estimated from TM by
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Equation 20.9, using the theoretical diffusion prefactor D0 (Equation 20.11).
According to Equation 20.14, a plot of the atomic radius r versus (ED)1/2 should
give a straight line with the intercept rD at ED = 0. In Figure 20.9b, the atomic
radius r is plotted versus (ED)1/2 for the effusion results of Figure 20.9a. A nearly
straight line is obtained with an intercept rD ≈ 0.2 Å. It must be noted, however,
that this analysis for the present a-Si:O:H material is not expected to give accurate
values for rD. The broad hydrogen effusion spectrum in Figure 20.9a indicates
that structural changes occur with rising annealing temperature so that the
assumption of a constant rD up to the annealing temperature of about 1000 ∘C
appears quite unlikely.

For characterization of microstructure, the analysis of helium effusion peaks
turned out to be highly useful [7]. This is demonstrated in Figure 20.10a and b,
showing the effusion of implanted He for plasma-grown a-Si:H and a-Ge:H films,
deposited at different substrate temperatures TS.

For higher substrate temperatures TS, the results show He effusion maxima
near TM = 400 ∘C for a-Si:H and near 370 ∘C for a-Ge:H. Similar peak effusion
temperatures are obtained when He is implanted in crystalline silicon or germa-
nium, and in fact, from literature data of the diffusion of helium in crystalline
Si and Ge [34], similar effusion peak temperatures are calculated according to
Equation 20.9. In the picture of doorway diffusion, the difference between sili-
con and germanium may be related to the different bond length of about 2.35 Å
for silicon and about 2.45 Å for Ge [35]. With decreasing substrate temperatures,
the He effusion temperature decreases, indicating a more open structure (increas-
ing doorway radius in Equation 20.14). Qualitatively, this structural change agrees
with the results of hydrogen effusion (see Section 20.3.1). Another interesting fea-
ture in Figure 20.10a and b is the appearance of a second He effusion peak at high
temperatures T > 500 ∘C for substrate temperatures near 200 ∘C for a-Si:H and
300 ∘C for a-Ge:H. Such peaks have been explained by the presence of isolated
voids [7]. If He enters such void, it can leave only (except that the voids disap-
pear by structural changes) if according to the gas equation (Equation 20.1) the
pressure within the void gets such high that He returns into the network. Thus
the temperature of this high temperature He peak will depend primarily on the
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void size and the amount of He. Since this high temperature He effusion usually
occurs when the material has crystallized (for a-Si:H and a-Ge:H), this void size
has unlikely much relation to the original material and is not evaluated. Instead,
the ratio FHT of high temperature to total He effusion is analyzed. The concept is
that FHT describes the probability for diffusing He atoms to get trapped in isolated
voids, that is, FHT is a measure of the concentration of isolated voids, present from
the deposition process.

In Figure 20.11a and b, the results for TM and FHT for plasma-grown a-Si:H and
a-Ge:H films are compared. It is seen that the decrease of TM with decreasing
substrate temperature TS (and increasing hydrogen content) takes place quite
gradually for a-Si:H, while it occurs in a rather narrow temperature range between
200 and 250 ∘C for a-Ge:H under the applied deposition conditions. Another
interesting result is the enhanced formation of isolated voids near TS = 200 ∘C
for (plasma-grown) a-Si:H and near TS = 250 ∘C for a-Ge:H, while isolated
voids show up in much smaller concentration at low substrate temperatures
(TS < 200 ∘C) and high TS (>300 ∘C). This formation of isolated voids has been
explained by diffusion effects of hydrogen in the subsurface region (close to the
surface where the network is still fairly flexible) at the temperature of deposition,
resulting in hydrogen (H2) precipitation and thus in the formation of voids [7,
30]. However, voids may also arise by the H effusion process if much hydrogen
leaves the material (see Section 20.4.1.1). No isolated voids trapping helium are
expected when the material is permeable to diffusion of H2 at low substrate
temperatures. At high substrate temperatures, the concentration of isolated
voids in both materials gets small, presumably because the concentration of
incorporated hydrogen gets small as well.
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20.4
Discussion of Selected Results

20.4.1
Amorphous Silicon and Germanium Films

20.4.1.1 Material Density versus Annealing and Hydrogen Content
In the previous section, the effusion results of amorphous silicon and germanium
films have been used to illustrate the evaluation of hydrogen and helium effusion
measurements. The general picture obtained from such measurements is that at
low substrate temperatures a hydrogen-rich material grows with interconnected
voids (or decreased material density) such that molecular hydrogen (H2) can move
rapidly without diffusion processes delaying H2 release. After annealing to about
400 ∘C and thus after having released a high amount of hydrogen, the same film
appears as a rather dense material where diffusion of hydrogen takes place by
hydrogen atoms. Thus a strong structural change must have taken place during
annealing near TA = 400 ∘C. Indeed, such changes can be monitored by various
methods, like measurements of the film density [36] or of changes in He effusion
[7]. In Figure 20.12, some results are shown.

In Figure 20.12a it is seen that the film thickness d of low TS plasma-grown
a-Si:H decreases (and thus the material density increases) considerably in the tem-
perature range of low temperature hydrogen effusion at about 300–400 ∘C. In
Figure 20.12b, shifts of the He effusion peak to higher temperature show that
plasma-grown a-Si:H deposited at lower substrate temperature TS densifies much
stronger than material deposited at higher TS. Still, some densification effects are
observed also for a-Si:H grown at TS = 300 ∘C. It is also seen in Figure 20.12b
that the concentration of isolated voids increases upon annealing, as the frac-
tion FHT of HT He effusion rises. For TS = 50 ∘C material, this annealing effect is
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likely related to the change of interconnected voids to isolated ones as the material
shrinks upon annealing [7]. For TS = 200 and 300 ∘C, however, H effusion paired
with an incomplete shrinkage of the material presumably causes this increase of
isolated voids [37]. Note that this latter mechanism could also result in the trap-
ping of the implanted helium atoms in voids generated by hydrogen effusion. In
fact, the enhanced values of FHT at TS = 150–300 ∘C in Figure 20.11b could be
caused by such an effect.

20.4.1.2 Effect of Doping on H Effusion

Significant changes of hydrogen effusion by doping were first noted by Beyer
et al. [16]. It was found that in particular by boron doping both low temperature
and high temperature hydrogen effusion peaks of plasma-grown a-Si:H are
shifted to lower temperature. This is illustrated in Figure 20.13a for low substrate
temperature material. It was demonstrated later [1, 20] that the effect originates
from a Fermi level dependence of both the hydrogen desorption free energy ΔG
and the hydrogen diffusion energy, as shown in Figure 20.13b. Note that due to
defect generation during (low temperature) hydrogen effusion, the Fermi level
in the doped material may shift toward midgap so that the HT effusion may not
always show a doping dependence.

20.4.2
Amorphous Silicon Alloys: Si:C

Alloys of amorphous silicon with carbon, nitrogen, oxygen, or germanium can
be fairly easily prepared by plasma deposition by the addition of, for example,
methane, ammonia, carbon dioxide, or germane, respectively, to silane. Thus the
band gap can be varied from near 1 eV (a-Ge:H) to more than 2.5 eV (a-Si:C:H,
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a-Si:N:H, and a-Si:O:H). However, when alloy atoms are added to silicon, the
tendency to grow material with an interconnected void structure is enhanced.
Typical results of hydrogen effusion of a-Si:C:H films are shown in Figure 20.14a
and b.

The results show that already upon the addition of 15% carbon, an low tem-
perature hydrogen effusion peak appears. The temperature TM of both H effu-
sion maxima shifts rapidly with increasing carbon content to higher temperature.
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These effects can be understood by an increase of (average) hydrogen binding
energy as carbon is incorporated. While the effusion spectra in Figure 20.14a look
similar to those in Figure 20.2a, it must be noted that the effusion temperature
in the HT peak of a-Si:C:H is often not found to be diffusion limited (on the
scale of film thickness), in contrast to typical plasma-grown a-Si:H films. This
may be attributed to the presence of a granular material in a-Si:C:H. For a-Si:C:H
alloys with carbon concentrations exceeding about 20 at.%, a significant hydrogen
effusion in the form of hydrocarbon molecules was observed, predominantly in
the temperature range where low temperature hydrogen effusion takes place. By
mass spectrometric analysis, the hydrocarbon molecules methane, ethylene, and
propene were identified as the primary desorbing species [38].

20.4.3
Microcrystalline Silicon

Microcrystalline silicon films have a much stronger tendency to show microstruc-
ture effects (voids at grain boundaries) than a-Si:H films. However, deposition
conditions (usually at conditions close to the amorphous–microcrystalline transi-
tion) can be found to prepare fairly dense material with diffusion-limited hydrogen
effusion [39]. Figure 20.15 shows effusion results for a series of samples deposited
at different substrate temperatures. Under the conditions used, the samples of
TS = 150 and 200 ∘C are void rich; those deposited at 250 and 300 ∘C compact
with similar hydrogen diffusion coefficients as in a-Si:H. The nature of the various
LT hydrogen effusion peaks is not fully clarified.

The microstructure effects visible in hydrogen effusion are also seen by effu-
sion measurements of implanted He and Ne. The results shown in Figure 20.16
(for μc-Si:H deposited at somewhat different deposition conditions as compared
to the samples of Figure 20.15) demonstrate the growth of relatively dense μc-
Si:H at higher (TS = 200 ∘C) substrate temperatures (He effusion near 400 ∘C and
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Figure 20.15 Hydrogen effusion spectra for a series of microcrystalline Si:H films deposited
at different substrate temperatures TS. (Reproduced from Beyer [39] with permission of
Materials Research Society.)
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near 900 ∘C, hydrogen effusion maximum near 600 ∘C, and neon effusion above
700 ∘C only). In contrast, at TS ≈ 50 ∘C material with interconnected voids grows
as indicated by a He effusion peak below 200 ∘C, a hydrogen effusion maximum
near 500 ∘C, and Ne effusion starting near 200 ∘C but extending up to 900 ∘C and
higher. Note that this latter very broad effusion process suggests the presence of a
rather inhomogeneous material, as noted in Section 20.3.6.

20.4.4
Zinc Oxide Films

Hydrogen effusion measurements of zinc oxide crystals and thin films were per-
formed by Nickel et al. [4, 40] and, more recently, by Beyer et al. [41]. Nickel
derived hydrogen diffusion energies by effusion measurements, varying film thick-
ness and heating rate. Hydrogen density-of-states measurements were presented,
but the drawbacks discussed in Section 20.3.5 apply.

In Figure 20.17a–c, results of effusion of implanted He and Ne are presented
for LPCVD grown, sputter (SP)-grown, and single-crystal ZnO, respectively. The
results show rather void-rich material in the first case, more dense material in
the second case, and highly dense material (no visible neon effusion) in the third
case. The width of the He and Ne effusion peaks suggests a rather inhomogeneous
material (see Section 20.3.6) in the first case and the most homogeneous material
(as expected) in the last case.

20.5
Comparison with other Experiments

As discussed in Section 20.3, the characterization of thin-film material should
never rely on effusion measurements alone, since there are chances for erroneous
conclusions for poorly defined material. For example, SIMS depth profiling is often
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indispensable for assuring that hydrogen is evenly distributed within the film.
Interdiffusion experiments of hydrogen and deuterium can be of great importance
for verifying the evaluation of effusion measurements in terms of the H diffusion
coefficient. Infrared absorption measurements are necessary to assure the pres-
ence of, for example, silicon-bonded hydrogen in contrast to molecular hydrogen.
Furthermore, a comparison of microstructure data from effusion measurements
with those from small-angle scattering is highly recommended for assuring impor-
tant issues with regard to material structure.

20.6
Concluding Remarks

While the technique of hydrogen effusion was primarily developed for the quan-
tification of incorporated hydrogen and of the thermal stability of hydrogen in
amorphous Si:H films, the more recent successful structural characterization of
various materials by rare gas effusion opens a wide range of further applications of
the method, namely, for microstructure analysis of thin films in general. For amor-
phous silicon and related technology, effusion measurements have been applied
widely, and a wealth of information was obtained. However, further work like
the modeling of diffusion of hydrogen atoms and molecules, rare gas atoms, and
other species in thin films is highly welcome. Drawbacks of the method involve its
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destructive nature, the special substrates required, the costly high vacuum equip-
ment, and the limited throughput which is a few samples per day, not counting
the effort of rare gas implantations. Part of these obstacles may get overcome, in
the future, by, for example, confining to small spots heated by a laser, if advanced
hydrogen or rare gas detection methods are developed and applied. In any case,
a further successful development of thin-film silicon solar cells appears hardly
thinkable without applying sophisticated microstructure analysis like the gas effu-
sion method.
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21
Ab Initio Modeling of Defects in Semiconductors
Karsten Albe, Péter Ágoston, and Johan Pohl

21.1
Introduction

The characterization of semiconductors applied in photovoltaic devices by means
of ab initio methods has become an emerging field over recent years. This is not
only because of the increasing availability of more powerful computers but mostly
due to the development of refined numerical and theoretical methods.

Explaining and predicting solid-state properties require an understanding of the
behavior of electrons in solids. First-principles or ab initio calculations are those
that start directly at the Hamiltonian of the Schrödinger equation, containing
the kinetic energy operators and the potential energy due to electrostatic inter-
actions of electrons and nuclei. The value of ab initio methods lies in the fact that
material properties can be calculated from scratch without experimental input or
empirical parameters. Obtaining materials data from ab initio calculations may
serve various purposes. Firstly, they allow for validating experimental results and
therefore contribute to a better understanding of material properties. Secondly,
calculated data can be used for identifying new properties or mechanisms. Thirdly,
by calculating specific properties for a large database of various structures, new
materials with optimized properties may be designed. In semiconductor research,
ab initio methods are now frequently used for calculating structural, thermome-
chanical, and electronic properties. In practice, however, the feasibility of an ab
initio approach always depends on the problem at hand and may be limited for
conceptual reasons. Most importantly, the computational costs which scale with
the system size, that is, the number of electrons necessary to calculate a certain
property of a material, restrict the applicability of ab initio methods. Moreover,
it is often very crucial to balance accuracy and computational cost by choosing
the appropriate method for the problem at hand. The most accurate approach
of treating a complex system consisting of many interacting particles, such as a
semiconducting crystal, is ab initio methods, solving the many-body Schrödinger
equation directly. This includes quantum Monte Carlo (QMC) [1], configuration
interaction (CI), and coupled cluster (CC) methods [2], which are computation-
ally expensive and therefore more often applied for studying small systems, like

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.



600 21 Ab Initio Modeling of Defects in Semiconductors

molecules and clusters, rather than solids. The most established ab initio methods
for describing electrons in solids are based on density functional theory (DFT), of
which we give a brief exposition in the following. We then describe exemplarily
how the defect chemistry of a semiconductor may be determined from ab initio
calculations and present results on the point defect chemistry of ZnO as a case
study.

21.2
DFT and Methods

In DFT, the complexity of a many-body system of N interacting electrons in the
presence of ionic cores is reduced to the optimization of an electron density, which
depends only on three spatial coordinates independent of the number of elec-
trons. Hohenberg and Kohn showed in 1964 [3] that the energy E of an interacting
electron gas in an external potential V (𝐫) due to ionic cores and external fields
can be expressed by a functional F[n(𝐫)] of the electron density n(𝐫) and that
the ground-state energy is equivalent to EGS = min ∫ V (𝐫)n(𝐫)d𝐫 + F[n(𝐫)]. The
proof itself, however, does not provide a recipe of how to construct an explicit
functional F[n(𝐫)]. Later, Kohn and Sham showed that the problem of many inter-
acting electrons may be transformed into a problem of noninteracting particles
moving in an effective potential, which may in principle include all many-body
effects including exchange and correlation, and is only a functional of the electron
density [4]. Within the Kohn–Sham method, the ground-state total energy E for a
collection of electrons interacting with one another and with an external potential
V ext (including the interaction of the electrons with the nuclei) can be written as

E[n] =
∑

a
fa

⟨
Ψa

||||||
(

1
2
∇2 + Vext +

1
2∫

n
(
r′
)

dr′3|r − r|
)||||||Ψa

⟩
+ Exc[n] + EII,

where fa is the occupation of a single-particle state 𝜓a usually taken from a Fermi
function, while EII describes the ion–ion interaction. All many-body effects are
hidden in the exchange–correlation Exc[n] term.

By construction, DFT is an exact theory given that the exchange–correlation
functional is known. In praxis, however, the functional has to be approx-
imated. Since the foundations of DFT have been completed with the
Hohenberg–Kohn theorem and the Kohn–Sham ansatz, subsequent progress
in the theory has focused on efficient numerical implementations and improved
exchange–correlation functionals.

21.2.1
Basis Sets

Finding a mathematically convenient basis set representing the Kohn–Sham
orbitals within DFT calculations is essentially a balance of computational perfor-
mance and accuracy. Any basis can be made more complete and therefore more
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accurate by adding more basis functions. For a plane-wave or real-space basis,
this can be systematically done by simply increasing the spectral range. Usually,
core electrons, for which the wavefunctions exhibit strong oscillations, are
excluded and replaced by so-called pseudopotentials representing the combined
potential of the ionic core and core electrons. Exclusion of the core electrons
results in an improved performance, especially for plane-wave basis sets, and
is often a prerequisite for treating extended systems. Using a localized basis
set, such as a Gaussian or numerical atomic orbital basis function, may have
advantages concerning the scalability of the method with respect to the system
size. However, in that case, more effort is needed to check the completeness of the
basis set. A combination of a localized basis and a plane-wave representation is
the full-potential linearized augmented plane-wave (FP-LAPW) method, which
represents an accurate yet efficient all-electron approach [5].

21.2.2
Functionals for Exchange and Correlation

21.2.2.1 Local Approximations
In the local density approximation (LDA), the exchange–correlation energy as
a functional of the density is described by a homogeneous electron gas. The
correlation energy of the homogeneous electron gas can be obtained by highly
accurate QMC simulations [6], while the exchange energy is known analytically.
The LDA is sufficiently accurate for many problems in solid-state physics,
especially for describing electrons in simple metals which behave very much like
free electrons. Because of its simplicity and limited computational costs, the LDA
is very useful for describing large systems as well as for obtaining approximate
energies and wavefunctions that can then be refined by more sophisticated levels
of theory. An improvement of the LDA has been achieved by recognizing that
the exchange–correlation energy can be described more accurately by including
gradients of the electron density. In contrast to LDA, different variants exist
of how the gradient is included. Nowadays, however, the generalized gradient
approximation (GGA) by Perdew et al. [7] (PBE-GGA) is most widely used.

Although improving on many calculated material properties in comparison
with the local approximation, the GGA still has deficiencies in various aspects.
Most importantly, both the LDA and the GGA fail to reasonably describe the
fundamental band gap, which is generally underestimated (sometimes by more
than 50%) in both approximations. This issue is known as the band-gap problem
in DFT. Approaches to improve the exchange–correlation energy by including
higher derivatives of the electron density have failed, and it is now generally
accepted that improvements require to properly account for nonlocality.

21.2.2.2 Functionals beyond LDA/GGA
A direct extension of the LDA and the GGA functionals is obtained by adding
an on-site Coulomb repulsion term to specific orbitals representing the electro-
static repulsion between localized electrons. This approach is motivated by the
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lattice-based Hubbard model [8], which describes the repulsion of electrons
within a narrow band, that is, electron correlation, by an empirical parameter U .
Similarly, a density functional that partially corrects specific localized orbitals for
the electron correlation can be designed by introducing the repulsion parameter
U (LDA+U or GGA+U) [9].

The +U method has become a popular approach, which allows for a partial
correction of the correlation and self-interaction error of the LDA and signifi-
cantly improves the description of Mott insulators, such as transition metal oxides
(MOs). Nowadays, the method is widely applied due to its relative accuracy at
very reasonable computational costs. As a by-product, the calculated band gaps of
semiconductors can be improved by using the+U approach because the increased
repulsion between specific orbitals leads to an enhanced localization. However,
LDA+U and GGA+U still underestimate the band gap. In addition, it is often not
a priori clear how and for which orbitals U parameters should be applied. Further
details on the LDA+U method can be found in a review by Anisimov et al. [10].

The LDA and the GGA functionals considerably underestimate the exchange
energy but properly account for the correlation energy. The Hartree–Fock
method by definition properly accounts for the exchange interaction but in turn
cannot access the correlation energy. Therefore, one may conclude that the true
answer to the problem must lie somewhere in between. This is the starting point
for the development of hybrid functionals. The basic idea for hybrid functionals
is thus to mix the exchange–correlation energy of the traditional LDA or GGA
functionals with a fraction of exact or Hartree–Fock exchange. In recent years, it
turned out that hybrid functionals are indeed able to give a much better descrip-
tion of the exchange and the correlation energy than traditional functionals. Also,
the band gaps are significantly improved. This, however, comes at a price: Hybrid
functionals are generally at least two orders of magnitude more computationally
expensive than their local or semilocal counterparts. Typical examples of hybrid
functionals that have been engineered in such a way are B3LYP [11], PBE0 [12],
and HSE06 [13, 14], just to name the most prominent ones. The hybrid functional
PBE0 should clearly be distinguished from PBE, which is a semilocal GGA
functional (see Section 21.2.2.1). A review on hybrid functionals applied to
solids and an assessment of their accuracy in comparison to experiment have
recently been given by Marsman et al. [15]. Another review focusing more on the
general theoretical framework has been authored by Kümmel and Kronik [16]
who also discuss the issue of the band-gap problem in the case of hybrid
functionals.

For a more detailed general introduction into ab initio total energy calculations,
we refer the reader to a review paper by Payne et al. [17]. A highly recommendable
full treatise on electronic structure calculations including recent developments in
DFT methods can be found in a recent book by Martin [18]. The different approxi-
mative functionals in DFT may be ordered into a hierarchy starting with the most
basic, the LDA, and then increasing in accuracy. Such a hierarchy is sometimes
called the Jacobs ladder of DFT. A table which puts the different ab initio methods
and functional approximations into such a scheme is shown in Table 21.1.
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21.3
Methods Beyond DFT

More sophisticated methods that potentially alleviate the band-gap problem of
DFT need to take explicitly into account the many-body interactions of excited
states, in particular the Coulomb screening and the interaction of electrons and
holes. The three main approaches to this problem are the GW 1) method [19],
methods based on the Bethe–Salpeter equation (BSE) [20], and time-dependent
density functional theory (TD-DFT) [20]. While being very useful for the calcula-
tion of excited-state properties, all of these methods suffer from their extreme
computational cost, which finally limits their applicability to the study of very
small systems.

GW is the method of choice when realistic electron addition and removal ener-
gies, such as measured in direct and inverse photoemission experiments, are of
interest. The GW method is thus able to give much more accurate energies for
charged excited states than standard DFT. GW is based on a perturbative treat-
ment of standard DFT calculations and is therefore also referred to as a many-
body perturbation theory (MBPT) approach. GW provides an approximation to
the electron self-energy Σ based on a perturbative evaluation with Kohn–Sham
orbitals. Pioneered already in 1965 with the work of Hedin [22], it was not until the
1980s that calculations for silicon showed that the GW method has the potential
to alleviate the band-gap problem for real materials.

For an accurate treatment of neutral excitations in semiconductors such as
electron–hole pairs (excitons), one has to resort to either the BSE or the TD-DFT.
These methods are able to predict, for example, optical and electron energy-loss
spectra. As with DFT, the accuracy of TD-DFT is limited by the accuracy of the
available functionals. For example, optical spectra calculated by TD-DFT within
the adiabatic local density approximation (ALDA), which is the time-dependent
analog of the LDA, show very good agreement with experiments for molecular
materials. For solids, better agreement has been found using BSE approaches.
Due to their computational complexity, however, BSE approaches are limited to
relatively simple materials. The efficient description of electron–hole excited
states is therefore still considered to be an unsolved problem. A review comparing
GW , BSE, and TD-DFT is given in Ref. [20].

A method that does not quite fit the scheme of Table 21.1 is the QMC
method [21]. QMC is the only method presented here, which is completely
independent of DFT. It is a ground-state method based solely on the many-body
wavefunction as the basic object. Therefore, it takes a fundamentally different
approach to the problem of electron correlation compared to all the methods
described previously (see Section 21.2.2), which are all in some way based on the
electronic density. The basic idea is to sample the many-body wavefunction using
random numbers. QMC is in principle able to give the correct total energy, and

1) In GW , the G stands for Green’s function and the W stands for the screened Coulomb interaction,
which both enter the electron self-energy Σ.
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therefore an exact treatment of exchange and correlation is possible. However,
this is only true for an infinitely long simulation run. The error in the total energy
of a system given by QMC is an entirely statistical error, which scales as the
inverse square root of the number of time steps. It is the extreme computational
cost of this method, which limits its usefulness in practice. For very small systems
it can, however, be a very valuable tool if very accurate total energies are needed.
In praxis, the forces on the ions are hard to obtain and computationally much
more expensive than the total energy, which make structural relaxations difficult.
A good review on QMC methods has been given by Foulkes et al. [21].

21.4
From Total Energies to Materials Properties

In principle, DFT calculations allow to predict material properties that can
directly be derived from total energies and atomic forces of any atomic arrange-
ment of interest. Moreover, electronic properties as described by the KS orbitals
are directly accessible. Before we specifically discuss the use of DFT calculations
for studying point defects in semiconducting materials, we will first give a brief
survey of properties obtainable by considering the electronic system in the
ground state.

Properties which are conceptually easy to calculate include those that can be
directly derived from total energy differences. To this group belong, for example,
cohesive energies, defect formation enthalpies, or energies of various configu-
rations. The latter can be used in the cluster expansion method that, together
with Monte Carlo simulations, allows to calculate configurational entropy and free
energy differences as well as phase diagrams [23].

Being conceptually relatively simple, however, does not mean that accuracy is
easily achieved. The calculation of most material properties involves the use of a
supercell, that is, a cell which contains several identical primitive cells in a peri-
odic arrangement. The use of a supercell, however, can introduce finite-size errors,
especially if defective structures are considered. In practice, finite-size scaling pro-
cedures allow for minimizing these effects. For example, the cohesive energy of a
crystal is calculated as the energy difference between the perfect crystal and the
free atom. While one does not have to worry about finite-size errors for the per-
fect crystal, calculations of the free atom involve finite-size effects because the
free atom interacts with itself through the periodic boundary conditions. There-
fore, one has to make sure that the energy of the free atom is sufficiently converged
with respect to the size of the cell, that is, the amount of vacuum around the atom.
The same reasoning applies to surface energy calculations, where slab geometries
are used, and convergence both with respect to the thickness of the slab and to
the vacuum layer has to be ensured. Also, in calculation of point defect formation
enthalpies, cell size effects are an important issue [24].

The next class of properties is obtained from derivatives of the total energy
with respect to continuous variables. First-order derivatives with respect to atomic
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positions, strain, and electric fields directly yield atomic forces, stress states, and
polarization. Lattice constants and elastic moduli are usually calculated by fitting
total energies to a thermodynamic equation of state relating energy and volume.
From high-order (including mixed) derivatives, force constants, elastic moduli,
polarizabilities, dielectric susceptibilities, or piezoelectric tensors, to name only
a few, can be obtained [25]. In principle, derivatives can be obtained by calcu-
lating energy variations due to a direct perturbation, like atomic displacements,
by applying perturbation theory [26, 27] or by evaluation of time correlations
(Green–Kubo formalism) in molecular dynamics (MD) simulations.

These alternative routes can be exemplified by the phonon density of states,
which allows to access thermodynamic properties like the heat capacity and dif-
ferences in free energy. The most common method is the frozen-phonon method,
where the energy of all different phonon modes is calculated by displacing atoms in
an appropriately sized supercell. By diagonalization of the force constant matrix,
the eigenfrequencies and thus the phonon dispersion relation and the phonon
density of states are subsequently obtained. Alternatively, the density functional
perturbation theory (DFPT) [26, 27] can be used. The third method to access the
phonon density of states is by means of ab initio MD. Ab initio MD yields the veloc-
ities of the atoms and their trajectories as a function of time. By means of spectral
analysis, one can then obtain the phonon density of states from the velocity auto-
correlation function.

Electronic properties such as the fundamental band gap, valence-band offsets,
and defect transition levels can be obtained consistently from DFT within the lim-
its defined by the functionals used for exchange and correlation. This is because
the only physically meaningful properties directly generated by DFT calculations
are the total energy, the ground-state electronic density, and the energy of the
highest occupied state. A word of caution is in order here because the quasiparti-
cle eigenstate energies of DFT and especially the ones of the unoccupied excited
states are sometimes confused with the true energies of excited-state electrons.
In particular, the optical band gap may not be determined from total energy dif-
ferences, while the fundamental band gap can. In practice, these two quantities
are often close, but this cannot be taken for granted. In case true excited-state
properties (in particular the optical band gap and absorption spectra) are of inter-
est, one has to resort to methods beyond DFT. The story is a bit different in case
of hybrid functionals, for which the unoccupied states may in fact be interpreted
as an approximation to excited-state energies within a generalized Kohn–Sham
framework [16].

21.5
Ab initio Characterization of Point Defects

One of the most powerful applications of first-principles electronic structure
theory is the modeling of point defect in solids, whose presence controls the
functional properties of many semiconductors. Therefore, in this final part, we
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will guide the reader through the procedures relevant for calculating defect
properties in semiconductors. In order to see the necessity of first-principles
calculations in the context of point defects, it is worth mentioning some quantities
of interest which can be calculated. The formation energies of intrinsic defects
like vacancies, interstitials, antisites, or more complex defect arrangements can
be compared in order to identify the predominant defect species. In the case
of extrinsic impurities, the calculated formation energies provide insights into
the solubility of the impurities. The stable charge states of intrinsic or extrinsic
defects can be obtained, which in turn classify the defects as acceptors or donors
in a specific host material. Furthermore, the activation energies for changing the
charge state, that is, the ionization energies of the defects, can be obtained and
therefore allow to identify appropriate donors and acceptors for device devel-
opment. In this context, ab initio methods have made significant contributions
to the understanding of AX and DX centers2) in II–VI semiconductors and
particularly in GaAs [29–31].

Defect-induced states within the band gap affect the optical properties, for
example, in the case of color centers, or can act as recombination centers.
The assignment of these levels to specific defects is experimentally difficult
but possible with the aid of DFT calculations. Apart from the thermodynamic
stability, the mobility of point defects can also be assessed. The free energy
of defect migration determines the kinetic stability of intrinsic point defects
and impurities under nonequilibrium conditions. In the case of more than just
one defect, their interactions can be studied by calculating binding energies.
The characteristics of extrinsic point defects are sometimes heavily influ-
enced by the presence of intrinsic point defects, for example, due to defect
association.

Also, the association of solely intrinsic point defects is a key for understanding
the materials behavior as it is the case for chalcopyrites [32]. Another important
application is the determination of doping limits, which can be estimated by first-
principles calculations. Alternatively it is possible to choose one specific defect
and even focus on a single certain charge state in order to calculate properties of
interest which in turn can be used for the experimental identification or charac-
terization of this specific defect.

Various experiments capable of identifying point defects can be simulated
from first principles with, however, varying reliability. For example, it is pos-
sible to calculate the formation volume of defects to study their impact on
the crystal lattice parameter [33]. Calculating ionization energies enables to
estimate the conductivities which can then be measured [34]. It is possible to
identify the defect-related magnetic moment and derive parameters for electron

2) A DX center is a substitutional donor which may behave like an acceptor depending on the posi-
tion of the Fermi level. Similarly, an AX center is an acceptor, which may behave like a donor. This
behavior is usually associated with large lattice relaxations and bond breaking. In the AX and DX
denomination, A stands for acceptor and D for donor. These substitutional donors and acceptors
were previously thought to associate with unknown point defects, represented by the symbol X,
which was not confirmed later. The denominations AX and DX center, however, remained [28].
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paramagnetic resonance measurements [35]. It is even possible to model the
positronic trapping state at a defect location and derive from it the characteristic
lifetimes in order to compare them with results obtained by positron annihilation
spectroscopy [36].

In the case of localized defect-related states, optical spectra are the primary
means for defect identification. The calculation of optical properties is, however,
often difficult in the case of solids. Using simple LDA/GGA-DFT in most cases,
it is at least possible to identify whether an absorption feature can be expected or
not. The absorption energy on the other side is clearly an excited-state property
and affected by the difficulties mentioned previously. A good example for the cal-
culation of a defect excitation can be found in Ref. [37], where the full methodology
of MBPT was applied to the excitation of a negatively charged nitrogen-vacancy
color center in diamond.

In the following, we present a list of guidelines that should allow the interested
reader to judge the reliability of defect calculations and their particular strengths
and drawbacks:

• Energy differences are reliable even within the LDA.
• The determination of the defect geometry (relaxation and volume changes) is

reliable.
• Energy differences between structures of similar bonding type and geometry are

more reliable than those between different ones (e.g., ionic solid vs molecule).
This is due to error cancelations important for the success of first-principles
calculations. For example, the calculation of the migration energy is often more
reliable than the calculation of the formation energy (reference energies can
involve metals or molecules).

• The characterization of neutral defects is usually more reliable than of charged
defects. This is especially true for defects, which involve highly localized defect
states. In the case of delocalized defect states, that is, for defects which are nat-
urally charged, a neutral calculation often leads to an overestimation of their
formation energy.

• In the case of charged defects, a higher charge state is not necessarily less accu-
rately described. The reliability as a function of charge state depends on the
specific defect type.

• The characterization of localized defect states is more difficult for small-gap
materials than for materials with larger band gaps.

• Excited-state properties are especially difficult to obtain in the case of
defects in solids. The reliability of such calculations can be even difficult to
estimate.

Although in many cases these guidelines are valid, exceptions can always be
found. In the following we will focus on how to calculate the formation energies
of intrinsic point defects for a two-component system. This covers many aspects
of the defect modeling. By using a two-component system, the example provides
sufficient generality.
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21.5.1
Thermodynamics of Point Defects

The key quantity for accessing the thermodynamics of point defects in solids is
the Gibbs free energy of defect formation (ΔGf ). Ultimately, one is interested in
defect concentrations which can be calculated from the formation energy for the
dilute limit (c < 10−3) through

c = c0 exp
(
−
ΔGf
kBT

)
= c0 exp

(
−
ΔEf + pΔVf − TΔSf

kBT

)
(21.1)

Here, c0 is the concentration of available positions for the defect in the lattice, kB
is the Boltzmann constant, and T is the temperature. The quantities ΔEf , ΔVf ,
and ΔSf are the formation energy, formation volume, and formation entropy of
the corresponding defect, respectively. The discussion now focuses on the for-
mation energy, which is usually the dominating contribution and sufficient for
low-temperature and low-pressure conditions. The other two contributions can,
however, also be calculated within electronic DFT.

At this stage, two systematic paths can be followed. It is possible to construct
defect pairs or clusters which are charge neutral and conserve the particle num-
bers. This method leads to the well-known Kröger–Vink notation of defect reac-
tions. A typical example is the so-called Schottky defect equilibrium which in the
case of a simple MO could be

0 ⇌ V 2+
O + V 2−

M . (21.2)

The defect equilibrium and therefore the concentrations can be expressed
in terms of Gibbs free energy of defect formation ΔGSchottky ≈ ΔESchottky. The
strength of this method is that by conserving charge as well as particle numbers,
the formation energy does not depend on external reservoirs other than the
material itself. In the case of a first-principles approach, ΔESchottky is calculated
by constructing a supercell of the MO, remove a cation and an anion from
arbitrary positions, and calculate the formation energy ΔESchottky from total
energy differences via

ΔEf = EZ
defect − EZ

ideal. (21.3)

Here, EZ
ideal and EZ

defect are the total energies as obtained by a total energy calcula-
tion for the supercells containing the ideal and the defect structure, respectively.
This approach uses only the DFT total energies and returns relatively accurate
numbers. There are, however, some pitfalls using this approach. Apparently, the
charge states in Equation 21.3 were simply guessed and could well differ from
q = ±2. It is of course possible to check the charge state via the electron density
output of the DFT code, which is always available. In case the charge state is differ-
ent for either the oxygen or cation vacancy (the oxygen vacancy could be a color
center or single donor), this supercell calculation cannot represent the ground
state of the defect. For the case that VO is only singly charged, one could insert
two VO in order to reestablish the ground state. Then, the conservation of parti-
cle numbers has to be omitted. In complex oxides (e.g., in sesquioxides), defect
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reactions are even more complicated as exemplified by the following reaction:

0 ⇌ 3V 2+
O + 2V 3−

M . (21.4)

It can be seen that the number of defects (five in this case) increases dramati-
cally with the complexity of the materials stoichiometry. Considering typical cell
sizes accessible by present DFT calculations (50 < Natoms < 1000), the assumption
of dilution is not fulfilled, and the resulting numbers will surely depend on the
actual arrangement of the defects within the cell. Therefore, this approach is nei-
ther unique nor flexible. Following the ideas of Zhang and Northrup [38], it is more
efficient to calculate the formation energies of individual defects sequentially and
in different charge states so that charge as well as particle conservation do not need
to be fulfilled. Defect reactions are constructed at a later stage from the individual
defects with the lowest formation energies. Since the constraints of constant parti-
cle numbers and charge are neglected, the free energy of defect formation depends
on the chemical potentials and electrochemical potential of the reservoirs:

ΔGf = ΔEf + pΔVf − TΔSf −
∑

i
ni𝜇i + qEF (21.5)

Here, ni is the number of exchanged particles of type i in order to construct the
defect, and subscript i is the corresponding reference chemical potentials. The
reference electrochemical potential for the electrons is the Fermi energy EF, and
q is the charge state of the defect.

Figure 21.1 illustrates the process of defect formation as a subsequent exchange
of (neutral) atoms and electrons with their respective reservoirs. The chemical
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potentials of the relevant atomic species i and the Fermi energy EF are experi-
mental control variables. The Fermi energy is also sometimes referred to as the
chemical potential of the electrons. Conceptually, the Fermi energy can be con-
trolled or influenced by dopants and impurities. The control over the chemical
potentials is often difficult to establish experimentally. The chemical potentials i
are related to the species activities ai via μi = μΘi + RT ln ai, where μΘi is the ref-
erence chemical potential in the chemical standard state. In case of a reference
reservoir in the gas phase, the chemical potential may be related to the partial
pressure pi via the ideal gas law. For the oxygen gas phase, for example, this allows
to relate the chemical potential of oxygen O to the oxygen partial pressure pO2

, via

𝜇
O(pO2

,T) = 1
2
𝜇
Θ
O2
(pΘ

O2
,T) + 1

2
RT ln

(
pO2

pΘ
O2

)
,

where pΘ
O2

refers to the partial pressure in the standard state. In the case that the
reference chemical potentials are the ones of solid phases, it is difficult to establish
precise experimental control. However, the activities and therefore the chemical
potentials are always closely related to the availability of the respective species dur-
ing production of the material. In applied studies the chemical potential of metallic
species is therefore often treated as a free parameter, expressed as deviations from
the cohesive energies μi = μel

i + Δμi of the most stable elemental reference phases
𝜇

el
i . The chemical potential of the solid phase is equal to its cohesive energy and

serves as a reference for the metal-rich limit (𝜇MO
M = 𝜇

M in Figure 21.1). The maxi-
mal deviations from the elemental reference values are restricted by the heat of for-
mation of the compound ΔHf , which can also be calculated from first principles:

ΔHMO
f = Δ𝜇M + Δ𝜇∘ (21.6)

It is common to plot the defect formation energies as a function of the Fermi
energy at specific chemical potentials of interest.

At this stage, it may appear irritating that the defect stability, which depends on
the Fermi energy, influences the Fermi energy itself, as defects are charged. Once
the formation energies of all (predominant) defects are known, the determination
of the concentrations is achieved as follows: First, a specific environment is chosen
by fixing the atomic chemical potentials. Next, the formation energies and con-
centrations are expressed as a function of the Fermi energy. The actual value of the
Fermi energy is obtained by additional physical constraints. At the resulting Fermi
energy, the total charge (including also free charge carriers and dopants) should
vanish (charge neutrality (CN)), and none of the defects should have a negative
formation energy. A detailed description of this process is given in Ref. [34].

Although the Fermi energy always assumes a fixed value in thermodynamic
equilibrium, it is instructive to plot the formation energies of all defects as a func-
tion of this parameter. In this representation, it is most convenient to discuss the
changes of the defect equilibria upon extrinsic doping and changes of the envi-
ronment.

In Figure 21.2, several well-known defect equilibria are translated into this
representation. The first panel (Figure 21.2a) represents the Schottky reaction
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Figure 21.2 Examples for prototype defects:
(a) a Schottky/Frenkel defect pair and stoi-
chiometric defect reaction. (b) Shift toward
a nonstoichiometric regime due to changes
of the 𝜇i . (c) A deep acceptor and a shal-

low donor defect. (d) Examples for multiple
charge states: an ambipolar defect and a
double acceptor defect. The (approximate)
point of CN is indicated for all examples.

of Equation 21.3. The slope of each line represents the charge state of the defect
(Equation 21.6). In this case, the acceptor and donor formation energies are
totally symmetric with respect to each other, and the CN is easily found at the
point where the formation energy of both defects has the same value. Charge
states can change as they are denoted by the changing slopes of the defects.
The apparent symmetry between donor and acceptor formation energies is not
necessarily present in real materials. The situation changes especially when a
different environmental condition (Δi) is chosen.

In the case of our metal oxide, the second panel (Figure 21.2b) shows the effect
of a lower oxygen pressure and/or higher temperature and a consequently lower
chemical potential of oxygen and a correspondingly higher chemical potential of
the metal. Under these conditions, the formation energy of the oxygen vacancy is
lower and that of the cation vacancy higher. The Fermi energy necessarily shifts
to the right (n type) since negative formation energies are unphysical. The CN is
now more difficult to determine since three species significantly contribute to it.
Positive charge carriers are the oxygen vacancies whereas cation vacancies and
electrons in the conduction band (CB) are negative compensating charges. The
exact numbers have to be determined numerically and now also depend on the
density of states in the CB. We also see that in this case, the fact that the oxygen
vacancy can transform into a neutral color center may further affect the CN.
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The third panel (Figure 21.2c) displays the situation when the ionization energy
of the acceptor and donor differs from each other. The ionization energy of the
defect is given by the distance of the charge-state transition energy to the VBM
for acceptors and to the CBM for donors. The donor is shallow (low ionization
energy), while the acceptor is deep (high ionization energy). Only very shallow
donors are able to keep their charge even at a Fermi energy close to the band
edges. These defects are generally good candidates to produce free charge carriers.
This is necessary but not a sufficient condition. In order to obtain the free charge
carriers, the defects of opposite charge should additionally have high formation
energy. In Figure 21.2c, for example, this is not the case. The point of CN is well
below the CBM. In this situation, even with the help of additional extrinsic donors,
the Fermi level can hardly move higher. This is because the formation energy of
the acceptor becomes negative for a Fermi energy well below the CBM. This is
usually referred to as Fermi-level pinning, a situation which leads to difficulties
of n-type doping, for example, in chalcopyrites due to the presence of negatively
charged copper vacancies. The probability for the existence of such pinning levels
generally increases with larger band gaps. Therefore, the larger the band gap, the
fewer materials can be found which are still dopable to a significant extent. This is
because the intervals of the Fermi level for which negative defect formation ener-
gies occur, are potentially larger for wide-gap materials. While small band-gap
materials like silicon or GaAs can usually be doped n as well as p type, one type of
doping usually predominates for wide-gap materials, while the other is more dif-
ficult or even impossible to achieve. Finally, for insulating materials often neither
n- nor p-type doping can be achieved.

In the last example (Figure 21.2d), it is shown that defects can potentially exist
in multiple charge states. It is possible that donors and acceptors have two or more
ionization levels. Consequently, they exhibit two or more different charge states.
It is further also possible that defects exist in negative as well as positive charge
states, that is, ambipolar defects. Important defects of this class are, for example,
vacancies and interstitials in silicon as well as hydrogen in many semiconductors.
In the case of hydrogen, the switching from donor to acceptor does not occur via a
neutral charge state. The omission of a charge state is called a negative U behavior
and is usually related to large structural relaxations and conformational changes
of the defect.

21.5.2
Formation Energies from Ab Initio Calculations

After giving some examples, we now show the process of obtaining the formation
energies of point defects from the output of first-principles calculations. First,
an appropriate variant of first-principles methodology is chosen, which repro-
duces most of the relevant properties of the bulk material and still allows to cal-
culate at least 100 atoms. Bulk calculations are performed, and the accuracy of
the (DFT) method is tested with the semiconductor and all relevant reference
phases (metal and the oxygen molecule in the case of an oxide). From a band
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structure calculation of the host semiconductor, the positions of the VBM and
CBM and their corresponding energies are determined. In the next step, neu-
tral defects are placed into a supercell of a sufficient size and the structures are
optimized usually at constant volume conditions. The size of the supercell should
be as large as possible. However, this sensitively depends on the material, the
method, and the available computational resources. The calculations are usually
conducted within periodic boundary conditions, and the defects in the supercells
should be separated by at least two neighboring shells. The defects are subse-
quently charged, and the total energies are calculated for each charge state. When
periodic boundary conditions are used, a homogeneous countercharge is added
to avoid energy divergence. Unfortunately, this measure introduces spurious cell
size effects. In the case of potentially magnetic defects, additional spin-polarized
calculations have to be conducted in order to avoid spin contamination. The for-
mation energies for each charge state can now be obtained for a Fermi energy at
the VBM by evaluating Equation 21.5 and setting Ef = 0. Normally, only the line
segments for the charge states with the lowest formation energy are plotted for
each defect (see Figure 21.2). As discussed previously, defect formation energies
are usually plotted under specific chemical potential of its constituents, which are
of interest. It is often instructive to plot the formation energies under the most
extreme conditions, which give upper and lower limits to the formation energies
of specific defects. In the case of the metal oxide (see Figure 21.1), this would be
Δ𝜇O = 0; Δ𝜇M = HMO

f in the oxygen-rich (high oxygen pressure) limit, whereas
Δ𝜇O = HMO

f ; Δ𝜇M = 0 in the reducing limit (low oxygen pressure).3)
At this stage, the formation energies are still affected by so-called supercell size

effects. The magnitude of these effects can well be on the order of electron volts.
For example, charged defects interact electrostatically with their periodic replicas
in calculations with periodic boundary conditions. In the case of very extended
defect-localized wavefunctions, it is additionally possible that the defect-related
state shows a significant band dispersion, which in turn leads to usually overesti-
mations of the total energy. Several other supercell size effects have been pointed
out previously for charged but also for neutral defects. They are reviewed exten-
sively in the literature [39–42].

21.5.3
Case Study: Point Defects in ZnO

In order to illustrate the formalism presented before, we show results for ZnO, an
important semiconducting material. The data presented in Figure 21.3a and b cor-
responds to the calculated formation energies according to Ref. [33]. This study
was undertaken using the so-called LDA+U approach in order to calculate the
formation energies of all intrinsic defects. In a second step, the formation energies
were corrected for supercell size effects by an extrapolation technique, which
involves the calculation of the formation energy in supercells with different sizes.

3) The Gibbs free energy of formation Gf is equal to the formation enthalpy Hf when the entropy of
formation is neglected. This is usually a safe approximation at room temperature.
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Figure 21.3 Formation energies of intrin-
sic point defects of ZnO in the LDA with
U corrections in the oxygen-poor (a) and
oxygen-rich (b) limiting cases according
to Ref. [33]. (c) A comparison of different
exchange–correlation functionals applied

to the oxygen vacancy [43]. Vertical lines
denote the band gaps corresponding to
the respective functional. (d) Comparison
of several donor defects including hydro-
gen interstitials and using hybrid-functional
methodology according to Ref. [44].

The formation energies are shown for oxygen-poor (Figure 21.3a) and
oxygen-rich (Figure 21.3b) conditions. These are the stability limits of ZnO
toward decomposition into metal+ oxygen gas (oxygen poor) on the one side
and zinc peroxide formation on the other side (oxygen rich). The corresponding
environmental conditions can be estimated with the help of the ideal gas law and
electrochemical tables. Exemplarily, the oxygen pressure range is 10−26 –1016 Pa
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for a temperature of 600 ∘C. In the following, the defect energetics are discussed
with respect to the calculated band gap (shaded area), which is generally too
low using local exchange–correlation functionals. This deficiency is further
discussed later in this section.

In the oxygen-poor regime, only oxygen vacancies have low formation energies.
This defect is the primary donor of ZnO and exists in the charge states q = +2∕0.
The fact that the charge state q = +1 is not present indicates the existence of
large lattice relaxations. In the charge state q = +2, the energy gain due to lattice
relaxations is so high that the removal of an electron from the neutral charge
state results in the immediate ejection of the second electron (negative U effect).
The Zn interstitials (Zni) on the other side have higher transition levels, that
is, they are shallow donors with higher formation energies. It is interesting to
note that the oxygen vacancy has relatively high ionization energy (color center)
but low formation energy on the one side, whereas the Zni has a low ionization
energy but high formation energy on the other side. This means that both
defects cannot lead to high intrinsic electron concentrations but due to different
reasons. This finding is at odds with the experimental observation of high
intrinsic electron concentrations, especially in reduced ZnO samples. This issue
has been extensively discussed in the literature and will not be reviewed here.
The most commonly cited theories resolving this controversy can be found in
Refs [32, 45].

Among the acceptor defects, the Zn vacancy (V Zn) has the lowest formation
energy, which is comparatively large in the oxygen-poor limit but rather low in
the oxygen-rich limit. Therefore, by increasing the oxygen partial pressure, the for-
mation of V Zn can be favored over V O. Additionally, at lower Fermi energy in the
oxygen-rich limit, oxygen interstitials in a dumbbell configuration have a low for-
mation energy. Similar to the oxygen vacancies, this defect shows the interesting
effect of omitting a charge state (q = −1). The most stable charge state is q = 0. In
this dumbbell configuration, the oxygen atoms have a net charge of −1 (obtained
via direct analysis of the charge density) and can, therefore, be classified as peroxo
ions which are closed (electronic-)shell configuration of the oxygen dimer. Con-
sequently, additional electrons cannot be accommodated within this geometry.
Upon electron addition the dimer breaks and oxygen reoccupies a regular oxygen
site, whereas the other oxygen moves to the more symmetrical octahedral inter-
stitial position within the wurtzite lattice. In the final configuration, both anions
have a net charge of−2, so that in total two electrons are needed to accomplish this
rearrangement. It is important to note that ZnO is often strongly n-type doped.
The formation energy of acceptors (especially V Zn) intersects the zero formation
energy line. This point depends on the oxygen chemical potential and denotes a
pinning level for n-type doping in this material. Under high n-type doping, the V Zn
will cause a decay of the doping efficiency in this material. In summary, the defect
equilibria of ZnO are mainly determined by oxygen and zinc vacancies similar to
situation (b) of Figure 21.2.

Up to this point, we have discussed the defect energetics with respect to the
calculated band gap, which is strongly underestimated. The use of different
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exchange–correlation functionals results in different band-gap energies. In
Figure 21.3, the calculated band gaps of several functionals are indicated together
with the resulting formation energies for the oxygen vacancies in ZnO [43].

While there are significant differences in the band-gap energies for different
functionals, it is interesting that the formation energy of the neutral charge state
is comparably constant. LDA and GGA-PBE give very similar results, and their
band-gap energies are very close. In contrast, the hybrid functional (PBE0) results
in a decrease in the formation energy of more than 3 eV for the positive charge
state. The electronic transition energy is consequently shifted upward, while the
formation energy of the zero charge state is essentially the same as in LDA cal-
culations. In contrast, the LDA+U approach leads to both a higher formation
energy and higher transition energy for the oxygen vacancies. In the LDA+U
approach, the band gap is still significantly underestimated, while the PBE0 is able
to reproduce the correct band gap. The relatively constant formation energies for
the neutral charge state express the fact that total energies are reliable even when
obtained with the LDA. Whenever the ionization of a defect is considered, how-
ever, complications due to band-gap errors arise. Since the hybrid functional is
able to reproduce the band gap of ZnO, it is interesting to reexamine also the
energetics of other defects. Figure 21.3d shows the defect energetics of several
intrinsic defects and hydrogen interstitials in ZnO. The results are taken from
Ref. [44], which were obtained by the hybrid-functional method in a plane-wave
implementation [46]. Also in this case, the formation energies were corrected for
finite-size effects by using increasingly larger supercells up to a size of 784 atoms
and an extrapolation technique.

For the common defects, the diagram looks similar to the LDA+U result, apart
from the pronounced shift to higher Fermi energy. The order of the defect energet-
ics is essentially the same as in the case of the LDA+U calculations. For example,
the energetic difference between V O and Zni is comparable. What changes are
mainly the positions of the band edges with respect to the transition energies and
to a smaller extent the relative positions of the transition energies with respect to
each other. In contrast, the formation energies of the neutral charge states change
to a much lesser extent.

As an example for extrinsic defects, hydrogen, a potentially important donor for
ZnO, is also displayed in Figure 21.3d. This defect has a positive slope throughout
the whole band gap and is therefore a very shallow donor. It can be found as inter-
stitial or substitutional defect. In this case, the formation energy of the defect is
related to the solubility of hydrogen.

21.6
Conclusions

Over the last decades, powerful theoretical and numerical methods were devel-
oped that have triggered the deployment of computational materials science as
an entirely new discipline, providing information about materials properties and
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processes. Quantum mechanical methods have gained significant importance,
especially in the context of understanding point defects in semiconductors, since
they allow to systematically study a variety of material properties including those
that are not directly accessible by experiments. Therefore, by systematically
combining first-principles methods and experiments, further improvement of
materials for photovoltaic materials can be expected. This chapter has outlined
the principle concepts of electronic DFT and presented its application to intrinsic
point defects in oxide materials.
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22
Molecular Dynamics Analysis of Nanostructures
Xiaowang Zhou, Jose Chavez, and David Zubia

22.1
Introduction

In this chapter we discuss how molecular dynamics (MD) simulations can be used
to understand nanostructure and defect formation during growth of solar cells and
how the insights gained can be used to reduce defects. Section 22.2 explains the
basic concept of MD. Section 22.3 discusses MD simulation methods for vapor
deposition. Section 22.4 introduces numerical tools for extracting information on
defects from MD results. Section 22.5 presents a case study in which MD is used
to understand and reduce defects in CdTe/CdS solar cells.

22.2
Molecular Dynamics Methods

A molecular dynamics simulation essentially solves atom positions as a function
of time from Newton’s equations of motion. As a simple example, Figure 22.1a
shows a crystal with dimensions Lx, Ly, and Lz in the x-, y-, and z-directions. This
material system is simulated in MD as an assembly of atom coordinates that can
be designated according to structure, orientation, and lattice constant of the crys-
tal. A system temperature can be established by further assigning velocities to this
assembly of atoms according to a Boltzmann distribution. Periodic boundary con-
dition can be used in simulations. This simply means that the system shown in
Figure 22.1a is periodically repeated in the x-, y-, and z-directions with the peri-
odic length being Lx, Ly, and Lz. As a result, the surfaces are removed and the
system can be viewed as infinitely large.

Atoms in MD models are subject to interatomic forces. In general, the force
acting on a given atom equals the derivative of system energy with respect to a
displacement of the atom. Hence, all interatomic forces can be calculated once an
interatomic potential model [1] is available to define the system energy as a func-
tion of atom positions. Based on the forces calculated from the potential model,
MD simulations integrate atom positions and velocities as a function of time from

Advanced Characterization Techniques for Thin Film Solar Cells, Second Edition.
Edited by Daniel Abou-Ras, Thomas Kirchartz, and Uwe Rau.
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2016 by Wiley-VCH Verlag GmbH & Co. KGaA.



622 22 Molecular Dynamics Analysis of Nanostructures

Bulk crystal

(a) (b)

x [100]

y [010]

z [001] Lx
Lz

Ly

x [100]z [001]

y [010]

Lx Lz

Thin-film crystal

Figure 22.1 Example MD systems. (a) Bulk and (b) thin-film crystal systems.

Newton’s equation of motion. The simplest MD simulations conserve energy and
do not change system size (given by the periodic lengths Lx, Ly, Lz). Such constant
energy and constant volume simulations do not allow temperature and pressure to
be controlled. Alternatively, MD simulations can be performed under a constant
temperature condition (e.g., using Nose–Hoover dragging forces [2] to increase
or decrease atom kinetic energies depending on whether the temperature is lower
or higher than the desired value). MD integration can also be performed under a
constant pressure condition (e.g., using Parrinello–Rahman algorithm [3] to allow
the periodic lengths Lx, Ly, and Lz to change in responding to external pressure).

MD simulations allow complex material problems to be numerically studied.
When the system contains no defects, such as the one shown in Figure 22.1a, MD
simulations can be used to study phonon vibration spectra and thermal transport
properties. If systems contain point defects, MD simulations can be used to study
the diffusion of these defects. If external forces/loads are applied to atoms, MD
simulations can be used to study a variety of other problems including deforma-
tion, fracture, and structure evolution. As another example, Figure 22.1b shows a
thin-film crystalline structure where periodic boundary conditions are used only
in the x- and z-directions, whereas a free boundary condition is used in the y-
direction. During simulations, adatoms are continuously injected to the top y-
surface from random locations far above the surface, and positions of all atoms
are solved from Newton’s equation of motion. In this case, MD simulations can
be used to simulate the structure evolution during vapor deposition synthesis
processes.

The large-scale atomic/molecular massively parallel simulator (LAMMPS)
[4, 5] is perhaps the most widely applied MD code today. LAMMPS is popular
because it is publically available [4], has incorporated different types of inter-
atomic potentials, contains flexible functionalities, and can be easily extended.
In addition to MD simulations, LAMMPS can be used to perform energy
minimization by molecular statics (MS) simulations. Here, the goal is not to
examine the dynamic behavior of the material, but rather to find out the lowest
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energy structure. This is useful because the initial structure of MD simulations
is often guessed, which may be far away from equilibrium. MS simulations will
allow the guessed structure to be relaxed, enabling the determination of the
equilibrium structure (e.g., relaxed to the correct lattice constant when the initial
lattice constant is off).

22.3
Vapor Deposition Simulations

Direct MD simulations of vapor deposition for material synthesis have unique
advantages over other techniques for (structural) defect studies. For example,
quantum mechanical calculations [6] are computationally much more expensive.
As a result, they can only be applied for small systems, and the calculations of
defect properties rely on the use of “guessed” defect configurations as the input.
Continuum models [7] are not as predictive, and therefore, they require more
assumptions. In direct MD vapor deposition simulations, however, defects are
naturally formed without any assumptions. Using the Stillinger–Weber potential
[8] for the II–VI elements Zn–Cd–Hg–S–Se–Te [9], we demonstrate two MD
simulations [9] that help reveal defects in II–VI compound thin films.

In the first case, we show in Figure 22.2a the atomic configuration obtained from
an MD simulation of vapor deposition of an alloyed (Cd0.28Zn0.68Hg0.04)(Te0.20
Se0.18S0.62) compound on a (010) zinc-blende (zb) ZnS substrate, where the ini-
tial ZnS substrate containing eleven (010) layers is shaded. During the simulation,
the bottom two (040) layers are held fixed to prevent crystal shift upon adatom
impact on the top surface. The next seven (040) layers are isothermally controlled
at a growth temperature T = 1200 K. This leaves the top two layers free where the
motion of atoms is solely determined by Newton’s equations of motion.

Growth of the alloy is simulated by injecting Cd, Zn, Hg, Te, Se, and S atoms
from random locations far above the surface. All adatoms have an initial inci-
dent direction perpendicular to the surface and an initial far-field incident kinetic
energy Ei = 5.0 eV. The relative injection frequencies of different species are cho-
sen to give a (Cd0.28Zn0.68Hg0.04)(Te0.20Se0.18S0.62) film composition and an overall
deposition rate of R= 0.2 nm/ns. This deposition rate is much higher than experi-
mental values but has to be used in order to grow sufficient material for the analysis
within the MD time scale (due to the computational cost, MD time scales are usu-
ally limited to within tens of nanoseconds). However, by maintaining the substrate
at an elevated temperature, adatoms can often relax to low energy configurations
even within the short time constraint imposed by the high deposition rate. As
a result, the effects of accelerated deposition rates on structures are mitigated.
Indeed, Figure 22.2a convincingly verifies that MD vapor deposition simulations
can predict crystalline growth.

Based on the final atom coordinates, we find a small antisite fraction of 0.0051
for anion (Te, Se, S) to occupy cation (Cd, Zn, Hg) sites and a smaller antisite frac-
tion of 0.0003 for cation to occupy anion sites. The data also allows us to quantify
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Figure 22.2 MD simulation of growth of a superalloyed (Cd0.28Zn0.68Hg0.04)(Te0.20Se0.18S0.62)
layer on (010) zinc-blende ZnS. (a) Atomic configuration and (b) radial and bond-angle dis-
tribution function.

in Figure 22.2b structural characteristics such as radial (solid line) and bond angle
(dash line) distribution functions, where reference values obtained from perfect
zinc-blende structure are included as the shaded regions. Figure 22.2b indicates
that the peak radial positions obtained from the deposited film align well with the
reference peaks and the bond angles center around the tetrahedral angle of about
109∘. Hence, the film obtained from the MD simulations has a good crystallinity
of the zinc-blende structure.

In the second case, we demonstrate in Figure 22.3 the atomic configuration
obtained from an MD simulation of vapor deposition of HgTe/CdSe/ZnS mul-
tilayers. The simulation approach is the same as described earlier, except that
different growth conditions are used to grow different layers as indicated in the
figure. Figure 22.3 reveals various defects. For example, misfit dislocations exhibit-
ing extra half planes about 145∘ from the y-axis in the smaller lattices are found
at both CdSe/ZnS and HgTe/CdSe interfaces. Interestingly, two types of misfit
dislocations are observed, one exhibiting only one extra half plane and the other
exhibiting two extra half planes. The spacing of these misfit edge dislocations is
on the order of 30–40 Å, leading to significant tilting of the (001) growth sur-
face that causes small-angle grain boundaries between neighboring domains (sub-
grains). Stacking faults are observed in the HgTe layer. Various point defects such
as antisites, interstitials, and isolated S atoms in the CdSe layer can also be seen
in Figure 22.3 (marked by circles). Although these defects can affect the materials
properties, they are not easily identifiable in experiments. MD simulations allow
for virtual synthesis of the materials, in which these defects can be reduced by
manipulation of growth conditions and design of nanoscale structures. They can
also help interpret the phenomena observed from the experimental microscopic
analyses.
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Figure 22.3 Atomic configuration of HgTe/CdSe/ZnS multilayers grown on (010) zinc-blende
ZnS obtained from an MD simulation.

22.4
Defect Extraction Algorithms

Typical MD result files consist of three-dimensional (3D) coordinates of a large
number of atoms. The data sets contain information about crystallographic and
defect structures. Various algorithms have been developed to extract the crys-
tallographic and defect information contained within the numerical data [10].
Based on such information, visualization software can then provide graphical rep-
resentation of various structural characteristics. Here, we illustrate three different
visualizations of the same CdTe sphalerite crystal containing an individual stack-
ing fault bounded between two partial dislocations. In Figure 22.4a, a visualization
tool [11] is used to illustrate this system with Cd and Te atoms represented by black
and gray circles, respectively. While the stacking fault and the two partial disloca-
tions (indicated by the arrows) can be recognized, they are not particularly easy
to analyze. This type of image can be directly compared with experimental data
[12, 13], that is, with high-resolution transmission electron microscopy (HRTEM)
images for validation of the predicted defect structures. A distinct advantage in the
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Figure 22.4 Atomistic visualization and analysis of a CdTe (111) crystal with one intrinsic
stacking fault. (a) The illustration of Cd and Te species; (b) the distinction of wurtzite, spha-
lerite, and unmatched crystal structures; and (c) the extraction of dislocation line segments.

MD simulated data over experimental HRTEM is that it can be cleaved along any
arbitrary direction and viewed along any arbitrary zone axis.

The algorithm given in Ref. [11] can be used to determine the lattice type of
each atom by comparing positions of its neighboring atoms to a catalog of refer-
ence positions of various lattices. Figure 22.4b shows the same configuration as
Figure 22.4a except that the light gray, dark gray, and black colors are now used to
distinguish sphalerite, wurtzite, and unmatched lattices where “unmatched” sim-
ply means that the lattice does not match sphalerite nor wurtzite. The dark gray
dots (wurtzite region) highlight the stacking fault, and the black dots (unmatched
lattice) identify the two partial dislocations.

Multiple strategies have been employed to detect and extract other defects
within atomistic data sets [14, 15]. In Figure 22.4c, an algorithm [16, 17] that
extracts dislocation line segments from atomistic data is employed to analyze the
same CdTe crystal. In this case, only two dislocation line segments associated
with partial dislocations are shown, further confirming that the system analyzed
contains a stacking fault bounded by two partials.

22.5
Case Study: CdTe/CdS Solar Cells

22.5.1
Validation of MD Methods

Using a bond order potential (BOP) [13, 18], MD simulations are performed to
grow CdTe on (0001) wurtzite CdS [12]. The simulated atomic structures are
compared to experimental HRTEM images of CdTe/CdS layers [19] shown in
Figure 22.5. The predicted image in the top frame of Figure 22.5a shows two misfit
dislocations as manifested by extra planes in the CdS layer. The configuration
and density of the predicted misfit dislocations agree well with those found in
the HRTEM image shown in the bottom frame of Figure 22.5a. Furthermore,
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Institute of Physics.).

the simulation indicates the formation of twin and stacking fault as shown in
the top frames in Figure 22.5b and c, in remarkably good agreement with the
experimental images shown in the bottom frames. These results validate the
capability of MD simulations for defect studies, relevant to the experimental
length scales. They also confirm that for the CdTe/CdS multilayered films with
a large lattice mismatch strain of 𝜀0 ∼ 0.11, the misfit dislocation density is
very high. For instance, Figure 22.5a indicates that the distance between the
dislocations is about 10 times the interplanar distances.

22.5.2
Reducing Defects via Nanostructuring

As described earlier, multilayered films always contain a high misfit defect den-
sity. One idea to reduce defects is shown in Figure 22.6, where a SiO2 layer is
first deposited on CdS and patterned to expose the CdS layer underneath in small
windows. CdTe is then selectively grown on the exposed CdS surface but not on
the mask surface [20]. This creates CdTe nanoislands. Experimentally exploring
this idea is expensive and prolonged, especially when the dimension of the islands
reduces below 100 nm. Alternatively, MD simulations allow defect density to be
quantified as a function of island size prior to any experiments.

22.5.3
MD Informed Continuum Analysis

MD simulations can provide continuum models with information to calculate
misfit dislocation densities in nanoislands. First, MD simulations are performed
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Figure 22.6 Growth of CdTe nanoislands on CdS using nanopatterning technology.
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Figure 22.7 Atomistic models for (a) misfit strain energy density and (b) misfit dislocation
energies.

to derive the density of misfit strain energy and dislocation line energy as func-
tions of island dimensions and lattice mismatch. Atomistic models for calculating
these quantities during island growth are shown in Figure 22.7a and b. For the
strain energy density, a CdTe island with a width w and a height h is relaxed
using energy minimization simulations under the condition that the bottom layer
of this island, represented by dark spheres in Figure 22.7a, is strained by a lat-
tice mismatch strain 𝜀0 that remains fixed during simulation. The density of the
misfit strain energy is calculated from the energy difference between the strained
and the unstrained (i.e., 𝜀= 0) islands per unit volume. For the misfit dislocation
energy, these line defects are introduced into the island by removing correspond-
ing planes, as shown in Figure 22.7b. After energy minimization simulations, the
misfit dislocation energy is calculated as the difference of the relaxed energies
between the dislocated and the dislocation-free islands per unit of dislocation
length [21].

These misfit strain energy density and dislocation energy functions obtained
from MD simulations are then used in classic misfit dislocation theory [22, 23]
to calculate the dislocation density in nanopatterned multilayers. In this theory,
the system energy is a sum of misfit strain and dislocation energies. Increasing
dislocations increases dislocation energy but reduces misfit strain energy. The
equilibrium dislocation density can be obtained by minimizing the total system
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energy with respect to the number of dislocations. By using the BOP [13, 18], our
calculated equilibrium dislocation density ρ is shown in Figure 22.8 as a function
of island width w at four different lattice mismatch strains of 𝜀0 = 0.20, 0.11 (corre-
sponding to CdTe/CdS), 0.05 (corresponding to ZnTe/CdS), and 0.01, respectively.
For reference, the dislocation density obtained for continuous (i.e., island width
w=∞) CdTe/CdS films is included with a line and an arrow. Figure 22.8 indicates
that continuous CdTe/CdS multilayers have an extremely high misfit dislocation
density near 0.05 Å−1. By utilizing nanopatterning, the dislocation density can be
reduced according to the 𝜀0 = 0.11 line until dislocation-free CdTe/CdS multilay-
ers are obtained when the island width is below a critical value of about 40 nm.
However, the critical island width can be increased to 90 nm for a better lattice
mismatched ZnTe/CdS system. This implies that by using composition grading
where the Zn content is slowly decreased along the thickness of a Cd1−xZnxTe-on-
CdS island, dislocation-free CdTe/graded layer/CdS multilayers can be achieved
when the island size is below 90 nm. Note from Figure 22.8 that for a smaller lat-
tice mismatch of 0.01, the critical island width is larger than 200 nm, whereas for
a larger lattice mismatch of 0.20, the critical island width is reduced to 20 nm.

22.5.4
Direct MD Simulations

The effect of island size on defect density can also be directly studied by MD simu-
lations of selective-area deposition of CdTe on a nanopatterned substrate [24]. In
Figure 22.9a we show CdTe islands grown on nanopatterned CdS [0001] using the
Stillinger–Webber potential [9]. In a similar way to the experimental approaches
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Figure 22.9 (a) Atomistic visualization of CdTe nanoisland structures, (b) dislocations in the
60 nm island, and (c) dislocations in the 20 nm island.

described in previous sections, the simulated selective-area deposition incorpo-
rates a patterned dielectric layer. The dark gray areas in Figure 22.9a are the growth
mask (patterned dielectric layer) used to achieve selective-area growth. The lighter
gray areas are the CdTe nanoislands. The patterned dielectric layer is created by
decreasing the sticking coefficient of the atoms to effectively create an artificial
material that inhibits adatom nucleation similar to experimental dielectric mate-
rials such as SiO2 and Si3N4. All other vapor deposition simulation settings are
similar to those described earlier. The growth height of the CdTe nanoislands is
nominally 15 nm. In these simulations, two different island widths (60 and 20 nm)
are used to study the effect of island size on defect density. Figure 22.9b shows
a significant number of dislocation line segments in the 60 nm CdTe nanoisland.
An analysis of the Burgers vectors of these segments indicates that the 1∕6⟨112⟩
Shockley partial dislocations (light gray) are most numerous, while 1∕2⟨110⟩ per-
fect dislocations (dark gray) are also present. In comparison, Figure 22.9c shows a
drastic reduction in dislocation segments in the 20 nm CdTe nanoisland. This sug-
gests that crystal quality improves when the size of the nanopatterning is reduced.
This trend is in good agreement with experimental data reported in literature [20].

22.6
Concluding Remarks

Molecular dynamics provides an accurate simulation method to study the
microstructures of materials under conditions where experiments are challeng-
ing. On the other hand, MD simulations are limited to extremely short time
scales. With this understood, properly designed MD simulations can still replicate
the experimental observations (e.g., a high temperature can be used to offset the
short time scale). More importantly, MD simulations are effective in revealing
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mechanisms and trends in spite of the simulated conditions. MD simulations are
also accurate when deriving thermodynamic (energies of various structures) and
kinetic (energy barriers of various evolution events) properties. These properties
can be used in continuum models to overcome the MD time scale issue. Future
MD models will continuously improve with emergence of better interatomic
potentials and faster computers.
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23
One-Dimensional Electro-Optical Simulations of Thin-Film
Solar Cells
Bart E. Pieters, Koen Decock, Marc Burgelman, Rolf Stangl, and Thomas Kirchartz

23.1
Introduction

In this chapter, we discuss the simulation of thin-film solar cells, that is, the appli-
cation of detailed mathematical models to describe the physics relevant to the
operation of thin-film solar cells. These models should describe both the optical
and the electronic processes in the device. We will first discuss the fundamentals of
device simulation. In Section 23.3, we discuss the simulation of various thin-film
materials used in solar cells, including a-Si:H, μc-Si:H, Cu(In,Ga)Se2, and CdTe.
Section 23.4 deals with commonly used optical models. Various popular tools used
for the simulation of thin-film devices are discussed in Section 23.5.

23.2
Fundamentals

The semiconductor equations consist of the Poisson equation

∇ ⋅ (𝜀∇Ψvac) = −𝜌, (23.1)

and the continuity equations for electrons and holes
∂n
∂t

= 1
q
∇ ⋅ J⃗n + G − R

∂p
∂t

= −1
q
∇ ⋅ J⃗p + G − R, (23.2)

where Ψvac is the potential related to the local vacuum level; 𝜌 is the space charge
density; n and p refer to electron and hole concentrations in the extended conduc-
tion and valence band, respectively; Jn and Jp are the electron and hole current
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density, respectively; t is the time; G is the generation rate; and R is the recombi-
nation rate.

The electron and hole current densities are, respectively, described by

J⃗n = 𝜇nn∇EFn

J⃗p = 𝜇pp∇EFp, (23.3)

where EFn and EFp are the quasi-Fermi levels for electrons and holes, respectively.
Using the Maxwell–Boltzmann approximation for the carrier concentrations

as a function of the quasi-Fermi levels and the effective density of states in the
valence (Nv) and conduction (Nc) band, we can write

n = Nc exp
(EFn − Ec

kT

)
= Nc exp

(
EFn −

(
Evac − q𝜒

)
kT

)

p = Nv exp
(Ev − EFp

kT

)
= Nv exp

((
Evac − q𝜒 − Eμ

)
− EFp

kT

)
, (23.4)

where Evac is the vacuum potential, 𝜒 is the electron affinity, and Eμ is the mobility
gap. In a crystalline semiconductor, the mobility gap is identical to the band
gap. In disordered semiconductors like a-Si:H or μc-Si:H, the band gap is no
longer a well-defined quantity and the mobility gap – defined as the energy range
where states are localized and carriers have a negligible mobility – takes over its
role.

In equilibrium the product of n and p is equal to

n2
i = NcNv exp

(Ev − Ec
kT

)
= NcNv exp

(
−

Eμ

kT

)
, (23.5)

where ni is the intrinsic carrier concentration.
To solve the semiconductor equations, the boundary conditions to the sim-

ulated domain need to be specified. Typically device simulators offer the pos-
sibility to use an ohmic (flatband) model or a Schottky contact (i.e., including
a barrier). In addition to the possible presence of a barrier at the contact, the
surface recombination rates can typically be specified. Surface recombination is
described by

J⃗n = −qRsurf
n = −qSn(n − neq)

J⃗p = −qRsurf
p = −qSp(p − peq), (23.6)

where Sn and Sp are the surface recombination velocities of electrons and
holes, respectively, and neq and peq are the equilibrium concentrations at
the contacts for electrons and holes, respectively. Commonly infinite surface
recombination velocities are assumed for thin-film silicon devices. However, the
theoretical maximum value of the surface recombination velocity is the thermal
velocity.
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23.3
Modeling Hydrogenated Amorphous and Microcrystalline Silicon

23.3.1
Density of States and Transport of Hydrogenated Amorphous Silicon

The schematic density of states in a-Si:H is shown in Figure 23.1. Indicated
are the extended states in the valence and conduction band, the valence and
conduction band tails, and the states originating from dangling bonds. Due to
the localized nature of band-tail states and states from structural defects, the
mobility of electrons and holes at these states is much lower as compared to
the nonlocalized states in the valence and conduction band, where the carriers
are considered free. The energy separation of localized and nonlocalized states
is rather sharp [1], and, consequently, this dividing energy has been termed
“mobility edge.” The energy difference between the valence-band mobility edge
and conduction-band mobility edge is the so-called mobility gap Eμ. As the energy
separation of localized and nonlocalized states is sharp, electronic transport in
a-Si:H is dominated by the carriers in the states just below the valence-band
mobility edge and just above the conduction-band mobility edge; hence for
electronic transport, the mobility gap is the amorphous equivalent of the band
gap. In Figure 23.1, the mobility edges of the valence and conduction band are
indicated by Ev and Ec, respectively. A typical value of the mobility gap in a-Si:H is
1.75 eV [2].

In a-Si:H, there are distributions of localized band-tail states. The localized tail
states are single-electron states, that is, they can be occupied by either 0 or 1 elec-
tron. Tail states belonging to the conduction band exhibit acceptor-like behavior,
meaning that the states are neutral when unoccupied and negatively charged when
occupied by an electron. Tail states belonging to the valence band, on the other
hand, exhibit donor-like behavior and are positively charged when unoccupied
and neutral when occupied by an electron. The tail-state densities of the conduc-
tion and valence band decay exponentially into the gap [3]. The density of tail states
can be described by
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Ncbt = Nc exp
(E − Ec

Ec0

)
Nvbt = Nv exp

(Ev − E
Ev0

)
, (23.7)

where Nv0 and Nc0 are the density of tail states at the mobility edges of the valence
and conduction band, respectively, and Ev0 and Ec0 are the characteristic energies
(or Urbach energies) of the valence and conduction band tails, respectively. In
a-Si:H, the valence band tail is much broader than the conduction band tail.
Typical values of the characteristic energies of the tail states in device quality
a-Si:H are 45 meV for the valence band tail and 30 meV for the conduction
band tail. The characteristic energies of the band tails are, however, tempera-
ture dependent [4, 5]. For the valence band tail, the following relation is often
used [4]:

Ev0(T) =
√

Ev0(0)2 + (kT)2. (23.8)

Aljishi et al. [5] suggested that the temperature dependency of the band tails
exhibits a freeze-in temperature, above which the tail slope becomes temperature
dependent.

Defect states arising from dangling bonds are amphoteric in nature, that is, the
dangling bond is multivalent and can have three charged states, namely, positively
charged when the state is unoccupied by electrons, neutral when the dangling
bond is occupied by one electron, and negatively charged when the dangling bond
is occupied by two electrons. A dangling bond, therefore, has two energy levels:
the E+/0 level related to the transition between the positively and neutrally charged
states of the dangling bond and the E0/− level related to the transition between the
neutrally and negatively charged states of the dangling bond. The energy difference
between the E+/0 and E0/− levels of the dangling bond is the correlation energy, U .
It is generally accepted that in a-Si:H, the correlation energy is positive, that is, the
E0/− level is higher than the E+/0.

For the distribution of dangling-bond states in the mobility gap of a-Si:H and
related materials, the most frequently used models are the standard model and
the defect-pool model. The standard model is a simple approach where the dis-
tribution of dangling-bond states is assumed to be Gaussian. The distribution of
dangling-bond states as characterized by their E+/0 transition level is

N+∕0
db = Ndb

1
𝜎db

√
2𝜋

exp
⎛⎜⎜⎜⎝−

(
E − E+∕0

db0

)2

2𝜎2
db

⎞⎟⎟⎟⎠ , (23.9)

where N+∕0
db is the distribution of energy levels arising from the E+/0 transition

level and Ndb is the total dangling-bond concentration of which the E+/0 are dis-
tributed around the energy level E+∕0

db0 with a standard deviation of 𝜎db. Note that
Equation 23.9 can easily be transformed to describe the distribution of E0/− tran-
sition levels by replacing E+∕0

db0 with E0∕−
db0 = E+∕0

db0 + U .
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The defect-pool model, of which several versions exist [6–9], is an elaborate
thermodynamical model that describes chemical equilibrium reactions where
weak Si–Si bonds break to form two dangling bonds and the reverse reaction
(the weak-bond to dangling-bond conversion model [10]). Hydrogen plays a key
role in the equilibration processes in a-Si:H. At normal deposition temperatures
of a-Si:H, the hydrogen in the material is mobile. The establishment of a chemical
equilibrium between weak bonds and dangling bonds requires structural changes
in the material, for which the mobile hydrogen provides the required atomic
motion [11, 12]. The central idea behind the defect-pool models is that the
concentration of dangling-bond states depends on the formation energy of
the dangling bonds. Furthermore, the formation energy of a dangling bond
depends on charged state of the dangling bond and thereby on the position of
the Fermi level and the energy levels of the amphoteric dangling-bond state [13].
In defect-pool models, the energy distribution of the dangling-bond states is
computed such that the free energy of the system is minimized [8], resulting in
equilibrium defect-state distributions that depend strongly on the position of the
Fermi level in the material. An important result is that the defect-pool model
can account for the observed differences in energy distribution of defect states in
undoped and doped a-Si:H [9].

In the following section, we will briefly introduce the defect-pool model as it was
formulated in 1996 by Powell and Deane [8] (in 1993 a similar defect-pool model
was published by Powell and Deane [7]). The defect-pool function, P(E), describes
the probability distribution that if a dangling bond is created, it is created at energy
level E. Usually the defect-pool function is assumed to be a Gaussian distribution:

P(E) = 1
𝜎dp

√
2𝜋

exp

(
−

(
E − Edp

)2

2𝜎2
dp

)
, (23.10)

where 𝜎dp is the standard deviation of the Gaussian defect pool and Edp is the
mean energy of the Gaussian defect pool. Note that the final distribution of defects
is not Gaussian as the formation energy, and thus the equilibrium concentration
of dangling bonds depends on the energy level. Using this Gaussian defect-pool
function and taking into account the influence of the formation energy of dangling
bonds on the equilibrium concentration thereof, Powell and Deane derived the
following expression for the energy distribution of dangling-bond defect states:

N+∕0
db (E) = 𝛾

(
2

F0
eq (E)

)kT∕2Ev0

P

(
E +

𝜎
2
dp

2Ev0

)

𝛾 = Nv0

(
H

NSiSi

)kT∕4Ev0
(

2E2
v0

2Ev0 − kT

)
exp

(
− 1

2Ev0

[
Ep − Ev −

𝜎
2
dp

4Ev0

])
,

(23.11)

where F0
eq is the equilibrium occupation function for neutral dangling-bond states,

NSiSi is the concentration of electrons in Si–Si bonding states taking four electrons
per Si atom and is approximately 2× 1029 m−3 [8], and H is the concentration of
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hydrogen in the a-Si:H and is approximately 5× 1027 m−3[8]. The thermal equi-
librium occupation functions for amphoteric dangling-bond states are given by
[14, 15]

F+
eq = 1

1 + 2 exp
(

Ef−E+∕0

kT

)
+ exp

(
2Ef−E+∕0−E0∕−

kT

)
F0

eq =
2 exp

(
Ef−E+∕0

kT

)
1 + 2 exp

(
Ef−E+∕0

kT

)
+ exp

(
2Ef−E+∕0−E0∕−

kT

)
F−

eq =
exp

(
2Ef−E+∕0−E∕−

kT

)
1 + 2 exp

(
Ef−E+∕0

kT

)
+ exp

(
2Ef−E+∕0−E∕−

kT

) , (23.12)

where F+
eq and F−

eq are the equilibrium occupation functions for positively charged
and negatively charged dangling-bond states, respectively.

Figure 23.2 shows the defect-state distributions computed with the 1996 defect-
pool model for three positions of the Fermi level (as indicated by the arrows).
In the case the Fermi level is around midgap (“i type”), the total dangling-bond
concentration is lower than that when the Fermi level is close to the conduction
band (“n type”) or close to the valence band (“p type”). The defect-pool model
thus predicts a inhomogeneous distribution of defects in the absorber layer as
the defect densities are highest near (and in) the doped layers, thus leading to
relatively more recombination closer to the p type and n type as compared with
the assumption of a constant density of dangling bonds through the absorber layer.

23.3.2
Density of States and Transport of Hydrogenated Microcrystalline Silicon

In literature μc-Si:H is used as a general term for a mixed-phase material consist-
ing of varying amounts of c-Si nanocrystallites, a-Si:H, and grain boundaries. The
presence of crystalline grains, the grain boundaries, the columnar structure, and
the presence of a-Si:H tissue all influence the transport properties in μc-Si:H. As
this chapter deals with one-dimensional (1D) device modeling, we cannot take all
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Figure 23.2 Defect-state distributions in
a-Si:H according to the 1996 defect-pool
model for three positions of the Fermi level:
close to the conduction-band mobility edge
(“n type”), the intrinsic position (“i type”),
and close to the valence-band mobility edge
(“p type”). The three positions of the Fermi
level are indicated with arrows.



23.3 Modeling Hydrogenated Amorphous and Microcrystalline Silicon 639

the effects of such a mixed phase into account. We will, therefore, use effective
models, that is, we pretend the material is homogeneous.

It was suggested by Overhof et al. [16] that conduction through μc-Si:H
takes place primarily through the crystalline phase, that is, along a percola-
tion path. From this percolation theory, it is to be expected that the effective
medium properties of μc-Si:H are dominated by the properties of the crystalline
phase.

The density of states in μc-Si:H looks similar to the density of states in a-Si:H.
Besides the extended states, there are band tails and dangling-bond defects. Both
time of flight and photoluminescence indicate the presence of exponential band
tails [17–20]. Both the valence and conduction band tails have about the same
characteristic energy, Ev0 ≈Ec0 ≈ 31 meV. It is difficult to infer from the measure-
ments carried out whether the tails are temperature dependent like in a-Si:H [21].

From electron spin resonance (ESR) spectroscopy, it has been found that there
are two dangling-bond distributions with different paramagnetic properties in
μc-Si.H [22]; presumably these two dangling-bond distributions are separated
spatially where one distribution is located within the crystallites and the other
in the a-Si:H tissue [23]. The total defect density was found to be in the range
5× 1015 –1× 1016 cm−3. As we are interested in parameter values for the effective
media approximation and we assume transport predominantly to take place
through the crystalline part of the material, the effective density of defect states
could be lower than the total defect-state density. The total dangling-bond
distribution can be considered broad [22, 23]. A Gaussian distribution is assumed
with a standard deviation of 150 meV [22].

The mobility gap of μc-Si:H is usually found to be higher than the band gap
of crystalline silicon. The mobility gap of μc-Si:H is typically found to be around
1.2 eV [21]. As, according to the percolation theory, conduction only takes place
through the crystalline phase, it follows that the effective density of states in μc-
Si:H should scale with the crystalline volume fraction [21].

23.3.3
Modeling Recombination in a-Si:H and 𝛍c-Si:H

23.3.3.1 Recombination Statistics for Single-Electron States: Shockley–Read–Hall
Recombination
Shockley–Read–Hall (SRH) recombination considers two capture and two emis-
sion processes as illustrated in Figure 23.3. Recombination occurs when a trap
state occupied by an electron captures a hole or vice versa. The capture and emis-
sion rates can be described by the equations in Table 23.1 for both single-electron
trap states. In Table 23.1, N t is the concentration of traps with electron occu-
pation probability f ; 𝜎n and 𝜎p are the electron and hole capture cross sections,
respectively; and en and ep are the electron and hole emission coefficients, respec-
tively. In thermal equilibrium, there is no net recombination and the principle
of detailed balance applies, meaning r1 = r2 and r3 = r4. Furthermore, in thermal
equilibrium, the electron occupation probability of a trap at energy Et is described
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Ec
r1 r2

r4 r3

Et

Ev

Figure 23.3 Schematic illustration of capture and emission processes on a
single-electron trap state.

Table 23.1 Capture and emission rates of single-electron trap states.a)

Process Rate

Electron capture r1 nvth𝜎nNt(1 − f )
Electron emission r2 enNtf
Hole capture r3 pvth𝜎pNtf

Hole emission r4 epNt(1 − f )

a) The rates r1 –r4 are defined in Figure 23.3.

by the Fermi–Dirac distribution f =
(

1 + exp
(

Et−Ef
kT

))−1
. Applying the principle

of detailed balance and using the Fermi–Dirac distribution for the occupation
probability function yields for the emission coefficients

en = vth𝜎nNc exp
(Et − Ec

kT

)
ep = vth𝜎pNv exp

(Ev − Et
kT

)
, (23.13)

where vth is the thermal carrier velocity.
The recombination efficiency, 𝜂R, is defined as the net recombination rate

per trap state. In nonequilibrium steady-state conditions, the recombination
efficiency is equal to the net rate at which electrons are captured by a trap state.
Under steady-state conditions, the net electron capture rate must be equal to
the net capture rate of holes (i.e., the average charged state of trap states is not
changed); therefore it follows that

Nt𝜂R = r1 − r2 = r3 − r4. (23.14)

Using the equations from Table 23.1 and Equation 23.14, the electron occupa-
tion function can be determined as

f =
nvth𝜎n + ep

nvth𝜎n + pvth𝜎p + en + ep
. (23.15)

The recombination efficiency of single-electron trap states is then determined
as

𝜂R = v2
th𝜎n𝜎p

np − n2
i

nvth𝜎n + pvth𝜎p + en + ep
. (23.16)
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r3 r8 r7 Figure 23.4 Schematic illustration of capture and emission pro-

cesses on an amphoteric trap state.

The total recombination on single-electron trap states can be obtained by inte-
grating the recombination over all the single-electron trap states in the band gap:

R = ∫
Ec

Ev

N(E)𝜂R(E)dE. (23.17)

For the modeling of a-Si:H, the donor-like trap states of the valence band and
the acceptor-like states of the conduction band not necessarily have the same
capture cross sections. In that case, the integral of Equation 23.17 should be com-
puted for both tail-state distributions separately. When we refer to capture cross
sections of trap states, we usually distinguish between the charged states of the
trap. Acceptor-like traps that capture an electron must be empty and thus posi-
tively charged and acceptor-like traps that capture a hole must be filled and thus
neutral. Therefore we refer to the capture cross sections of donor-like states as 𝜎+

n
and 𝜎

0
p for the electron and hole capture cross sections, respectively. Likewise, for

acceptor-like states, the capture cross sections are referred to as 𝜎0
n and 𝜎

−
p for the

electron and hole capture cross sections, respectively.

23.3.3.2 Recombination Statistics for Amphoteric States
Sah and Shockley [24] developed a model that can describe recombination and
trapping statistics on amphoteric states. Figure 23.4 illustrates an amphoteric trap
level and the capture and emission processes that can occur for an amphoteric
trap level. Table 23.2 lists the rates for each capture or emission process of an
amphoteric trap level. The symbols F+,0,− denote the occupation functions and
represent the probability F+ that the trap is empty, F0 that the trap is occupied by
a single electron, or F− that the trap is occupied by two electrons.

In a similar fashion as for single-electron states, the emission coefficients can be
derived from the equilibrium electron, neq, and hole, peq, concentrations and the
equilibrium occupation probabilities, F+

eq, F0
eq, and F−

eq (see Equation 23.12). The
emission coefficients are found as

e0
n = vth𝜎

+
n neq

F+
eq

F0
eq

= 1
2

vth𝜎
+
n Nc exp

(E+∕0 − Ec
kt

)
e−n = vth𝜎

−
n neq

F0
eq

F−
eq

= 2vth𝜎
0
nNc exp

(E0∕− − Ec
kt

)
e+p = vth𝜎

0
ppeq

F0
eq

F+
eq

= 2vth𝜎
0
pNv exp

(Ev − E+∕0

kt

)
e0

p = vth𝜎
−
p neq

F−
eq

F0
eq

= 1
2

vth𝜎
−
p Nv exp

(Ev − E0∕−

kt

)
. (23.18)
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Table 23.2 Capture and emission rates of amphoteric states.a)

Process Rate

Electron capture r1 nvth𝜎
+
n NDBF+

Electron emission r2 e0
nNDBF0

Hole capture r3 nvth𝜎
0
nNDBF0

Hole emission r4 e−n NDBF−

Electron capture r5 pvth𝜎
0
pNDBF0

Electron emission r6 epNDBF+

Hole capture r7 pvth𝜎
−
p NDBF−

Hole emission r8 epNDBF0

a) The rates r1 –r8 are defined in Figure 23.4.

In steady-state situations, the net recombination rate is zero, and therefore the
rate equation of the occupation functions should be zero. The rate equations of
the occupation functions are given by

∂F+

∂t
= −nvth𝜎

+
n F+ + e0

nF0 + pvth𝜎
0
pF0 − e+p F+

∂F−

∂t
= nvth𝜎

0
nF0 − e−n F− − pvth𝜎

−
p F− + e0

pF0
. (23.19)

By further taking into account that the sum of the occupation functions should
be unity (F+ + F0 + F− = 1), the occupation functions are obtained as

F+ = P0P−

N+P− + P0P− + N+N0

F0 = N+P−

N+P− + P0P− + N+N0

F0 = N0N+

N+P− + P0P− + N+N0 , (23.20)

where, for readability, the terms P0, P−, N0, and N+ are introduced, which are
defined as

P0 = pvth𝜎
0
p + e0

n

P− = pvth𝜎
−
p + e−n

N0 = nvth𝜎
0
n + e0

p

N+ = nvth𝜎
+
n + e+p . (23.21)

The recombination efficiency is given by 𝜂R = (r1 − r2 + r5 − r6)/N t. Using the
derived occupation functions, we obtain

𝜂R = v2
th(pn − n2

i )
𝜎
+
n 𝜎

0
pP− + 𝜎

0
n𝜎

−
p N+

N+P− − P0P− + N+N0 . (23.22)

The total recombination rate can be obtained by integration of the recombina-
tion efficiency over all dangling-bond states, that is, as done in Equation 23.17 for
single-electron states.
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Often amphoteric states are modeled with two uncorrelated single-electron
states [25–27]. The pair consists of one donor-like state and one acceptor-like
state. The energy levels of the uncorrelated states should be slightly shifted
compared to the transition levels of the correlated state. By equating the emission
coefficient of the acceptor-like state (Equation 23.13) to the emission coefficient
of the negatively charged amphoteric state (Equation 23.18), one can find that
the acceptor-like state should be at E0/− + kT ln(2). Likewise one can find that
the donor-like state should be located at E+/0 − kT ln(2). The effective correlation
energy of the uncorrelated pair is therefore U + kT ln(4). Note that modeling a
correlated defect with two uncorrelated defects leads to errors as the two states
are independently capable of trapping carriers. This leads to higher recombination
rates for the pair of uncorrelated states and may lead to the physically impossible
situation that the E0/− (acceptor-like) state is occupied, while the E+/0 (donor-like)
state is unoccupied. Willemen [2] showed that modeling an amphoteric state
with a pair of uncorrelated states is only accurate under the condition that the
capture cross section of the neutral state is much smaller than the charged states
and the correlation energy is positive and considerably larger than kT .

23.3.4
Modeling Cu(In,Ga)Se2 Solar Cells

A chalcopyrite-based solar cell is a rather complex system, consisting of several
layers of various materials. This creates several heterointerfaces, which require
quite some effort to model. Not only both adjacent materials are important but
also the interface itself and the band lineup at the interface. The defect physics of
Cu(In,Ga)(S,Se)2 exhibits several particularities. They are usually native defects;
they can be multivalent [28] and metastable [29]. Additionally Cu(In,Ga)(S,Se)2 is
to be considered as a material system rather than as a material. The exact compo-
sition of the material can vary widely, and together with the composition, other
properties can be varied. The composition is easily changed, often unintention-
ally due to diffusion from an adjacent layer. Sometimes, however, the composi-
tion is deliberately changed throughout the absorber layer, leading to a graded
structure. This section will focus on the modeling aspects of such graded solar
cells.

23.3.4.1 Graded Band-Gap Devices
One of the main properties depending on the composition of the Cu(In,Ga)(S,Se)2
is the band gap. Increasing the Ga/In ratio results in a conduction-band raise,
without much changing the valence band. Increasing the S/Se ratio results in both
a conduction-band raise and a valence-band lowering, dominated by the valence-
band effect.

Varying the band gap throughout the absorber layer can have two main bene-
ficial effects: The recombination probability can be reduced in regions where this
probability is higher, and additional electric fields can be built in by changing the
conduction-band level:
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1) Increasing the band gap near the junction reduces the junction-recombination
rate, which usually dominates the cell recombination and governs the open-
circuit voltage. Only increasing the band gap locally ensures that the
absorption is not significantly reduced. In order to preserve the band
alignment at the heterointerface, the band-gap raise is preferred to be a
valence-band lowering and thus originating from an increased sulfur content.

2) Varying the conduction-band level leads to the introduction of an additional
electric field. This field can be used to push back charge carriers from the back
contact, where the recombination probability can be high. This is possible by
increasing the Ga content toward the back of the absorber.

23.3.4.2 Issues When Modeling Graded Band-Gap Devices
When varying the band gap by means of a composition change, it is paramount
to know the link between the band gap and the composition. Unfortunately, there
is a rather large spread on the reported band-gap values for Cu(In,Ga)(S,Se)2 in
literature. Moreover, most of the time a band-gap value is reported at only one
composition or only as a function of the Ga/In or the S/Se ratio. In Ref. [30], a gen-
eral formula for the band gap of Cu(In1−y,Gay)(Se1−x,Sx)2 is proposed combining
the reports of several authors and reproduced in Equation 23.23:

Eg(eV) =1.04(1 − x)(1 − y) + 1.68(1 − x)y + 1.53x(1 − y)
+ 2.42xy − 0.14x(1 − x)(1 − y) − 0.15y(1 − y). (23.23)

A second problem arising when modeling graded structures is to find the
absorption (𝛼(𝜆)) characteristic of a material which is a mixture of two other
materials. There are two properties of importance for a 𝛼(𝜆)-characteristic: the
cutoff wavelength which is determined by the band gap and the absorption for
high-energy photons. The former will be badly reproduced when performing an
interpolation between the characteristics of the pure materials along the 𝛼-axis,
and the latter when interpolating along the 𝜆-axis. An adequate interpolation
scheme is reported in Ref. [31] and is implemented in the solar-cell simulator
SCAPS (see Section 23.5.5).

A third issue appears when interpreting the results of simulations for graded
band-gap devices. As a high band gap favors the open-circuit voltage and harms
the short-circuit current, there exists a compromise between both, leading to an
optimum band gap. If the goal of the modeling is to find the influence of the
grading on the cell performance, the result will thus be veiled by the band-gap
dependence of the I–V characteristics on nongraded solar cells. Hence it is impor-
tant to compare the results for the graded structure with the results for a uniform
reference cell. This reference cell should be designed with great care, however,
and is dependent on the investigated structure as well as on the property studied.
For example, according to whether the defect concentration is thought to origi-
nate from the introduction of the grading, the uniform reference should take this
defect concentration into account as well. If one wants to investigate the effect of
grading on the short-circuit current, one could require the reference to have the
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same open-circuit voltage as the graded structure. An advanced way of construct-
ing an adequate reference cell, which leads to objective results for most graded
structures, involves a combination of two structures carefully selected based on
their maximum power point behavior [32].

23.3.4.3 Example
Simulations reveal the principal design problem when grading the absorber of a
Cu(In,Ga)(S,Se)2 device, that is, the influence of nongraded and graded parame-
ters is equally important.

In the following example, the influence of a grading at the front of an absorber
is investigated. The absorber band gap is locally increased from a certain depth
in the absorber, called the grading depth, up to the buffer–absorber interface.
This increase is assumed to originate from an increasing sulfur concentration. The
maximum sulfur concentration (which appears at the buffer–absorber interface)
and the grading depth are varied, and the efficiency of a uniform reference struc-
ture is subtracted from the resulting efficiency. All details about this model can be
found in Ref. [33].

Whether the grading is beneficial and what are the optimum values for the grad-
ing depth and the maximum sulfur concentration are questions which do not
seem to have an unanimous answer. It is largely dependent on parameters not
belonging to the grading structure. In Figure 23.5, the simulations have been per-
formed thrice, each time with a different electron-diffusion length in the part of
the absorber where no grading is present, thus the back part of the absorber. The
optimum parameters governing the grading as well as the absolute value of the effi-
ciency gain/loss are largely different in all three cases. As a conclusion, one could
observe that implementing a graded band-gap structure in order to improve the
cell performance is not straightforward, but should be done while keeping in mind
the entire cell structure.

23.3.5
Modeling of CdTe Solar Cells

Thin-film cadmium telluride solar cells seem to be rather tolerant to imperfections
and defects: A decent cell performance is obtained by a wide variety of fabrication
technologies, if these include some form of “activation treatment,” usually with
CdCl2. However, this apparent simplicity should not distract from the complexity
in the cell structure and operation. This is illustrated already by the appearance
of room temperature I–V measurements under standard illumination: There is a
kink in both the dark and illuminated I–V curves at forward bias (“roll-off”), and
quite often the light and dark I–V curves intersect (“crossover”). These phenom-
ena are related with the key technology aspects of CdTe cells: the CdCl2 activation
treatment and especially the structure and properties of the back contact to CdTe.
A phenomenological two-diode model was set up to explain the gross features of
the I–V [34] and C–V measurements [35], but full numerical modeling was nec-
essary to explain all observed phenomena. This has been reviewed in Ref. [36]. In
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this section, we will use numerical modeling to illustrate the interrelation between
uncommon aspects observed in I–V and in C–V measurements; these aspects
are typical for CdTe cells but are occasionally also observed in other cells [37].

23.3.5.1 Baseline

An elaborated parameter set was developed [38] for Antec CdTe cells that were
treated with CdCl2 in both air and vacuum; see, for example, [39]. In setting up
this parameter set, only defect levels were introduced that were confirmed with
DLTS, and no unphysical assumptions were made, such as neutral defects or an
assumed light or voltage dependence of some parameter. This parameter set could
successfully explain a variety of measurements: dark I–V (T) and light I–V (𝜆),
Isc –V oc(T), C–V (T), C–f (T), and QE(V ). It has been used as a baseline set for a
numerical parameter exploration [40]. We will use this parameter set here to illus-
trate the influence of two key parameters: the energy barrier 𝜙b at the CdTe back
contact and the acceptor density NAc in the CdTe layer close to the back contact.
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23.3.5.2 The 𝝓b –NAc (Barrier–Doping) Trade-Off
Simulated I–V curves under AM1.5G illumination have been presented in Ref.
[40]. In Figure 23.6, all parameters had their baseline values but for 𝜙b (a) and
NAc (b). It is obvious that the effect of a low doping density at the contact can be
erroneously interpreted as an effect of a high contact barrier.

This is further illustrated in Figure 23.7: A too large barrier𝜙b and a too low dop-
ing density NAc can cause a very comparable efficiency loss. From the shape of the
illuminated I–V curve in the active quadrant alone, it is not possible to distinguish
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bols). (b) An I–V curve simulated with
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symbols).
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Figure 23.8 (a) C–V curves calculated with “bad 𝜙b, good NAc” (see text). (b) C–V curves
calculated with “good 𝜙b, bad NAc” (see text). The parameter is the frequency, ranging from
1 (upper curve) to 100 kHz (lower curve).

between the effects of a high 𝜙b and of a low NAc: The I–V curve calculated with
𝜙= 0.4 eV, NAc = 3× 1014 cm−3 (“good 𝜙b, bad NAc”) almost coincides with the
curve calculated for 𝜙b = 0.55 eV, NAc = 1× 1017 cm−3 (“bad 𝜙b, good NAc”).

23.3.5.3 C–V Analysis as an Interpretation Aid of I–V Curves

Although the two situations, “bad𝜙b, good NAc” and “good𝜙b, bad NAc,” have very
similar I–V curves, they have very different C–V and C–f curves (Figure 23.8).
The gross features of C–V curves dominated by contact effects were explained
in Refs [35, 36]: The C–V curve in general shows two maxima separated by a
minimum. On the left of the first maximum, the low-frequency C–V behavior is
in circumstances determined by the CdS–CdTe junction capacitance, while on
the right of the second maximum, the CdTe-contact capacitance is dominating
the C–V behavior. The shape of the C–V curves at forward voltage clearly is a
much better indicator than the I–V curves to distinguish the situation of “bad 𝜙b,
good NAc” from “good 𝜙b, bad NAc.”

The same holds for the C–f curves measured in an extended temperature range
(Figure 23.9). The C–f (T) curves calculated with “good 𝜙b, bad NAc” show an
additional step at high-frequency/low-temperature step, which can be ascribed to
an RC time constant with the CdS–CdTe junction capacitance and the resistance
of the CdTe bulk.

The normal procedure to analyze a possible effect of a too high contact bar-
rier is to measure the temperature-dependent dark I–V (T) curves. The curves
for our two situations only differ in the high-voltage range V > 0.5 V (no illustra-
tion), and even then the shape of the I–V (T) does not allow to distinguish between
the two situations. We have shown here that impedance measurements, especially
C–V (f ) and C–f (T), together with numerical simulation, provide better criteria
for assessing the contact effects.
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Figure 23.9 (a) C–f curves calculated with
“bad 𝜙b, good NAc” (see text). (b) C–f curves
calculated with “good 𝜙b, bad NAc”; the data
of (a) are also shown in open symbols, for

comparison. The parameter is the tempera-
ture, ranging from 350 (upper curve) to 250 K
(lower curve), step 25 K. The dc bias voltage
is 0 V.

23.4
Optical Modeling of Thin Solar Cells

The optical generation rate in a solar cell is also an important input parameter
for electrical modeling. It is determined from the absorption profile of the pho-
tons in the solar cell. When assuming that every photon generates one and only
one electron–hole pair, the generation rate profile is equal to the absorption pro-
file. Calculation of the absorption profile in a-Si:H-based solar cells is complicated
by the commonly used light-trapping techniques, making a-Si:H-based solar cells
complex optical systems.

23.4.1
Coherent Modeling of Flat Interfaces

For flat solar cells, the multilayer thin-film optics model can be used. The multi-
layer thin-film optics model uses the complex refractive indices of the media and
the effective Fresnel coefficients to calculate the optical generation rate profile.
This model includes multiple internal reflections and interference. See for details,
for example, Refs [41, 42]. Although all practical solar cells use textured substrates
and therefore their interfaces are rough, solar-cell structures with flat interfaces
are a very useful experimental tool for examining the optical models, extracting
unknown optical parameters, and showing the trends in optical behavior.

23.4.2
Modeling of Rough Interfaces

The textured structures used in thin-film solar cells are generally difficult
to describe. It is possible to compute the light intensities in a solar cell using
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Maxwell solvers; see, for example, Ref. [43]. However, solving Maxwell’s equations
for the disordered rough interfaces of the commonly used substrates requires
a significant computation effort. Because of this limitation of the Maxwell’s
equations, the scalar scattering theory is quite popular [44–46]. In this chapter,
we introduce the multirough-interface model which is based on the scalar
scattering theory.

In the multirough-interface model, it is often assumed that a rough interface
reflects (transmits) the same amount of light as a flat interface. When light is
reflected (transmitted) at a rough interface, a certain amount of light is scattered
where the remainder to the reflected (transmitted) light will continue in the
specular (nonscattered) direction. In the multirough-interface model, the light is
assumed to be incoherent. The haze for the reflectance and transmittance can be
described by scalar scattering theory [47, 48]

HR = 1 − exp
⎡⎢⎢⎣−

(
4𝜋𝛿rmsn0 cos

(
𝜃

in)
𝜆

)2⎤⎥⎥⎦
HT = 1 − exp

⎡⎢⎢⎣−
(

4𝜋𝛿rms|n0 cos
(
𝜃

in) − n1 cos(𝜃out)|
𝜆

)2⎤⎥⎥⎦ , (23.24)

where n0 is the refractive index of the medium of incidence, 𝛿rms is the root-mean-
square (rms) roughness of the interface, and 𝜃

in and 𝜃
out are the incident angle and

the angle of the outbound reflected or transmitted light, respectively.
Unfortunately, with commonly used textured substrates, scalar scattering the-

ory does not work very well to describe the haze. The reason for this is that for
scalar scattering theory to hold, it is required that:

• The interface should be completely random and have a normal (Gaussian)
height distribution; this is generally not the case for commonly used rough
substrates used in solar cells.

• The correlation length of the interface morphology, which is a measure of the
lateral feature size, has to be much larger than the wavelength of light; also this
condition is often violated for the commonly used substrates.

In order to describe the haze more accurately, it has been proposed to use [49]

HR = 1 − exp
⎡⎢⎢⎣−

(
4𝜋CR𝛿rmsn0 cos

(
𝜃

in)
𝜆

)2⎤⎥⎥⎦
HT = 1 − exp

⎡⎢⎢⎣−
(

4𝜋CT𝛿rms|n0 cos
(
𝜃

in) − n1 cos(𝜃out)|
𝜆

)3⎤⎥⎥⎦ , (23.25)

where CR and CT are fitting parameters which depend on the two media and both
approach 1 when |n0 − n1| is large. Note that this correction is empirical in nature
and the appropriate correction depends on your substrate.
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The amount of scattered light at a rough interface is incident angle dependent
and has an angle distribution. This means that the reflected and transmitted scat-
tered light, Rscatt and T scatt, respectively, are proportional to

Rscatt = HRf in
R (𝜃in)f out

R (𝜃out)Rtot

Tscatt = HTf in
T (𝜃in)f out

T (𝜃out)Ttot, (23.26)

where f in
R,T describes the dependence of scattering on incident angle for reflec-

tion and transmittance; f out
R,T is the angular distribution of the scattered reflected

or transmitted light; 𝜃in and 𝜃out are the incident angle and the angle of the out-
bound reflected or transmitted light, respectively; and Rtot and T tot are the total
reflectance and transmittance of the interface (scattered and specular), respec-
tively. For both angle distribution functions, f in

R,T and f out
R,T , we will assume a cos2(𝜃)

distribution unless otherwise specified.
In practical thin-film solar cells, interference effects are often observed despite

the application of surface texture. In order to account also for these interference
effects, coherent nature of specular light has to be included in the simulation. In
this case, a semicoherent model is required, where specular light is assumed to be
coherent and scattered light is incoherent. A semicoherent model can be obtained
by combining the multilayer thin-film optics model to analyze the specular light
propagation, with the multirough-interface model to analyze the scattered light
propagation.

23.5
Tools

In this section, we introduce several tools for the simulation of thin-film solar cells.
Many 1D simulation tools for solar cells have been developed over the years, and as
a result we cannot provide a list that is anywhere near to complete. We attempted
to provide a list of the better known and readily available programs.

23.5.1
AFORS-HET

AFORS-HET (automat for simulation of heterostructures) is a one-dimensional
numerical computer program for modeling multilayer homo- or heterojunction
solar cells and solar-cell substructures, as well as a variety of solar-cell charac-
terization methods. Thus different measurements on solar-cell components as
well as on the whole solar cell can be compared to the corresponding simulated
measurements in order to calibrate the parameters used in the simulations and
thus to obtain reliable predictions. Originally, it was developed in order to treat
amorphous/crystalline silicon solar cells; however all types of thin-film solar
cells (i.e., a-Si, CIS, and CdTe) can as well be appropriately treated. AFORS-HET
(current version 2.4, launched on December 2009) is an open-source on-demand
program. It is distributed free of charge and it can be downloaded via the Internet:
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http://www.helmholtz-berlin.de/forschung/enma/si-pv/projekte/asicsi/afors-het/
index_en.html.

AFORS-HET solves the one-dimensional semiconductor equations (Poisson’s
equation and the transport and continuity equations for electrons and holes) with
the help of finite differences under different conditions: (i) equilibrium mode; (ii)
steady-state mode; (iii) steady-state mode with small additional sinusoidal pertur-
bations; (iv) simple transient mode, that is, switching external quantities instan-
taneously on/off; and (v) general transient mode, that is, allowing for an arbitrary
change of external quantities. A multitude of different physical models have been
implemented:

1) Optical models: The generation of electron–hole pairs can be described either
by a ray-traced Lambert–Beer absorption including rough surfaces and using
measured reflection and transmission files (neglecting coherence effects) or
by calculating the plain-surface incoherent/coherent multiple internal reflec-
tions using the complex indices of reflection for the individual layers (neglect-
ing rough surfaces).

2) Semiconductor bulk models: Local profiles within each semiconductor layer
can be specified. Radiative recombination, Auger recombination, SRH, and/or
dangling-bond recombination with arbitrarily distributed defect states within
the band gap can be considered. Super band gap as well as subband-gap gen-
eration/recombination can be treated.

3) Interface models for treating heterojunctions: Interface currents can be mod-
eled to be either driven by drift diffusion or by thermionic emission. A band
to trap tunneling contribution across a heterointerface can be considered.

4) Boundary models: The metallic contacts can be modeled as flatband
or Schottky-like metal/semiconductor contacts or as metal/insulator/
semiconductor contacts. Furthermore, insulating boundary contacts can also
be chosen.

Thus, all internal cell quantities, such as band diagrams, quasi-Fermi ener-
gies, local generation/recombination rates, carrier densities, cell currents,
and phase shifts, can be calculated. Furthermore, a variety of solar-cell
characterization methods can be simulated, that is, current/voltage, quan-
tum efficiency, transient or quasisteady-state photoconductance, transient or
quasisteady-state surface photovoltage, spectral resolved steady-state or transient
photo- and electroluminescence, impedance/admittance, capacitance–voltage,
capacitance–temperature and capacitance–frequency spectroscopy, and elec-
trical detected magnetic resonance. The program allows for arbitrary parameter
variations and multidimensional parameter fitting in order to match simulated
measurements to real measurements.

AFORS-HET is capable of treating full time-dependent problems and can
thus implement a huge variety of different solar-cell characterization methods.
Furthermore it offers different physical models in order to adequately describe
recombination and transport in thin-film semiconductor layers. It can treat
graded layers. However, in order to describe amorphous silicon within pin cells,

http://www.helmholtz-berlin.de/forschung/enma/si-pv/projekte/asicsi/afors-het/index_en.html
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the defect-pool model should be implemented. Furthermore, a tunnel junction
model in order to describe pin/pin tandem cells is still missing. The optical
model “coherent/incoherent internal reflections” is very slow if coherent and
noncoherent layers have to be considered simultaneously (i.e., treating thin-film
layers on glass) and could be significantly improved.

If one expects a numerical computer simulation to give reliable results, a good
model calibration, that is, a comparison of simulation results to a variety of differ-
ent characterization methods, is necessary. The solar cell under different operation
conditions should be compared to the simulations. Also different characterization
methods for the solar-cell components, that is, for the individual semiconductor
layers and for any substacks should be tested against simulation. Only then the
adequate physical models as well as the corresponding model input parameters
can be satisfactorily chosen. Thus AFORS-HET is especially capable to simulate
most of the common characterization methods for solar cells and its components
and compare them to real measurements.

23.5.2
AMPS-1D

AMPS-1D is a well-known device simulation program for thin-film (silicon) solar
cells developed at Penn State University. The program provides an easy-to-use
graphical user interface. The program has a particularly flexible system to define
the gap-state distribution of donor and acceptor levels, where, apart from
continuous distributions like exponential tails and Gaussian distributions of
dangling-bond defects, also (banded) discrete levels can be introduced. However,
the program does not provide defect-pool models or amphoteric states.

The software is available free of charge. For further information, see http://www
.ampsmodeling.org/.

23.5.3
ASA

The ASA program was specifically designed for modeling of thin-film silicon solar
cells, that is, the program is designed to model both electrical and optical prop-
erties of multilayered heterojunction device structures. The ASA program is a
full-featured and versatile program for the simulation of inorganic semiconduc-
tor solar cells in general and thin-film silicon-based solar cells in particular. ASA is
written in C and is relatively fast. Furthermore it implements several defect-pool
models and Shah and Shockley statistics for amphoteric defects. Several optical
models are implemented, including a thin-film optics model and a semicoher-
ent optical model. Although ASA is supplied with a graphical user interface, it
is also available as a command-line-driven program which can take an ASCII
text file as input. The command-line version is particularly flexible as it allows
for an easy integration of the ASA program in (mathematical) script languages
like GNU Octave [50] and MATLAB® [51]. This allows, for example, using the

http://www.ampsmodeling.org/
http://www.ampsmodeling.org/
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built-in routines of MATLAB for nonlinear optimization of simulation parame-
ters. A nice example of this is a simulation program for bulk heterojunction solar
cells written in GNU Octave, which makes use of iteratively calls to the command-
line version of ASA [52]. This way we effectively added models to the ASA program
without modifying the ASA program itself. The ASA program is commercially
available from Delft University of Technology.

23.5.4
PC1D

PC1D is de facto the industry standard for the simulation of solar cells. Its pri-
mary focus, however, is on crystalline silicon solar cells, making the program not
very suitable for most thin-film technologies. The program was developed start-
ing from 1982 at the University of New South Wales. In 2007, the source code
was released under the General Public License (GPL), meaning that the program
can be freely distributed and modified, provided that the modified source code is
made available under the terms of the GPL. The program can be obtained from
http://sourceforge.net/projects/pc1d/.

23.5.5
SCAPS

SCAPS is a numerical simulation tool that is developed at the University of Gent
[53] that is widespread in the thin-film photovoltaics (PV) research community. It
was developed especially for thin-film Cu(In,Ga)Se2 and CdTe cells. However, it
has also been used for Si and III–V cells, and recently its applicability was further
enhanced to amorphous and micromorphous Si cells. Its advantages are that it
is fast and interactive, with an intuitive user interface, and that it can simulate
various measurements from everyday’s PV practice: I–V , C–V , C–f , and QE, all
under a wide variation of excitations (voltage, illumination intensity, spectrum,
wavelength, and frequency). Also, many users experience a low threshold to use it.
Since it became available [53, 54], its capabilities have been continuously extended
and now also include intraband tunneling [55], the impurity photovoltaic effect
[55], and graded properties (“graded band gaps”) [56]. The last extension is the
implementation of multivalent defects [57], which is crucial in simulating a-Si cells
and appears to be important in Cu(In,Ga)Se2 cells as well [58].

SCAPS is freely available to the PV research community on request from the
authors.

23.5.6
SC-Simul

SC-Simul is a program developed by the University of Oldenburg, which is suitable
for steady-state and transient simulations of solar cells. The software was devel-
oped for simulations of amorphous silicon–crystalline silicon heterojunction

http://sourceforge.net/projects/pc1d/
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solar cells and is therefore capable to simulate amorphous semiconductors.
The models for recombination of charge carriers include band-to-band and
Auger recombination as well as recombination via tail states and Gaussian
dangling-bond distributions. However, a defect-pool model for the calculation
of the defect-state distribution in a-Si:H is not implemented. The optical model
used to determine the generation rate is a simple Lambert–Beer’s law, that is,
no interference effects are taken into account. The software is delivered with an
intuitive graphical user interface. The user is, however, able to run the simulations
from the command line, which allows a similar flexibility as ASA in combining
the drift-diffusion solver with external programs as MATLAB.

The software is available free of charge. For further information, see http://www
.physik.uni-oldenburg.de/greco/.
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24
Two- and Three-Dimensional Electronic Modeling of
Thin-Film Solar Cells
Ana Kanevce and Wyatt K. Metzger

Research and development to expand solar-cell use is based on finding ways to
create more efficient devices, eliminate as many losses as possible, lower material
usage, and use cheaper production processes. Empirical optimization is impor-
tant but can be misguided and require significant time, effort, and cost. Modeling
can give insight to the physical processes, has a power to predict the impact of
different parameters on the output results, and thus can help guide experimental
investigations. The need for modeling solar cells in two and three dimensions is
constantly increasing as solar technology matures. A description of multidimen-
sional modeling and its applications is given here.

24.1
Applications

A standard 1D model simulates the electron and hole motion in the direction
perpendicular to a planar junction. An enormous amount has been learned from
this type of model. However, 1D models must also eliminate the inherent 3D
nature of solar cells. Figure 24.1 shows a schematic of a typical thin-film solar
cell. The carriers generated in the absorber will not only move perpendicular to
the junction plane (the z-direction) but also in directions parallel to the junction
plane (x- and y-directions). In a standard thin-film module, individual cells are
just several microns thick, but the cell width is usually several millimeters to
several centimeters across and can be several feet wide. The lateral distance
traveled by the carriers may impose additional requirements on material quality
and alter the optimal distance between contacts. Consequently, it is important to
consider motion in all directions.

Modeling in more than one dimension is also necessary for understanding
the impact of grain boundaries (GBs) and nonuniformities on device perfor-
mance. The nonuniformities have been observed for Cu(In,Ga)Se2 (CIGS),
Cu2(Zn,Sn)(Se,S)4 (CZTS), perovskite, polymer, CdTe, and other solar cells with
many experimental methods such as OBIC, electron-beam-induced current
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Figure 24.1 A cross section of a solar cell. The z-direction is perpendicular to the planar
junction, the x-direction runs from left to right, and the y-direction comes out of the page.
A 1D model takes into account motion only along the z-axis.

(EBIC), LBIC, and STM. For examples of experimentally observed inhomo-
geneities and grain boundaries, the reader is referred to Chapters 11, 13, and 14.
Grain boundaries run both vertically and horizontally relative to the solar cell in
the absorber layer. Voids and pinholes often appear in different layers of CdTe
and CIGS solar cells under certain growth conditions.

Nonuniformities may be manifested in the thickness of all the layers, as well as
in the electronic parameters such as band gap, carrier density, and carrier lifetime.
The impact of inhomogeneity on device performance can be analyzed by a 2D or
3D model.

Although planar cell geometry (as in Figure 24.1) is generally the most amenable
to manufacturing, there can be benefits to more complex designs. For example, by
positioning the front and back contacts on the same side of a cell, losses connected
to the series resistance of the emitter can be avoided, and the photocurrent can
increase because the shading of the grid is avoided.

Numerical modeling is also useful to simulate different electro-optical exper-
iments, in the presence of grain boundaries and nonplanar junctions and
geometries, and to help interpret data obtained in such experiments. In addition,
multidimensional models can be used to examine novel grid designs, the effects
of nonuniform illumination, and advanced technologies such as nanowires.

Methods for effective multidimensional modeling are presented in Section
24.2. Examples of the aforementioned problems and the modeling efforts directed
toward their solutions are presented in Section 24.3.

24.2
Methods

The first step in creating a computational model is defining and providing
discretization of a 2D area or a 3D volume. Two main approaches to the
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discretization have been used for studying solar cells: equivalent-circuit modeling
(Section 24.2.1) and solving semiconductor equations (Section 24.2.2).

Equivalent-circuit modeling represents a solar-cell device or module as a col-
lection of circuit elements. Diodes are inserted to the circuit to represent the pho-
tovoltaic (PV) effect from the semiconductor layers, and resistors are inserted to
simulate series and shunt resistance between and within individual cells. The most
commonly used software package for circuit simulations is SPICE. This and other
packages can handle numerous circuit elements in very little time. This makes
circuit modeling amenable to simulating modules, systems, and problems with a
large number of discrete units. For example, circuit modeling has often been used
to examine how local nonuniformities and shunts impact module performance.

By solving the semiconductor equations, one can get more information about
the electron–hole dynamics occurring within a solar cell, but solving very
complex problems with many discrete parts is much more cumbersome and can
lead to numerical convergence issues. Obtaining these solutions also requires
detailed input on the properties of each material in the device. The semiconductor
equations can be solved by commercial software packages, by generic partial
differential equation (PDE) solver packages, or by custom code. In the literature
(e.g., Refs [1–12]), one can find studies executed with Sentaurus Device by
Synopsys [13], COMSOL Multiphysics [14], Crosslight APSYS [15], Atlas by
Silvaco [16], and other programs. Sentaurus Device uses the finite-difference
method, while COMSOL Multiphysics and Crosslight APSYS use finite element
method to solve the differential equations. Some commercial software packages
allow combining both semiconductor and equivalent-circuit modeling.

24.2.1
Equivalent-Circuit Modeling

The equivalent-circuit approach is based on representing regions in a solar
cell simply as diodes. A current source parallel with the diode represents light
generation, and resistors can be connected to simulate parasitic resistances. A
nonuniform device can then be represented as a network of nonuniform diodes.
Figure 24.2 shows part of such a network, where six diodes are connected in
parallel. The current density (J) flowing through the different diodes is defined
with the diode equation

J = J0

(
exp

(
qV

nidkT

)
− 1

)
− Jsc. (24.1)

The different diodes are defined with their saturation current densities (J0) and
ideality factors (nid) as well as with their local short-circuit current density Jsc. In
a nonuniform device, the characteristics of each diode may be varied. A part of the
device with characteristics different than the rest is highlighted in Figure 24.2. A
local leakage current, which could be caused by something like a pinhole in CdS,
can be simulated with a shunt resistor added to one of the diodes. The parallel
diode model is most valid when the fluctuations have a scale greater than several
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TCO resistance

Local shunt Nonuniformity

Figure 24.2 A schematic of an equivalent cir-
cuit of a nonuniform solar cell represented as
a network of diodes. The cells are connected
with resistors that represent the transparent
conductive oxide (TCO).

diffusion lengths. The network program SPICE has been widely used for this type
of simulation. Although some device physics is lost in representing unit cells with
the exponential diode law, this approach has given some important results. Some
of these will be reviewed in Section 24.3.1.

24.2.2
Solving Semiconductor Equations

The output of the equivalent-circuit method is limited to calculating the current
density–voltage (J–V ) characteristics of the device. To model cells more precisely,
calculate physical properties such as band alignment, carrier density, photogen-
eration, and recombination, and simulate different characterization experiments
such as quantum efficiency (QE), photoluminescence, admittance spectroscopy,
and others, one needs to solve equations that describe the electrostatics and car-
rier transport in the semiconductor layers. The number and precise form of these
equations depend on the specific physics that needs to be captured in the simu-
lations. The most common set of equations applied in thin-film solar-cell simula-
tions are three interdependent nonlinear PDEs [17], namely, the Poisson equation

∇•(−𝜀(r⃗)∇𝜑(r⃗)) = q(p(r⃗) − n(r⃗) + Nd(r⃗) − Na(r⃗)) (24.2)

and the continuity equations for holes

∇•Jp(r⃗) = ∇•(q𝜇p(r⃗)p(r⃗)E(r⃗) − qDp(r⃗)∇p(r⃗)) = q
(

G
(
r⃗
)
− R(r⃗) −

∂p(r⃗)
∂t

)
(24.3)

and electrons

∇•Jn(r⃗) = ∇•(q𝜇n(r⃗)n(r⃗)E(r⃗) + qDn(r⃗)∇n(r⃗)) = −q
(

G
(
r⃗
)
− R(r⃗) − ∂n(r⃗)

∂t

)
.

(24.4)

Here 𝜑 is electrostatic potential, 𝜀 is dielectric constant, p and n are electron and
hole densities, Na and Nd are densities of ionized acceptors and donors, Jn and
Jp are electron and hole current densities, E is electric field, and G and R are the
generation and recombination rates, respectively. All of the physical properties
can vary as a function of the position r⃗.

24.2.2.1 Creating a Semiconductor Model
To create a structure, one first defines the materials and contacts in the model.
Then, the geometry and position for each material layer and contact need to be
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specified. After the structure is defined, the next step is defining the electronic
properties such as doping profiles and band structure. The optical properties such
as the absorption coefficient of different materials involved as well as reflection
coefficient of the layers and contacts also need to be included in the model. The
user inputs the incident illumination spectrum, usually the standard spectrum
AM1.5 for terrestrial applications or AM0 for space applications [18].

For most thin-film materials, the dominant recombination mechanisms are
nonradiative. In order to define the recombination mechanisms, the modeler
needs to input the density of different types of defects and their spatial and
energetic distribution, as well as capture cross sections, or lifetime values that
represent the overall recombination rates. Then, the interfaces need to be defined
by properties such as the interface states, interfacial recombination velocity, and
the transport mechanism(s) across the interfaces.

For single-crystal materials like Si or GaAs, many material properties are well
established in the literature. For thin-film polycrystalline materials, experimen-
tal input is sometimes absent or not clear, and the material properties may vary
largely based on deposition methods and conditions. The lack of good input can
present a difficulty for modeling; conversely, modeling can help determine what
values are important to measure and the range of values that are realistic. Once
the parameters are set, one needs to approach the solution techniques.

To attain solutions, the device is discretized in two or three dimensions by creat-
ing a mesh. Numerical algorithms calculate solutions to the equations at the mesh
vertices. Hence, while increasing the mesh density can improve accuracy, it also
increases the computational time and memory requirements. Fewer dimensions
and less complicated models require far less computational time and effort.

An example of a meshed model is shown in Figure 24.3. The meshing needs to
be denser where one expects rapid changes in variables, as well as at the heteroin-
terfaces. To improve the calculation time, the mesh should be less dense when
possible such as in bulk material with uniform properties. In this example, the
mesh is significantly denser at the junction and at the grain boundaries within the
absorber. Equations 24.2–24.4 describe transport in the bulk of the device and
are solved at every mesh point. In addition, boundary conditions and transport at
each material interface (such as CdTe and CdS) must also be specified, and ohmic
or Schottky contacts must be defined with appropriate parameters. Band offsets
are typically determined using the Anderson model based on the band gap and

GBs

CIGS

CdS
Junction

ZnO

Figure 24.3 An example of a meshed structure
used in 2D simulations. A model of a CIGS cell. The
cell has two columnar grain boundaries perpendic-
ular to the junction.
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electron affinities for each material. One must also specify current and energy
flux equations and thermionic or tunneling transport if necessary. Boundary con-
ditions must also be specified for the sides of the device. A detailed description of
boundary conditions is given in Ref. [19].

24.3
Examples

This section will give some examples of problems that were addressed with 2D or
3D modeling and the knowledge that was gained through them. It does not by any
means list all of them.

24.3.1
Equivalent-Circuit Modeling Examples

In an equivalent-circuit model, like the one shown in Figure 24.2, a nonuniform
device is represented with diodes having different properties. If the highlighted
diode has a lower turnup voltage (defined as a weak diode) than the rest of the
diodes in the device, it will be forward biased by the surrounding diodes [20–24].
The efficiency loss due to nonuniformities depends on the area taken by the weak
diodes, the difference in voltages of the weak diode compared to the strong ones, as
well as on the resistance in the transparent conductive oxide (TCO). An example
is shown in Figure 24.4. In this example, PSPICE simulations are used to cal-
culate how the ratio of the weak area Aw versus the total device area At affects
the device efficiency. The ΔV oc =V oc(s)−V oc(w) is the difference in open-circuit
voltage between the strong and the weak diodes. In the case of intrinsic transpar-
ent conductive oxide (i-TCO), as the resistivity increases, the voltage drop across
the TCO layer will increase as well, which can localize the voltage difference into
a smaller area.

Rau et al. [25], Werner et al. [26], and Grabitz et al. [27] have reported that it
is difficult to avoid potential fluctuations in CIGS cells, which have a detrimen-
tal effect on performance. These studies have also reported that moderate series
resistance in a window layer (e.g., i-ZnO layer) can reduce the losses caused by
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the weak diodes on nonuniform device per-
formance. [20].
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these fluctuations. However, large TCO resistance also reduces the device fill fac-
tor (FF). In certain cases, there is an optimal TCO resistance value that minimizes
the damage due to fluctuations while maintaining a low FF loss.

Circuit simulations have also been used to predict alternative module designs
to decrease the impact of partial shading [28, 29] and local shunts[30]. Hybrid
methods, where circuit simulations are combined with device simulations, have
been used to correlate cell characteristics to module performance [31–35].

24.3.2
Semiconductor Modeling Examples

One of the problems that call for modeling in more than one dimension lies in the
polycrystalline nature of CIGS, CZTS, perovskite, CdTe, and other thin-film cells.
The GBs in these materials have been observed by several scanning techniques.
GB studies of CIGS cells can be found in Refs [3, 6, 8, 36–39], for CdTe cells in
Refs [40, 41], for CZTS cells in Refs [10, 42], and for polycrystalline Si in Refs [2, 7].

The boundaries between different grains disturb the periodicity of the crystal
lattice and can create energy states within the band gap. This can result in elec-
tronic charge on the boundaries and a creation of electric fields and potentials
within the absorber material. A significant amount of research has been directed
toward understanding the role and the importance of grain boundaries in poly-
crystalline thin-film solar cells. The debate on whether grain boundaries are detri-
mental, innocuous, or beneficial to device performance has been ongoing for over
a decade. Clearly, one motivation for extending modeling beyond one dimension
is to understand grain-boundary properties, composition, defect densities, and
potentials and provide a direct correlation between these proprieties and device
performance. The defect density at the GBs can increase the total nonradiative
recombination rate and decrease V oc and FF [3, 41]. The quantitative impact of
GB recombination on V oc is directly connected to other cell parameters such as
the grain size, bulk lifetime, and surface recombination. Therefore, although one
can intuitively connect the GB recombination with V oc and conversion efficiency
loss, the magnitude of this effect can vary significantly among different devices.
Figure 24.5 shows 2D simulation of GB recombination impact on the conversion
efficiency of a CdTe device. The grain size is 2 μm, and the layer stack is com-
posed of SnO2/Cd2SnO4/CdS/CdTe (see inset in Figure 24.5). The relative loss
in conversion efficiency due to GB recombination is higher for the device with
high lifetime. This means that as the bulk properties are improved, the device per-
formance limitations are shifted to surface, interface, and GB recombination and
their passivation becomes more important.

In addition to creating recombination centers, GB defects can create local
potentials. The impact of charged GBs on the device performance depends on
the type of charges at the boundaries and their energy distribution. If the GBs
are positively charged, the resulting GB potential can repel holes and attract
electrons. These charged GBs can create channels for minority-carrier flow
and potentially improve minority-carrier collection. This should result in an
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Figure 24.5 The impact of GB recombination on the conversion efficiency 𝜂 of a CdTe solar
cell when the GI lifetime 𝜏b is 50 ns (circles) and 1 ns (squares).

increased Jsc. However, in forward bias, these GBs will attract minority carriers
flowing from the TCO into CdTe and thereby increase forward current, which
reduces V oc [43]. An example of simulated impact of grain boundary potential
on device performance is shown in Figure 24.6. The results demonstrate the
complex relationships between GB potential, GB recombination, and device
performance that can be manifested by modeling and difficult to predict by
intuition. If positively charged grain boundaries are oriented perpendicular to
the plane of the junction, the GB and/or the region adjacent to it may act as a
collection channel for minority carriers, thereby increasing photocurrent. But,
in general, the negative effects on V oc and FF outweigh the positive effects on
photocurrent, and efficiency decreases.

In addition to recombination centers and local potentials, the material compo-
sition along the GBs differs compared to the grain interior (GI). In CIGS, the GBs
are found to be Cu poor, with increased band gap in the valence band. This creates
a barrier for hole recombination at the grain boundary, reducing the GB recombi-
nation rate and its impact on device performance [3]. To effectively passivate the
GB recombination, the barrier needs to be at least 3 nm thick and 300 meV high to
minimize the tunneling probability [6]. Unlike in CIGS devices, in kesterites the
GBs are predicted to be Cu rich and have a lower band gap than the bulk. The lower
band-gap regions can be detrimental for the devices V oc, even without increased
defect density at the GBs [10, 42].

Local phases with different composition are not only limited to the GBs but
can form throughout the material and have detrimental effect on the device per-
formance especially on V oc [10]. Their impact is dependent on the location within
the absorber material, band gap, and size. The most detrimental secondary phases
are located in the vicinity of the heterointerface.

Local voids in CIGSSe absorbers in the vicinity of the back contact can have
impact on the performance as well as on the capacitance and EBIC measure-
ments [44]. 2D modeling was also used to analyze the impact of roughness at the
interface. Although interface roughness can increase interface recombination in
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Figure 24.6 Simulated impact of recombi-
nation velocity at the grain boundaries on
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of a CIGS for four different values of grain
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(circle), 400 mV (triangle), and 550 mV (aster-
isk). (Reprinted with permission from Met-
zger [36]. Copyright 2005, American Institute
of Physics.)

Cu(In,Ga)(Se,S)2 devices, it also improves light absorption and increases carrier
collection. Modeling has indicated that the beneficial effects outweigh the negative
effects [44].

In addition to simulating current–voltage curves, 2D modeling is very impor-
tant to understand other characterization techniques such as QE, EBIC, cathodo-
luminescence (CL), time-resolved photoluminescence, and near-field scanning
microscopy performed on polycrystalline films or devices [36, 41, 45, 46]. Some
examples are given below.

Analysis of quantum efficiency (QE) data is usually performed in one dimension,
and its interpretation is based on carrier motion in the z-direction. Therefore, the
losses for low photon energies (long wavelengths) are mainly assigned to incom-
plete carrier collection and back contact recombination, while the higher energy
losses are assigned to the front layers, such as absorption in buffer and window
layers. 2D simulations have revealed that band bending at the GBs can provide a
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possible explanation of the differences observed in QE measurements with differ-
ent buffers [39].

Sozzi et al. [11] used 2D modeling to investigate the temperature dependence
of the current–voltage behavior and suggested that donor-type defects at the
GBs in CIGS in combination with a Schottky back contact barrier can reproduce
observed J–V–T curves. It was suggested that these defects are a source of a
shunt leakage current in CIGS and that the J–V–T curves are very dependent on
the energetic distribution of the traps.

2D (3D) modeling is necessary to simulate and interpret the measurements
based on local carrier generation, including, but not limited to, CL, EBIC, and
two-photon excitation time-resolved photoluminescence (2PE TRPL). Local
carrier generation is used in several characterization techniques to enable access
to the local recombination mechanisms separately, to determine the specific
location where the dominant performance sinks occur, and to suggest how to alter
and optimize deposition processes and conditions to minimize the recombination
rates.

In a CL experiment, the excitation spot moves along the material and across the
GBs. The measured CL signal is proportional to the total radiative recombination
rate. When the excitation spot is over the GB, because the recombination at the
GBs is usually higher than at the GI, the CL signal will be smaller compared to the
signal at the GI. Figure 24.7 shows simulated radiative recombination rates in a
CdTe material when the excitation spot is in the middle of the grain (Figure 24.7a)
and at the GB (Figure 24.7b). The difference in CL intensities can give qualitative
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Figure 24.7 Calculated radiative recombination rate in units of 1∕(cm3 × s) in a CdTe mate-
rial in a CL measurement, when the excitation spot is (a) in the middle of the grain and (b)
at the grain boundary.
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information about the GB recombination, but modeling can assign quantitative
values and connect them to device performance [41].

Another experimental technique requiring 2D modeling is 2PE TRPL
microscopy. This method generates carriers away from the material surface
and enables experimentalists to probe bulk, GB, and interface (front or buried)
recombination separately [47]. However, carrier diffusion out of the excitation
region and local potentials can affect the measurement, and recombination
mechanisms can be convoluted. Numerical simulations are able to find the
optimal measurement conditions and help separate and quantify the different
recombination mechanisms. For example, at first it may seem most attractive to
focus the laser beam to the smallest spot size possible to provide the best spatial
resolution. However, modeling has revealed that the optimal excitation spot size
(compared to the carrier diffusion length) should not be smaller than 1/3 of the
diffusion length. This is needed to distinguish between carrier diffusion and
recombination rates in the measured results. For smaller spot sizes, diffusion
can dominate the measured decays and make it difficult to accurately assess
recombination rates [48].

During the deposition of Cu(In,Ga)Se2, different phases with different
Cu/In/Ga/Se ratios might form. These phases have different band gaps and elec-
tronic structures. The impact of band-gap fluctuations on device performance is
analyzed in Ref. [49]. The Cu content can influence the conductivity. The higher
and lower Cu domains will have p-type and n-type conductivity, respectively [50].
Therefore, as opposed to a single p–n junction at the heterointerface, the device
could have multiple p–n junctions [50]. A schematic is shown in Figure 24.8.
What this means for the device performance is difficult to tell without a model.

Analysis of the implications caused by the possible existence of nanodomains
has been addressed by 2D modeling [1]. The model can simulate details such as
currents and carrier densities for a range of material properties and domain sizes.
An example in Figure 24.9 shows electron flow for p-type and n-type domains
that extend perpendicular to the junction plane into the absorber material. If
the domains are on the nanometer scale and have small relative band offsets,
transport will be similar to a uniform material with the average properties of the
constituent domains, and the device can be treated as a planar junction. If the
domains have strong relative band offsets or are larger than tens of nm across,
they can form a multidimensional network of p–n junctions. This network may

Cu poorCu rich
CIGS

CdS

ZnO Figure 24.8 A schematic of an interdigitated CIGS
solar cell.
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Figure 24.9 Simulated electron transport in
a CIGS solar cell. The depth represents the
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respectively. (Reprinted with permission from
Metzger [1], Copyright 2008, American Insti-
tute of Physics.)

either increase or decrease efficiency depending on the material properties of the
constituent domains.

As mentioned in Section 24.1, there are several benefits that can be gained by
placing the cathode and anode contacts only on the bottom of the cell. An example
of such a design is shown in Figure 24.10. In this case, sunlight is able to enter the
top of the cell without shading from top contacts. However, absorption occurs
preferentially at the top of the cell. As the current collecting junction is now at the
bottom of the cell, rather than the top, the carriers must travel further in the mate-
rial before being collected. The doping profile, contact thickness, and distance
between contacts will all influence the device performance, and optimal design
and loss analysis requires a 2D model.

Surface passivation and

antireflection coating

n-Type c-Si

n-Type a-Si:H p-Type a-Si:H

Emitter

contact

Base

contact

Figure 24.10 A schematic of a silicon heterojunction cell with an interdigitated back con-
tact. (Figure courtesy of Hao-Chih Yuan.)
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Nichiporuk et al. [51] used a 2D model to calculate the optimal geometry and
doping and to analyze the impact of several parameters on the interdigitated cell
with p-type c-Si used as a base. They have found that with their parameters, the
optimum width of the emitter should be couple of times larger than the one of the
base contact, regardless of the distance between them. Kim et al. [52] have found
that for minority-carrier lifetimes higher than 50 μs in Si devices, the interdigitated
geometry outperforms their standard planar device. Allen et al. [53] provided
guideline on how to decrease FF losses in interdigitated solar cell.

24.4
Summary

Modeling can provide physical insight to device operation, help distinguish impor-
tant material properties from unimportant properties, predict trends, and help
interpret experimental data. Multidimensional modeling including GBs and other
material variations is necessary to explain the device physics and experimental
results present in diverse thin-film technologies. The examples in this chapter have
shown how modeling has improved our understanding of experimental results
and device design. Multidimensional modeling has expanded rapidly in the past
decade and is likely to become more common to address complex issues as PV
technology develops.
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Rietveld analysis 431–433
Ritter–Zeldov–Weiser analysis 167–170
rotating-analyzer SE 221–222
rotating-compensator SE 222–224
Rutherford scattering 401

s
SAED, see selected-area electron diffraction
saturation current density 44, 47, 53
– Shockley–Queisser theory 9
Savitzky–Golay filter 543
SC-Simul program 654–655
scanning capacitance microscopy (SCM)

348–350
scanning electron microscopy (SEM) 371,

412–413
scanning near-field optical microscopy

(SNOM) 257–272
scanning TEM 397
scanning tunneling microscopy 352–353,

391
SCAPS 102, 654
scattering cross section 423
Schottky contact 663



680 Index

secondary electrons 372, 373
secondary ion mass spectroscopy (SIMS)

248, 523, 532–539, 574
secondary neutral mass spectrometry 535
selected-area electron diffraction 401
selenisation 23
Sentaurus Device 661
series resistance 47, 48, 50–52, 81, 82, 85, 95,

96, 106
sheet resistance 72, 84, 85, 87
Shockley–Queisser theory 6–9, 44, 55
Shockley–Read–Hall (SRH) recombination

15, 45, 60, 639–641
short-circuit current density 7, 8, 12, 13, 15,

16, 18, 44, 49–53, 55
shunt 47, 48, 52, 82–84, 661, 668
site-specific sample preparation 558
small signal response 95
Snell’s law 164, 218
space charge region 13, 45–47, 53, 96, 100,

101, 104–106
spatial inhomogeneities 113–115, 293
spectral absorptivity 277
spectral response 55, 60
spectroscopic ellipsometry (SE) 56, 251, see

also ellipsometry
spectrum imaging 387
SPICE program 48, 661, 662
spontaneous emission rate 275
sputter deposition 22
sputtered neutral mass spectroscopy 523
S-shape 16
stacking fault 625–627
Staebler–Wronski effect 29
steady-state photocarrier grating (SSPG)

method 163
– dark conductivity 170
– data analysis 175–177
– diffusion length 167–170
– DOS determination 184
– experimental setups 173–175
– mobility-lifetime products 172
– optical model 164–166
– semiconductor equations 166–167
– trapped charge 170
Stillinger–Weber potential 623, 629
Stokes vectors 224
substrate 20, 22, 23, 28
superposition principle 8, 60, 88
superstrate 4, 19, 20, 28
surface recombination 15–19, 170, 179
surface recombination velocity 75, 79, 80,

382

surface-enhanced Raman scattering (SERS)
480

synchrotron-assisted growth analysis 441

t
tail 10, 17, 82, 170, 181
– states 151, 156
tandem solar cell 59, 265
Tauc–Lorentz (TL) oscillator 236
TDCF, see time-delayed collection field

method (TDCF)
temperature-programmed desorption 570
thermal desorption spectroscopy 570
thermal velocity 18
thermalization 6, 30
thermometry 443
thin-film solar cell simulation
– basic equations 633
– CdTe solar cells 645
– Cu(In,Ga)(S,Se)2 solar cells 643
– density of states 635
– flat interfaces 649
– recombination statistics 643
– rough interfaces 649–651
– tools
– – AFORS-HET 651–653
– – AMPS-1D 653
– – ASA 653–654
– – PC1D 654
– – SCAPS 654
– – SC-Simul program 654–655
three-stage deposition process for CIGS 241,

242, 245, 246, 248
three-stage process 23
time-delayed collection field method (TDCF)

147, 154, 157–159
time-of-flight mass spectrometer 528
time-of-flight (TOF) analysis 121, 147, 155,

159
– anomalous dispersion 123–125
– basic procedure 122
– caveats 135
– density of states 141–142
– multiple-trapping model 136–140
– spatial charge distribution 140
– vertical time-of-flight experiments

126–128
tip-enhanced Raman spectroscopy (TERS)

480
topography 384
total electron yield 505
total internal reflection 11
TPV, see transient photovoltage (TPV)
transient photocapacitance spectroscopy 111



Index 681

transient photovoltage (TPV) 147–149, 152
transit time 123, 131, 134
transmission electron microscopy (TEM)

371, 396, 413–415, 625, 626
– bright-field 398
– conventional (CTEM) 398
– cross sectional 238
– dark-field 398
– energ-filtered (EFTEM) 403
– high resolution (HR-TEM) 400
– scanning (STEM) 398
transparent-conductive oxide (TCO) 25, 665
trap 46, 94, 100–114, 123, 136, 137, 139, 387
trapped charge 166, 170
tripod polishing 414–415
tritium 574
tunneling luminescence microscopy 392
tunnelling enhanced recombination 46
two-diode model 47
type inversion 26

u
ultraviolet-excited photoelectron spectroscopy

502
undersampling 202
Urbach tail 191, 236, 247

v
vapor deposition simulations 623–625
vibrational modes 472
virtual interface analysis 225, 226, 232, 244
voids 235, 242, 246, 582, 586, 589–591

w
waveguide mode 258, 266–268
wavelength-dispersive X-ray spectrometry

433
white light reflectometry (WLR) 459–462
Wong/Green theorem 86
workfunction 547

x
X-ray absorption spectroscopy 504
X-ray diffraction 376, 424, 431
X-ray emission spectroscopy 503
X-ray-excited Auger electron spectroscopy

503
X-ray-excited photoelectron spectroscopy

502
X-ray fluorescence 408, 547, 552
X-ray photoelectron spectroscopy (XPS) 523,

539, 546–551
X-rays 421–427, 431, 432
X-ray scattering 421, 422
X-ray spectrometry
– energy-dispersive 378
– wavelength-dispersive 378

z
Z contrast imaging 374, 401
zero filling 200–202
ZnO/CdS/Cu(In,Ga)Se2 heterojunction 23
ZnO films
– hydrogen effusion measurements 591
– point defects 614–617
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